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ABSTRACT 

Title of Thesis: Adaptive Transform Coding of Video with Motion Compensation 

and Vector Quantization 

Jung-Hui Chien, Master of Science in Electrical Engineering, 1989 

Thesis directed by: Assistant Professor Dr. Ali N. Akansu 

This thesis proposes an efficient transform coding scheme for the low bit rate 

video sequence. The redundancy within adjacent video frame is exploited by mo-

tion compensated interframe prediction using the efficient independent orthogonal 

search technique, and the motion compensated frame difference (MCFD) signal is 

transform coding by 1-D DCT, 1-D HDCT and 2-D DCT, the coefficients are zonal 

masked, and vector quantizatied adaptively. The encoded MCFD as well as the 

motion information and variance grouping (side informations) are transmitted to 

the receiver to reconstruct the frame. The transform MCFD signal is classified into 

the four groups according to the coefficient band variance. A multi-codebook vector 

quantizer is designed based on all groups. The overall average PSNR for 1-D DCT, 

1-D HDCT and 2-D DCT are 36.14dB, 36.26dB, 36.30dB respectively. The results 

are obtained for the "CINDY" video sequences with the average bit rate 0.3318, 

0.3397, 0.2655 bits/pixel, over 39 frames. It is shown that the vector codebook on 

the set of training sequence generated by the MCFD signal is more independent, 

general than the original video signal. It is also shown that the performance of 1-D 

HDCT technique for MCFD signal coding is as good as 2-D DCT technique. Scene 

change detector algorithm based on cross correlation criterion is proposed in this 

thesis for the "MIX" video sequence. 
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Chapter 1 

Introduction 

In digital image processing, "Data Compression" is still desirable in order to meet 

an operational requirement under an existing system performance constraint, such as 

limited bandwidth or to realize a cost saving in the design of a new system. There-

fore all researcher efforts are toward finding efficient image coding methods and the 

implementation of these coding algorithms with relatively inexpensive, compact, and 

high speed very large scale integrated (VLSI) circuits. 

A digital version of the standard NTSC (National Television Systems Committee) 

of monochrome signals, have spatial resolution of approximately 512x512 pels per 

frame. At 8-bits per pixel intensity resolution and 30 frames per second, this translates 

into a rate of nearly 60 x 106  bits/s. Depending on the application digital image raw 

data rates typically vary from 105  bits/s to 108  bits/s. The large memory and channel 

capacity requirements for digital image transmission and storage make it mandatory 

to consider data compression technique. 

Image transmission and storage applications are in teleconferencing, video tele-

phone, broad television and satellite image transmission, etc.. Because of their wide 

applications, data compression and coding schemes have been of great importance in 

digital image processing. 

1 



Image data compression methods can be classified in two basically different cat-

egories [1]. In the first category are those methods which exploit redundancy in the 

data. The second category, compression is achieved by an energy preserving trans-

formation of the given image into another array such that maximum information is 

packed into a minimum number of samples. These two methods are known as redun-

dancy reduction and entropy reduction techniques respectively. Other image data 

compression algorithms exist which use a combination of these two methods. 

Among the various compression techniques, Transform coding is known to be gen-

erally superior moreover, with the evolution and widespread use of VLSI, transform 

coders offer practical means of data compression. 

In transform coding, the input signals are mapping into a new coordinate system 

called the transform domain, where the coefficients are much less correlated. These 

transforms, being unitary, conserve the signal energy in the transform domain, typi-

cally most of this energy is concentrated in low "frequency" samples. Compression is 

achieved by considering these high energy samples to be sufficient for reconstruction 

subsequent to transmission, storage, or processing. 

For video conferencing, motion in the entire scene is usually low. Therefore inter-

frame coding techniques can reduce the information redundancy in video sequences. 

Combined with intraframe coding, a high compression ratio can be achieved by incor-

porating motion detection techniques and then sending only the motion information 

through the communication channel. In this thesis a free error channel is assumed 

and only the source encoding is considered. 

For interframe coding, the method of predicting the motion compensated inter-

frame is employed by block match algorithm (BMA) with independent orthogonal 

search technique, therefore the redundancy within adjacent video frame could be ex- 
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ploited. The block motion compensated coding schemes are encoding only the block 

differences in the moving areas between the current frame and the prediction based 

on the motion compensation. The difference frame is called Motion Compensated 

Frame Difference signal (MCFD). 

By Shannon's rate-distortion theory [3] [4], It shows that the vector quantization 

performs more efficiently than the scalar quantization [5]. Vector Quantization in its 

simple form is a mapping of a vector of signal samples into a vector that is selected 

from a fixed and finite set of vectors. The efficiency of VQ comes from its role 

as a pattern-matching technique. The vectors of samples is a pattern that will be 

approximated by one of the finite set of prototype patterns. This pattern is described 

by identifying the address of the pattern in the dictionary of standard patterns that 

"best" approximates it. This dictionary is called the codebook; the patterns in the 

codebook are called codevectors; the addresses in the dictionary are called codewords. 

There have been several encoding techniques reported in the literature to encode 

the MCFD signal [14] [24] [26] [26] [27]. This study presents a new transform coding; 

Hadamard matrzx decomposition Discrete Cosine Transform, which performed with 

one dimension on MCFD signal. The transform coefficients are zonal masked and 

vector quantization applied adaptively according to the band variances. It is clear that 

1-D transform is simpler and requires less number of operations than 2-D transforms. 

It also provides more dense structure for parallel processing which saves operation 

delay times. 

The scene change problem is considered, whenever abrupt scene change occurred 

the new frame is encoded by still image coding mode. Two criteria of scene change 

detector, Frame difference variance and Cross correlation coefficient, are proposed in 

this study as well. 
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The thesis is organized as follows. Chapter 2 explains the theory of Discrete Cosine 

Transform coding with zonal masking. Chapter 3 discusses motion compensation of 

interframe images with an efficient block matching algorithm. Chapter 4 discusses 

the adaptive vector quantization. LBG algorithm [6] which is used for the generation 

of codebooks is given. In Chapter 5, a scene change detector algorithm is proposed. 

In chapter 6, the simulation results are given and finally, chapter 7 is the conclusion. 
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Chapter 2 

Transform Coding (TC) 

Transform coding involves linear transformation in which the signal source, a block of 

N input samples x(n) are linearly transformed into a set of N transform coefficients 

0(n). The coefficients are then vector quantized for transmission, or stored, and the 

reconstruction of x(n) is obtained at the receiver performing an inverse transform 

operation on quantized coefficients. The transform coding scheme diagram is shown 

in Figure 2.1. 

TC technique has been found theoretically and experimentally to have relatively 

good capability of bit rate reduction. There are two main reasons for this. First, 

packs the signal energy into a minimum number of coefficients, and thus not all of 

the transform domain coefficients need to be transmitted in order to maintain a good 

image quality. Secondly, generate a set of uncorrelated coefficients so that coding can 

be done more efficiently. 

2.1 Discrete Linear Orthogonal Transforms 

An orthogonal N x N matrix A has the following property: 

AA-' = I 

where I is the N x N identity matrix and il-' called inverse of A. 
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2.2 Properties of Transform Coding 

Two important features of image transform coding employing the orthogonal matrix 

(unitary matrix) are highlighted as; 

• The average energy of the transform coefficients is equal to the average energy 

of the input signal; that is, orthogonal transforms are variance preserving. If A 

is an orthogonal matrix (A-1  = AT), the average sum of variances E[02  (k)] = ai 
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2.3 Suboptimum Transform 

Many different types of unitary transforms, including the Karhunen-Loeve (KL), 

Fourier, Discrete Sines, Discrete Cosine, Walsh-Hadamard, Slant, Harr, Modified 

Hermite transforms, have been presented for signal coding [7][8][9][10][11]. The KL 

transform has been considered as an optimum transformation. However, for the rea-

sons of computation and source data dependency, it is impractical. One of the most 

attractive from the stand point of coding performance and implementation simplicity 

is the Discrete Cosine Transform (DCT) [10], that the theoretical mean square 

error coding performance equivalent to that obtained by the optimum KL transform 

[9]. 

2.3.1 Discrete Cosine Transform (DCT) 

The primary purpose of DCT is to convert statistically dependent signal samples 

into somewhat independent coefficients. The DCT coefficients are corresponding to 

the real and symmetric terms of the discrete Fourier transform (DFT) coefficients of 

digital arrays. The DCT was proposed by Ahmed, Natarajan and Rao in 1974 [10], 

the one-dimensional length, N discrete cosine transform (1-D DCT) is given as 



2.3.2 Subpicture Size 

Transform coding takes advantage of the statistical dependence of picture elements 

for entropy reduction. The MSE performance of TC should improve while increasing 

the size of the block K, since the number of correlations taken into account increase 

with K [23]. Most pictures contain significant correlations between pixels for only 

about 20 adjacent pixels, although this number is strongly dependent on the amount 

of detail in the picture. However, the improvement is not significant as subpicture 

size is increased beyond 16 x 16 [12]. 

In this study for 2-D DCT 8x8 subpicture size, and for 1-D DCT, 1-D HDCT on 

32 sample arrays (scan from 4x8 subpicture size) are used. 
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2.4 Zonal Sampling (Zonal Mask) 

As mentioned earlier, TC packs the maximum amount of variance in the few coef-

ficients, thus we can apply a zonal mask on the transform coefficients and quantize 

only the significant elements for transmission or storage, moreover it reduces the bit 

rate as well. This method is also called zonal coding [1]. 

The zonal mask is chosen based on transform coefficient variances. In 1-D DCT 

and 1-D HDCT, we select 16 dominant coefficients out of 32 sample array, and 25 

coefficients out of 64 for 2-D case. The detail of zonal masks for 1-D DCT, 1-D HDCT 

and 2-D DCT will be discussed in chapter 6. 

2.5 Fidelity Measure 

A standard objective measure of image coding quality is the peak to peak signal to 

noise ratio, which is widely used in literature as the performance criterion, is defined 

as 



Chapter 3 

Motion Compensated Video 
Coding 

The frame to frame redundancy of video sequences is exploited in interframe coding. 

Some video coding technique employ the frame difference coding but more sophis-

ticated ones include the motion compensation and motion compensated frame dif-

ference rather than frame difference is encoded. It has been found that the human 

observer can tolerate poorer spatial resolution in the moving areas of video and a 

poorer temporal (frame-to-frame) resolution in the nonmoving areas. Due to this 

fact, we can use fewer bits per pixel, or even subsample the pixels in the moving 

areas (also called dot interlacing) and skip frame-to-frame pixels for the nonmoving 

areas to keep the overall bit rate down. There are two types of interframe coders, 

called (1) frame replenishment, and (2) motion compensation. 

1. Frame Replenishment [13] In this type of interframe coding, pixels are dif-

ferentiated between those that change and those that do not change from frame 

to frame. If a pixel does not change, it is repeated in the next frame at the re-

ceiving side. If a pixel does change, it is replenished by the amount it changes. 

An important trade-off exits between spatial and temporal resolution in this 

type of interframe coding. 
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2. Motion Compensation [13] In this interframe coding technique, the image 

is assumed as a superposition of moving pixels on a stationary image. The 

challenge is to find the ways of describing the trajectories of the moving pixels 

so that each moving pixel can then be propagated along with its trajectory at 

the reconstruction. Only the first frame and the trajectory information could be 

sufficient for reconstruction of a video sequence, if motion is estimated perfectly. 

3.1 Block Motion Tracking Algorithm [14] 

One popular technique to estimate the motion displacement is the block matching 

approach, which is used in this study. In this technique each video frame is divided 

into fixed size subblocks, typically 8x 8, and the detection of motion is then performed 

on each subblock, by motion detector, if subblock is moving, then the displacement 

estimation is performed to find the displacement vector (motion information) by a 

block matching algorithm. 

Several efficient block matching algorithms have been proposed, such as Exhaus-

tive Search (Brute Force Search) which requires extensive computations, 2-D loga-

rithmic Search, 3-Step Direction Search, Modified version of the former, Conjugated 

Direction Search (CDS), and One-at-a-Time Search (OTS) [15][16][17][18]. 

An efficient search technique called Independent Orthogonal Search [14] is used 

in this study which minimizes the computations. The tests performed on the video 

sequence "CINDY" shown that the performance of the orthogonal search is practically 

the same as the brute force search algorithm. 

A motion compensated video coding system typically consists of three stages: 

1. A motion detector which detects the moving blocks. 

2. A displacement estimator, which estimates the displacement vector of moving 
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blocks. 

3. A data compression algorithm which encodes the interframe differences, motion 

compensated frame difference, after motion compensation. 

3.2 Motion Detector 

A motion detector is first used to classify a block to be moving or non-moving, before 

any motion estimation employed for the block. It screens the original image blocks 

for motion so that the displacement estimator, which usually requires much more 

calculations than the motion detector, works only on a smaller number of blocks 

which are actually moving. 

It also helps in reducing the blocks that would be erroneously classified as moving 

by the displacement estimator due to uncertainty, when blocks are in low detail region 

and/or have random camera noise. The motion detector is thus necessary to ensure 

a zero displacement for the unchanged region. The motion detector compares each 

pixel of a predefined subblock in the present frame K, with the corresponding pixel 

value of the previous frame (reconstructed version) K — 1. A pixel at location (x, y) 

in frame K is said to be moving if 

where pixels FK(• • •) and FK_1(• • •) are in frames K and K —1 respectively. A block 

is said to be moving if the number of moving pixels in that block is greater than or 

equal to No. In this study the parameters, To  =3 and No  =10, are found suitable 

for blocks of size 8x8 and 8-bit pixels. These thresholds were also reported as the 

suboptimums [14]. 
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3.3 Displacement Estimator 

The goal of the displacement estimator is to find the best match of a reference block 

from frame K, in a suitable area of Search Region (SR) in the previous frame (re-

construct frame) K — 1. The detectable displacement is assumed to be less than ±p 

pixel, along the horizontal and vertical axes. If the size of a reference block is M x N, 

then the search area is (M + 2p) x (N + 2p). 

The problem consists of seeking a best match location by evaluating a matching 

criterion at every point in the SR of (2p + 1)2  points. Each point in the SR is a 

candidate for being the correct displacement vector and will be called a search point. 

The best match is based on some specified criteria such as the minimum mean 

square error (MSE), number of thresholded absolute differences (NTAD), and min-

imum mean absolute frame difference (MAD). The MAD is used as the matching 

criterion in this study since its performance on the frame differential entropy reduc-

tion is about the same as the more involved MSE criterion. 

The MAD objective function D(.) at any search point (i, j), in the search region 

is defined as 

The search point D(i, j)min  which has min{D(i, j)} defines the motion information 

for that subblock. 

We also assume image data satisfies the quadrant-monotonic model proposed by 

Jain and Jain [36] and the orthogonal search technique is employed to decrease the 

computational burden. 

Quadrant-Monotonic Model definition [14] 

Suppose 0 = (xo,y0) is the optimum search point, and A = (xA,yA) is any other 
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The above properties were shown in Figures 3.1 (a) and (b). The rules are still valid 

for three search points or more. By examining every pair of search points, we can 

eliminate sequentially the regions that prohibit the optimum point. this technique, 

known as (interval) elimination in optimization theory [46], is legitimate here because 

D(.) is quadrant-monotonic. The remaining area, which contains the optimum point, 

will be called region of uncertainty (RUC). 
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3.3.1 Orthogonal Search Algorithm 

A set of requirements desired for a good search algorithm, even though any realistic 

algorithm cannot achieve all the goals simultaneously because of the inherent conflicts 

among them, for instance, convergence, fewer search points , fewer search steps, noise 

immunity, hardware complexity. The primary goal of the independent orthogonal 

search algorithm is to minimize the total number of search points in the worst case, 

though, we are also concerned with the average behavior when an algorithm is applied 

to real image data. 

Algorithm: 

Initialization: 

a. Step 1: Three search points are placed horizontally in the center of SR. The 

distance between every two neighboring points equals to the Step Size as shown 

in Figure 3.2. The minimum point will be selected as the center for the next 

step. Step Number i 4— (i + 1). 

b. Vertical Step: Two more search points are placed vertically around the min-

imum from the previous step. The distance between every two neighboring 

points equals to the Step Size as shown in Figure. 3.2. The minimum point will 

be the center at the next step. 
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Chapter 4 

Vector Quantization 

It has been stated that quantization is the most common form of data compres-

sion. There are two basic approaches to design quantizer : (1) We are given a fixed 

number of quantization levels and we wish to minimize the "quantization noise" (or 

distortion). (2) We are given a fixed quantization noise or distortion, and asked to 

minimize the average number of bits per sample that will meet the distortion speci-

fication. There are basically three forms of quantization : 

1. Scalar quantization 

2. Vector quantization 

3. Sequential quantization 

According to Shannon's rate distortion theory [3] [4], although the data source is 

memoryless, better performance can be achieved by coding vectors rather than scalar. 

So, instead of quantizing each sample individually with the same quantizing function, 

a sequence or block of N samples is quantized together. The representing vector 

or sequence is the closest one in the set of quantizer vectors, vector codebook. A 

distortion measure is used for the purpose. The vector quantization algorithms for 

reducing the transmission or the storage bit rate has been adopted for speech and 

image signal coding [5][6][19]. 
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There are several vector codebook design algorithms, which are based on the sim-

ple observation that Lloyd's [20] basic development is also valid for vectors, with 

known distribution and a variety of distortion measures. An efficient algorithm de-

veloped by Linde, Buzo and Gray [6] known as the LBG algorithm is used to design 

the vector codebooks in this thesis. 

The algorithm is based on Lloyd's algorithm, it is not a variational technique, and 

involves no differentiation; hence it works well even when the distribution has discrete 

components, as is the case when a sample distribution from a training sequence 

is used. The algorithm produces a quantizer meeting necessary but not sufficient 

conditions for optimality. 

4.1 Definition 

An N-level k-dimensional quantizer is mapping, q, that assigns to each input vector, 

x = (x0, ... , xk_1), a code vector, X = q(x), drawn from a finite codebook, C = 

{y,; i = 1, ....., N}. The quantizer q is completely described by the codebook C 

together with the partitions, S = {Si; i = 1, . . . , N} , of the input vector space into 

the sets S, = {x : q(x) = yi} of input vectors mapping into the ith codevector (or 

codeword, channel index). The quantizer can also be seen as the combination of 

two functions: an encoder, which maps the input vector and generate the index of 

the codevector specified by q(x) and a decoder, which uses this index to produce the 

codevector X. 

If C has N Levels, than R = log2  N is called the rate of the quantizer in bits 

per vector and r = 1 is the rate in bits per sample. Unlike the scalar quantization, 

general VQ permits fractional rates in bits per pixel. The goal of the quantization 

system is to produce the "best" possible reproduction sequence for a given rate R. 
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To quantify this and to define the performance of a quantizer, a distortion measure 

should be defined. 

4.2 Distortion Measure 

The distortion between an input vector x and a reproduction vector X is given by 

a non-negative distortion measure d(x, X). Given such a distortion measure, we can 

quantify the performance of a system by an average distortion .E{ d(x,R)} between 

the input and the reproduction vectors. A system is good if it yields a small average 

distortion. In practice, the important average is the long term sample average or time 

average 

the input vector x and the reproduction vector X are in a k- dimensional Euclidean 

space, and d(x, X) is the square of the Euclidean distance between the vectors. For 

the squared-error distortion it is common practice to measure the performance of a 

system by the signal-to-noise ratio (or signal-to-quantization-noise-ratio). 
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4.3 Encoder 

In the absence of transmission errors, the encoder and decoder operations are exactly 

identical to the quantizer mapping Q(.) shown in Fig 4.1 The input image after the 

transformation is partitioned at the encoder into small, contiguous, nonoverlapping 

blocks (vectors) of pixels, and each block is independently quantized as mentioned 

before. The vector dimension is given by the number of significant coefficients in the 

block. The codebook C is composed of vectors lyi, y2, , y,}. For any block, its 

vector can be expressed as xn, = (x1, x2, . , xk). According to the distortion measure, 

the channel symbol k can be chosen by 

4.4 Decoder 

The decoder will have the same codebooks used at the encoder. Using the codebooks 

as lookup table for VQ decoding, the decoder will extract a particular codevector, 

addressed by the channel index kn, as the reproduction vector {5Z7i}. Its operation 

can be written as 

the VQ encoder and decoder diagram is shown in figure 4.2 

4.5 LBG VQ Design Algorithm [21] 

The design algorithm of optimal vector quantizers from empirical data (training sets) 

were proposed by Linde, Buzo, and Gray [6] using a clustering approach. This algo-

rithm is now commonly referred to as the LBG algorithm. 
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Figure 4.1: Digital transmision (a) with and (b) without transmission errors [22] 

The goal in designing an optimal vector quantizer is to obtain a quantizer consist-

ing of N reproduction vectors, such that it minimizes the expected distortion. Lloyd 

[20] proposed an iterative nonvariational technique known as his "Method I" for the 

design of scalar quantizers. Recently, Linde et a/[6]. extended Lloyds' basic approach 

to the general case of vector quantizers. 

Let the expected distortion be approximated by the time-averaged square error 

distortion given by the expression 

The algorithm for an unknown distribution training sequence is given as below. 

(1) Let N = number of levels; distortion threshold e > 0. Assume an initial N level 

reproduction alphabet Ao, and a training sequence (xj, j = 0,1, ...,n — 1), 

and m= number of iterations, set to zero. 
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In above iterative algorithm an initial reproduction alphabet Ao  was assumed in 

order to start the algorithm. There are a number of techniques to obtain the initial 

codebook. The simplest technique is to use the first widely spaced words from the 

training sequence. Linde et al. [6] used a splitting technique where the centroid for the 

training sequence was calculated and split into two close vectors. The centroid or the 

reproduction vectors for the two partitions were then calculated. Each resulting vector 

was then split into two vectors and the above procedure was repeated until an N level 

initial reproduction vector was created. Splitting was performed by adding a fixed 

perturbation vector 6 to each vector y, producing two vectors yi + c, yi — e. Another 

approach for designing initial codebooks is to employ product code techniques [21]. In 

this approach, a scalar quantizer is used k times successively to yield a k-dimensional 

vector quantizer. 
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Chapter 5 

Scene Change Algorithm 

Many image transmission and storage applications, contain images of moving objects. 

The motion captured in such a multiframe sequence of images includes translation and 

rotation of objects with respect to the camera or moving camera and moving objects 

in some cases. It is easier to deal with the fixed camera and the moving objects 

case. This problem could be achieved by interframe image coding if the trajectories 

of various objects were known. 

At the present time, the scene change problem is excluded and motion compen-

sation in the same scene with motion is employed. As expected, in real life video 

applications, abrupt scene change occur. The scene change problem is being studied 

here, whenever a scene change occurred the encode switch to the still frame coding 

mode, from the interframe coding mode. Still frame coding performance of the en-

coder effects the interframe coding performance during the following frames of a new 

scene. Any good video coding technique should perform well in interframe coding 

mode as well as the still frame coding mode. The algorithm of scene change is shown 

in Figure 5.1. 

The technique to estimate the scene change employs 5 small picture blocks in each 

video frame (original frame) and the detection is then performed on each block, if 3 
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out of 5 blocks are greater/smaller than the threshold, then it is said scene change 

has occurred. The 5 blocks considered in each frame are fixed and shown in Figure 

5.2. The threshold criterion is define in the following section. 

5.1 Frame Difference Variance Criterion 

The purpose of the criterion is to find the variances of the frame difference, in a 

reference block between frame K and the previous frame K — 1. It is assumed that 

the scene change occurred for blocks A in frame K and K — 1 if 

where AA is the block frame difference between frame K and K — 1 of reference 

block A. In this study the parameters, Vo = 200, found suitable for "MIX", "MIXS", 

"MIX60" video sequence. Since the technique is image dependent, so we present a 

unique method in the following section. 

5.2 Cross Correlation Criterion 

This method is more general, it is more robust for the scene change detection, the 

goal of the method is to find the cross correlation from frame K to the previous frame 

(original frame) K — 1, a scene change for block A is detected if 

The cross correlation p is dimensionless, Co  is set to 0.2 in this study. 
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Chapter 6 

Simulation Results 

A series of computer simulations have been conducted to evaluate the performance 

of the Adaptive DCT techniques. The software developed was written in Sun-work-

station/UNIX/Fortran 77 environment. The test image used in this thesis is 40 

frames of highly active monochrome video sequence "CINDY" of size 512x400 and 

8 bits per pixel. The performance of scene change algorithm is also studied. The 

image used in scene change algorithm is the 40 frames of monochrome "MIX" 

of size 512 x400 and 8 bits per pixel, which consists of 10 frames from each se-

quence"CINDY" , "MONO", "DUO", "QUARTET" respectively. The structure is 

shown in figure 6.1. 



6.1 MCFD Signal 

The efficient independent orthogonal search algorithm which minimizes the compu- 

tations is used for block prediction. From Figure 6.2, it is seen that the performance 

of the independent orthogonal search technique is very close to the brute force search 

technique . For a typical search where the maximum displacement is limited to ±6 

pels between adjacent frames, the independent orthogonal search requires the least 

number of search points in the worst case: 13 search points as compared to 169 search 

points required in the case of the brute force search technique. One good feature of 

the independent orthogonal search algorithm is its regularity , it requires the same 

number of search points and search steps no matter where the optimum point is lo-

cated. The block diagram of motion compensated video coding structure is shown in 

figure 6.3. 

It is found that motion compensation performs quite better than the direct Frame 

Difference (FD) technique. 

The experiment consists of various measured parameters including a histogram, 

three different entropies, variances and autocorrelation coefficients for the MCFD, 

direct FD, and "CINDY" signals. The MCFD signal is based on the perfect recon- 

struction of the previous frame. The histogram of the MCFD signal is shown in figure 

6.4. It looks like a Laplacian pdf with most values around zero. The performance 

results are summarized below. 

6.1.1 Entropy 

The entropy of the MCFD signal is smaller than the original video by as much as 46% 

. Also it is less than the direct FD signal by about 0.5 bit on the average as shown 

in table 6.1. The entropies vs frame index, of MCFD and direct FD for "CINDY" 
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Figure 6.5: Entropy of MCFD, direct FD for "CINDY" sequence 

sequence are shown in figure 6.5. The entropy values are based on integer rounded-off 

values of MCFD and FD. 

6.1.2 Variance 

The variance of the original signal, "CINDY", ranges around 145, whereas the MCFD 

variance is around 19 and 103. The variance of the MCFD signal is less than direct 

FD signal as shown in figure 6.6. This again illustrates that motion compensation 

works well. 
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Table 6.1: of "cindy" 

Signal Entropy (bit/pixel) 
CINDY 7.07 
MCFD 3.78 
direct FD 4.28 

Average entropies over 40 frames 



Figure 6.7: Horizontal, Vertical Autocorrelation Coefficient of "CINDY" and MCFD 
Signals 

6.1.3 Autocorrelation Coefficient 

Auto-regressive, order 1, AR(1), source model is a good first approximation to the 

speech and image signals [22]. The horizontal and vertical first order autocorrelation 

coefficients, for the "CINDY" signal is in the range of 0.92 and 0.95. But for the 

MCFD signal vary in the range of 0.24 and 0.50. The plot of horizontal and vertical 

auto correlation coefficients against the frame index is shown for original "CINDY" 

and MCFD signals in figure 6.7. 
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6.2 Transform Coding of MCFD signal 

The MCFD signal is divided into small blocks, and each block employs a transfor-

mation to produce the transform coefficients. The transform coefficients are zonal 

masked and vector quantized adaptively. 

Three cases of transformations are used in this study: 

(1) 1-D Discrete Cosine Transform 

(2) 1-D Hadamard matrix decomposition Discrete Cosine Transform 

(3) 2-D Discrete Cosine Transform 

The 1-D DCT and 1-D HDCT of MCFD are 32 sample arrays, scan from 4x8 

block. The performance is compare with 2-D 8x8 DCT. The results show that 1-D 

case and 2-D case give about the same transform performance. 

6.2.1 Gain of TC [22] 

With optimum bit allocation, the gain of one and two dimensional transform coding 

over PCM has been shown to be the ratio of the arithmetic mean of the transform 

coefficient variances to the geometric mean as 

This measure shows the compactness power of any transform using a theoretical 
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Transform N GTC 
1-D DCT 32 1.963 

1-D HDCT 32 2.337 
2-D DCT 8 2.407 

Table 6.2: Gain of TC 

performance analysis technique of the transforms[62], The GTC of 1-D DCT, 1-D 

HDCT and 2-D DCT cases are found as in the table 6.2. The results indicate that 

the 1-D 32 sized HDCT and 2-D 8x8 DCT give about the same transform performance 

for MCFD signal. The 1-D HDCT requires less number of operations and more dense 

for parallel processing which mean less delay. 

6.2.2 Entropy 

The average entropies of the transform coefficients MCFD signal with 1-D DCT, 1-D 

HDCT, and 2-D DCT techniques are close to one another and shown in table 6.3. 

6.2.3 Zonal Mask 

The fixed zonal coefficient masks of the 3 different transform cases are shown in figures 

6.8, 6.9, 6.10. For 1-D case, 2 coefficient bands are used, band 1 and band 2, each 

band contains 16 coefficients. The band 2 is discarded. For 2-D case, 3 bands are 

created, 9 coefficients in band 1, 16 coefficients in band 2, 39 coefficients in band 3. 

The band 3 is discarded. 

6.2.4 Generating Training Sequence 

The vector codebooks are generated using large set of training vectors known as the 

training sequences. The coefficient band signals are classified into the four groups 

according to their variances. The variance grouping and quantizer levels for this 
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Transform Entropy (bits/pixel) 
1-D DCT 3.62 

1-D HDCT 3.57 
2-D DCT 3.77 

Table 6.3: Entropy of transform MCFD 





Group 0 1 2 3 
Band variance 0,,,5 5,,-,10 10r,,30 >30 
Codebook size discard 1024 1024 1024 

Table 6.4: Variance groups and quantizer levels 

study are illustrated in table 6.4. The training sequences are generated by coefficient 

band variance grouping. A multi codebook vector quantizer is designed by employing 

LBG algorithm [6]. 

6.2.5 Adaptive Vector Quantization 

In adaptive VQ, the coefficient band signals are quantized by tailor made quantizer, 

according to the variance grouping. The adaptive vector quantization employed here 

can be summarized as; 

(1) If the variance of a coefficient band is within the variance interval of the group 

0, then discard this band, means assume the band has value of zero. 

(2) If the variance of a coefficient band is within the variance interval of any group, 

then use the corresponding vector codebook. 

The block diagram of the adaptive VQ of 1-D and 2-D cases are shown in figures 6.11, 

6.12. The band signals are encoded, consequently the vector index as well as motion 

information, variance grouping information are required at the receiver to reconstruct 

the frame. 

6.2.6 Bit Rate 

The total bit rate for adaptive transform coding with MC and VQ technique can be 

written as: 
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Bit-Rate = Bm + Bmcfd + Bvg 

where 

Bm: Average bits/pixels used for the transmission of motion information. It is fixed 

and Bin  = 0.125 bits/pixel in this study. 

Bmcfd: average bits/pixel used for encoding of MCFD signal. It is variable from 

frame to frame. 

Bvg: Average bits/pixel used for the transmission of the variance grouping. Bvg = 

0.0625 bits/pixel and fixed in this study. 

The performance criterion PSNR used here is the peak to peak signal noise ratio as 

defined in equation (2.8) 

It was observed that the overall PSNR of the adaptive VQ is more than 1.5 dB 

better than non-adaptive VQ at the same bit rate. 

It was also observed that the overall PSNR performance of 2-D case is little better 

than the others at the same bit rate. 

The PSNR as a function of the frame index of three cases are given in figures 6.13, 

6.14, 6.15 and the average Bit-Rate as a function of the frame index of three cases 

are given in figures 6.16, 6.17, 6.18. 

The overall average Bit-Rate and PSNR of three cases are tabulated in table 6.5. 
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Technique Bit-Rate (bits/pixel) PSNR(dB) 
1-D DCT 0.3318 36.14 

1-D HDCT 0.3245 35.77 
2-D DCT 0.2655 36.30 

Table 6.5: Overall average Bit-Rate and PSNR 













Technique Bit-Rate (bits/pixel) PSNR(dB) 
2-D 

8 x 8 
DCT  

0.375 34.41 
0.406 35.41 
0.438 36.33 

Table 6.6: Overall average Bit-Rate and PSNR of still image coding for "CINDY" 
sequence 

6.3 Scene Change Detector 

The scene change detector is based on the cross correlation criterion as mentioned in 

chapter 5. The cross correlation as a function of the frame index for "MIX" sequence 

on 5 small picture blocks are shown in figures 6.19, 6.20. 

6.3.1 Bit-Rate 

Whenever a scene change occurred, the encoder switches to the still frame coding 

mode. The coding method employed on still image is designated in chapter 5.3. The 

total bit rate of still image coding is fixed and can be defined as: 

Bit-Rate : average bits/pixel according to the level of quantizer. It is set to 0.4375 

bits/pixel in this study. 

The overall average Bit-Rate and PSNR of 2-D 8 x 8 DCT still image coding on 

"CINDY" sequence is tabulated in table 6.6, The interframe coding mode in scene 

change algorithm is employed 1-D DCT case. The result is tabulated in table 6.7. 

The PSNR and average Bit-Rate as a function of the frame index with scene change 

algorithm for "MIX" sequence are shown in figures 6.21, 6.22. 
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Chapter 7 

Conclusion 

This thesis proposes an efficient transform coding scheme with motion compensation 

and adaptive vector quantization for the low bit rate video sequence. The bit rate is 

achieved around 0.3318, 0.3245 and 0.2655 bits/pixel for 1-D DCT, 1-D HDCT and 

2-D DCT respectively. It has been shown that the quality of reconstructed image 

employed by 1-D HDCT is as good as 1-D DCT and 2-D DCT techniques. 

The redundancy within adjacent video frames is exploited by motion compensated 

interframe prediction using the efficient independent orthogonal search technique. 

The MCFD signal is transform coded with zonal masking. The coefficient bands are 

encoded for the purpose of transmission with adaptive VQ. It is shown that the vector 

codebooks on the set of training sequences generated by the MCFD signal is more 

independent, robust, general than the original video signal. 

It was shown that the 1-D HDCT performs practically as well as 1-D DCT and 

2-D DCT techniques. The 1-D HDCT is simpler and requires 50% less number of 

operations for transformations than 2-D DCT. It also provides modularity and dense 

structure for parallel processing which minimizes processing delay. It may also employ 

length 8 DCT chips available in the market. This demonstrates that 1-D HDCT with 

MC and adaptive VQ should be considered as an attractive and efficient scheme for 
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video coding. 

We also presented a cross correlation technique for scene change detection. It has 

been shown that the detection technique performs well for testing image sequences 

"MIX", "MIX5", and "MIX60". But the vector codebooks have strong dependency 

on the training sequences for still image coding. 

The bit rate in this study is still considered too high for practical application. 

The schemes presented in this thesis should be further refined to reduce the bit rate. 

For example, we have not encoded the side informations. The side informations con-

tain substantial redundancy, which can certainly be reduced by lossless compression 

techniques. As second example, the current study used fixed zonal masks. The zonal 

masks could be made adaptive to improve image quality. 
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