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ABSTRACT 

Title of Thesis: A New Approach to Motion Analysis from a Sequence of 
Stereo Images 

Author: Lin Zhou 

Thesis Directed by: Dr. Yun Qing Shi 

A new approach to motion analysis from a sequence of stereo images is presented 

in this thesis. Based on a four-frame model, a new concept of unified optical flow 

field has been developed recently [3]. It is a generalization of the optical flow in 

stereo imagery. A set of fundamental equations is established to characterize the 

unified optical flow field. Another set of equations is then derived from which 3-D 

motion can be reconstructed via the use of the field quantities of the unified optical 

flow field. In this thesis, the implementation of the approach is conducted. The 

simulation and the results are presented to demonstrate the feasibility and efficiency 

of this approach. 

vii 



Chapter 1 

Introduction 

Over the last ten years, estimation of motion and structure from image sequences 

has come to play a dominant role within the computer vision community. There are 

basically two different approaches to recovering the structure of objects and the 

relative motion between object and cameras: 1) the feature based approach and 2) 

the optical flow based approach [1]. 

The feature based approach requires that correspondence be established between a 

sparse set of features extracted from one image with those extracted from the next 

image in the sequence. Although several methods have been discussed for 

extracting and establishing feature correspondence, the task is difficult and only 

partial solutions suitable for simplistic situations have been developed [1]. 

The optical flow techniques rely on local spatial and temporal derivatives of image 

brightness values And optical flow is the distribution of apparent velocities of 

movement of brightness patterns in an image [2]. 

Optical flow can arise from relative motion of objects and the viewer. 

Consequently, optical flow can give important information about the spatial 

arrangement of the objects viewed and the rate of change of this arrangement. The 

optical flow cannot be computed at a point in the image independently of 

neighboring points without introducing addition constraints, because the velocity 
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field at each image point in the image plane due to motion yields only one constraint 

[2]. 

In Chapter 2, we will further discuss the optical flow method and will derive the 

equations for determining the velocities of movement of brightness in the images. 

In Chapter 3, a newly developed technique to motion analysis from a stereo image 

sequence is presented [31. Firstly, "temporal" optical flow field is computed by 

using the equations introduced in Chapter 2. Secondly, the inherent relation 

between a pair of stereo images obtained at the same moment is analyzed to 

establish a "spatial" optical flow field. Thirdly, combining these two types of 

optical flow fields, a unified temporal-spatial optical flow field is obtained. The 

word "temporal-spatial" is omitted thereafter for the sake of simplicity. Finally, a 

set of equations from which 3-D motion field can be reconstructed is derived based 

on this unified optical flow field. In consequence, 3-D motion, both position and 

velocity, caused by the relative motion between objects and cameras can be 

determined from the given sequence of stereo images. It is noted that the recovered 

3-D motion is for a whole continuous moving field instead of only for some 

features Furthermore, this technique does not require feature correspondence and 

is hence expected to be much more efficient. 

In Chapter 4, a detailed simulation process illustrates the algorithm developed in 

Chapter 3. Simulation results show the feasibility of the new approach. 

Finally, we draw conclusions and discuss some issues in Chapter 5. 
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Chapter 2 

The Optical Flow Approach 

Optical flow cannot be computed locally at a point since only one independent 

measurement is available from the image sequence, while the flow velocity has two 

components. A second constraint is therefore needed. A method for finding the 

optical flow pattern is presented which assumes that the apparent velocity of the 

brightness pattern varies smoothly almost everywhere in the image [2]. 

2.1 Brightness invariant equation and smoothness 

constraints 

The equation that relates the change in image brightness at a point to the motion of 

the brightness pattern is established by Horn and Schunck [2]. Let the image 

brightness at a point (x, y) in the image plane at time t be denoted by E (x, v, t). 

The brightness of a particular point in the pattern is assumed constant, i.e., 



We will use the square of the magnitude of the gradient as smoothness measure. 

2.2 Estimating the partial derivatives 

We must estimate the derivatives of brightness from the discrete set of image 

brightness measurements that are ava► lable. It is important that the estimates of E.1, 
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Ev, and El be consistent. That is, they should all refer to the same point in the image 

at the same time. 

We will use a set of eight pixels to estimate Ex, Ey, and Et  at the center of a cube 

formed by these eight measurements. The relationship in space and time between 

these measurements is shown in Fig. 2.1 



2.4 Minimization 

A minimization method has been formulated by Horn and Schunck in (2] to 

determine optical flow. The problem then is to minimize the sum of the errors in the 

equation for the rate of change of image brightness, 

6 







Chapter 3 

The Unified Optical Flow Field 
Approach 

Based on the new concept of unified optical flow and a four-frame model, a new 

approach to motion analysis from a sequence of stereo images is presented. A set of 

fundamental equations is established to connect these six field quantities which can 

be solved by an iterative algorithm. Another set of equation is developed for 

reconstructing 3-D motion field from the six unified optical flow field quantities [3]. 

3.1 Imaging geometry 

An imaging geometry is shown in Fig 3.1 There O-XYZ and OR-XRYRZR are two 

Cartesian coordinate systems such that 0 and OR are the centers of the left and right 

lenses, respectively. It is assumed in this chapter that the two optical axes OZ and 

ORZR are on the same plane. The axes OX and ORXR are, respectively, 

perpendicular to OZ and ORZR such that the four axes: OZ, ORZR, OX, and ORXR 

are coplanar. The axis OY is not drawn in Figure 3.1 and is understood as being 

perpendicular to XOZ plane; ORYR is the corresponding component associated with 

OR-XRYRZR. The distance between two lens centers is OOR denoted by I. The angle 

between OX and ORXR is denoted by co. It is also the angle between the two optical 

axes: OZ and ORZR. 
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Since the format of these pairs of equations are the same as ones in Chapter 2. The 

iterative algorithms introduced in Chapter 2 can be employed here to determine uR, 

us, and vs. It can be shown in the next sub-section that these six field 

quantities contain sufficient information to recover the motion in 3-D space. 

3.4 A set of equations for analysis of 3-D motion field 

In order to reconstruct 3-D motion field we need to determine the following six 

quantities: 1) The position of the moving objects: X, Y, Z, and 2) the velocities of 

the moving objects at the given position: *X, *Y, *Z. From the preceding section, 

, , , we already have uR 1,R // L. vc us,  , and vs. Now following the derivation in [3], 

we get the relation between these two sets of quantities in this section. 







It can seen that in Equations (3.16-23) all quantities on the right-hand sides are 

either the imaging setting parameters or the unified optical flow field quantities. 

That is, they are available. Quantities 1R  and yR on the left-hand sides of Equations 

(3.19-20), respectively, are used to determine which value of uR should be utilized 

in Equation (3.21) to calculate *Z. All quantities on the left-hand sides of Equations 

(3.16-18, 3.21-23), being the motion parameters: position and velocity in 3-D 

space, are therefore can be solved straightforward. 
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Chapter 4 

A Simulation Process 

The algorithms introduced in Chapters 2 and 3 are implemented in this thesis work. And it 

is demonstrated that the UOFF approach is feasible and efficient . 

4.1 Setting 

In this thesis, a rotatable sphere with the radius of R is the object in experiments. Fig. 4.1 

shows the simulation setting. 

The center of sphere is 0', and the 0'-XT'Z' of the sphere is a 3-D Cartesian coordinate 

system. There are two sensors in this imaging setting. There OL_xLyLzL and oR_xRyRzR 

are two Cartesian coordinate systems such that OL and OR are the centers of the left and 

right lenses, respectively. The relation between 0'-X'Y'Z' and Oc_xLyLzL,  is as follows. 

The axes 0 Z' and OLZL are aligned. The axes OX' and OLXL are parallel, and OT and 

OLYL are parallel. For the sake of simplicity, the axes ORXR, ORYR, and ORZR are not 

drawn in Fig. 4.1. The relation between OL-xLyLzL and OR- xRyRzR is described next. 

The axes ORZR and  ORXR are on the XL0Lzr.. plane,  The axes OLYL and ORYR are parallel. 

The two sensors are assumed to be identical with focal length f. The angle between the 

optical axes of the two sensors is denoted by cp, and the distance between the two sensors 

is / 

20 















In this simulation step, there are two variables which need to be chosen: a and 11. 

The a is a suitable weighting factor. If we use a large value of a, the solution will be very 

stable, but too smooth; if we use a small value of a, the solution will be more noisy, but 

more faithful to the actual flow [2]. 

In our experiments, we tried to start the a at a high value (100) and gradually decreased it 

until things become unstable (0). We found that when the a is among from 10 to 0.1, the 

results is of stable, and finally we choose the a = 10 in our experiments. 

The n is the numbers of the iterations, and because lots of CPU time will be taken away by 

iterating the algorithms, we have to limit the 11 to a reasonable value. 

For instance, when the image matrix is of 128 x 128 , it would need at least 128 iterations. 

And if we want to get a better simulating result, the numbers of iteration will be several 

times of the image' size (128) 

By the testing, we fount out that if n = 2 x image size, the result is improved obviously. 

So in our experiments, we choose n = 2 x size . 
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Fig. 4.6 (a) The table of results (n = 32). 
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Fig. 4.6.(b) The table of results (n = 32). 
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Fig. 4.7.(a) The table of results (n = 128). 
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Fig. 4.7.(b) The table of results (n = 128). 
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Chapter 5 

Conclusion and Discussion 

1. Recently, based on a four-frame model, the optical flow method is extended 

from the temporal sequence of images to the spatial sequence of images to establish 

unified optical flow field characterized by six field quantities. A set of fundamental 

equations is established to connect these six field quantities which can be solved by 

an iterative algorithm. Another set of equation is developed for reconstructing 3-D 

motion field from the six unified optical flow field quantities [3]. 

2. The reasonably good simulation results have verified the excellent capability of 

the now approaches. 

3. The most difficult problem in motion estimation is feature correspondence. In 

stereo imagery, the problem is even harder because not only the correspondence in 

temporal sequences of images but also the correspondence in the pair of stereo 

images are required. Different from all existing techniques dealing with stereo 

imagery, this new approach does not require feature correspondence at all because 

point correspondence is merely an intermediate step in derivation of this new 

approach. Therefore, it is expected to be much more efficient [3]. 

4. In this stereo imagery two sensors are usually required to be exactly. In order to 

eliminate this strict requirement, an upgrade imaging system is developed in [10]. 
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5. The application of the approaches in this thesis is under investigation. 
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