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ABSTRACT

Title of Thesis: A New Approach to Motion Analysis from a Sequence of
Stereo Images
Author: Lin Zhou

Thesis Directed by: ~ Dr. Yun Qing Shi

A new approach to motion analysis from a sequence of stereo images is presented
in this thesis. Based on a four-frame model, a new concept of unified optical flow
field has been developed recently [3]. It is a generalization of the optical flow in
stereo imagery. A set of fundamental equations is established to characterize the
unified optical flow field. Another set of equations is then derived from which 3-D
motion can be reconstructed via the use of the field quantities of the unified optical
flow field. In this thesis, the implementation of the approach is conducted. The
simulation and the results are presented to demonstrate the feasibility and efficiency

of this approach.



Chapter 1

Introduction

Over the last ten years, estimation of motion and structure from image sequences
has come to play a dominant role within the computer vision community. There are
basically two different approaches to recovering the structure of objects and the
relative motion between object and cameras: 1) the feature based approach and 2)

the optical flow based approach [1].

The feature based approach requires that correspondence be established between a
sparse set of features extracted from one image with those extracted from the next
image in the sequence. Although several methods have been discussed for
extracting and establishing feature correspondence, the task is difficult and only

partial solutions suitable for simplistic situations have been developed [1].

The optical flow techniques rely on local spatial and temporal derivatives of image
brightness values And optical flow is the distribution of apparent velocities of

movement of brightness patterns in an image [2].

Optical flow can arise from relative motion of objects and the viewer.
Consequently, optical flow can give important information about the spatial
arrangement of the objects viewed and the rate of change of this arrangement. The
optical flow cannot be computed at a point in the image independently of

neighboring points without introducing addition constraints, because the velocity



field at each image point in the image plane due to motion yields only one constraint

[2].

In Chapter 2, we will further discuss the optical flow method and will derive the

equations for determining the velocities of movement of brightness in the images.

In Chapter 3, a newly developed technique to motion analysis from a stereo image
sequence is presented [3]. Firstly, "temporal” optical flow field is computed by
using the equations mntroduced in Chapter 2. Secondly, the inherent relation
between a pawr of stereo images obtained at the same moment is analyzed to
establish a "spatial" optical flow field. Thirdly, combining these two types of
optical flow fields, a unified temporal-spatial optical flow field is obtained. The
word "temporal-spatial” is omitted thereafter for the sake of simplicity. Finally, a
set of equations from which 3-D motion field can be reconstructed is derived based
on this unified optical flow field. In consequence, 3-D motion, both position and
velocity, caused by the relative motion between objects and cameras can be
determined from the given sequence of stereo images. It is noted that the recovered
3-D motion is for a whole continuous moving field instead of only for some
features Furthermore, this technique does not require feature correspondence and

is hence expected to be much more efficient.

In Chapter 4, a detailed simulation process illustrates the algorithm developed in

Chapter 3. Simulation results show the feasibility of the new approach.

Finally, we draw conclusions and discuss some issues in Chapter 5.



Chapter 2

The Optical Flow Approach

Optical flow cannot be computed locally at a point since only one independent
measurement is available from the image sequence, while the flow velocity has two
components. A second constraint is therefore needed. A method for finding the
optical flow pattern is presented which assumes that the apparent velocity of the

brightmess pattern varies smoothly almost everywhere in the image [2].

2.1 Brightness invariant equation and smoothness

constraints

The equation that relates the change in image brightness at a point to the motion of
the brightness pattern is established by Horn and Schunck [2]. Let the image
brightness at a point (v, y) in the image plane at time ¢ be denoted by E (x, v, 1).
The brightness of a particular point in the pattern is assumed constant, i.e.,

OF

dr
Using the chain rule for differentiation we have

OE dx OE dy OF
- 4
v dt dy dt or



If we let
4 dx A4 dy

u = — and V = —,
dt dat

then we have a single liner equation in the two unknowns u and v,

E.\' i + E)' V + E[ = 0,

where we have also introduced the additional abbreviations Ex, Ey, and E; | for the

partial derivatives of image brightness with respect to x, y, and ¢, respectively:

A OF A JE A OJE
E¢=—  Ey=— Et=—
ox o or

However, the flow velocity at point (x. v) cannot be solved from the above
equation without introducing additional constraints. The additional constraint
proposed by Horn and Schunck [2] and used now popularly in practice is to

minimize the square of the magnitude of the gradient of optical flow velocity:

ou 2 du 2 2 o 2
(—) + (—) and (—) + (—).
ok ay ox ’

We will use the square of the magnitude of the gradient as smoothness measure.
2.2 Estimating the partial derivatives

We must estimate the derivatives of brightness from the discrete set of image

brightness measurements that are available. It is important that the estimates of E,,



E\, and E, be consistent. That is, they should all refer to the same point in the image

at the same tume.

We will use a set of eight pixels to estimate Ey, Ey, and E; at the center of a cube
formed by these eight measurements. The relationship in space and time between

these measurements is shown in Fig. 2.1

e

! k+1

J J+1

Fig. 2.1. Estimation of the three partial derivatives

Each of the estimates is the average of four first order differences taken over

adjacent measurement in the cube.

Ey =1M4{E js1a-Ejx+Evije1k-Eivigk
+E rixsl-Evpasl Y Epyriasl - Evvigia b,
Ev = 4 {Ejin-Eyu+ Eqieran-Egerk

+ Eqgghir- Evgasr Y Evg vt - Egerier J



Ep = 114 {Eyijn-Eyx+ Evrjavr- Evvpji

+Eje1h+1 - Eijsrk+ Ersryetast - Evagjari}.

Here the unit of length is the grid spacing interval in each image frame and the time

interval is the image frame sampling period.

2.3 Estimating the Laplacian of flow velocities

We also need to approximate the Laplacians of u and v. One convenient

approximation assumes the following form
V2y = Uy k- Uk and V=RV Vigk
where the local averages *u and *v are defined as follows

16 {upggn + Wyein + Wgpgk + Wjlk }

*l(,,j,/\»
+1/12 {”1-1,]‘].1\ LIRS IS S [P ST I S S 1PN R S /.

Vigk = 176 {‘yl-J,j.I\ + Vigsrk ot Vegigk "1'1-1,1;}

A2 vy g+ Vegrjak F Viglgeik ¥ Visr gk}

2.4 Minimization

A minimization method has been formulated by Horn and Schunck in [2] to

determine optical flow. The problem then is to minimize the sum of the errors in the

equation for the rate of change of image brightness,



(’Eb = Ex" + Eyv -+ E[,

and the measure of the departure from smoothness in the velocity flow,

o 2 o 2 o 2 o 2
C% = (=) + (=) + (=) + (=)
ox oy o )

&

Let the total error to be minimized be

& =[] (a2e+@y)avay
where a is used to denote a suitable weighting factor.

The minimization is to be accomplished by finding suitable values for the optical

flow velocity (,v). Using the calculus of variation one can obtain
E2 u+E, Evy = o-V-u-EVE,

2 2 2.,
E\ E)y H+ E-y‘ = (Z"V"\ ‘E)VE[.

Using the approximation to the Laplacian introduced in the previous sub-section,

and solving the set of linear equations for « and v, one can find out

(a2+E2 +E% ) (u-*u) = -Ey (Ey *u + Ey*v + Ey),

(a2+E2 +E2,)(v-*v) = -Ey (Ex*u + Ey*v + E;).

2.5 Iterative algorithm



We now have a pair of equations for each point in the image. Using the iterative
algorithm proposed by Horn and Schunck [2], we can compute a new set of
velocity estimates (1 yv"+1) from the estimated derivatives and the average of the

previous velocity estimates (1”,v") by

utl = *yn - Ex(Ex *un + Ey*vi + E) [ ( 08 + B2+ E2y ),

vl = #yn E(Ex*un+ Ey*wi + Ef )1 ( 02 + E2c+ E2y ).

The natural boundary conditions for the variational problem turns out to be a zero
normal derivative. At the edge of the image, some of the points needed to compute
the local average of velocity lie outside the image. Here we simply copy velocities

from adjacent points further in.



Chapter 3

The Unified Optical Flow Field
Approach

Based on the new concept of unified optical flow and a four-frame model, a new
approach to motion analysis from a sequence of stereo images is presented. A set of
fundamental equations is established to connect these six field quantities which can
be solved by an iterative algorithm. Another set of equation is developed for

reconstructing 3-D motion field from the six unified optical flow field quantities [3].

3.1 Imaging geometry

An mmaging geometry 1s shown in Fig 3.1 There O-XYZ and OR-XRYRZK are two
Cartesian coordinate systems such that O and OX are the centers of the left and right
lenses, respectively. It is assumed in this chapter that the two optical axes OZ and
ORZR are on the same plane. The axes OX and ORXR are, respectively,
perpendicular to OZ and ORZR such that the four axes: 0Z, ORZR, OX, and ORXR
are coplanar. The axis OY is not drawn in Figure 3.1 and is understood as being
perpendicular to XOZ plane; ORYR is the corresponding component associated with
OR-XRYRZR. The distance between two lens centers is OO denoted by /. The angle
between OX and OFXR is denoted by ¢. It is also the angle between the two optical

axes: OZ and ORZR,



X
0 R
(0]
{
et} —

R
v Z
4

Fig 3.1. Imaging geometry

Consider a world point P in 3-D space. Its coordinates in the two coordinate

systems are (X, Y, Z) and (XR, YR, ZR), respectively. According to the

transformation of coordinate systems in analytic geometry, the relationship between

the two coordinates can be expressed as follows.

XR s X\
YR = R <[V
j
J

7R ; V7

where R is a rotation matrix

10

\'-‘mzwm,,, e



cosp 0 -sing

R=(010/ (3.2)

sing 0  cos@

and T is a translation vector.

0 j (3.3)

In Figure 3.2 the focal plane of the left camera is depicted. There ot-xtytzl is the
coordinate system with ol being the center of the focal plane; ofzL aligned with OZ;
oftxl and oyt parallel to OX and OY, respectively. The distance Oot is the focus
length f£. When a world point is far from cameras, its image can be considered on
the focal plane xLokyL. It is obvious that a world point P of (X, Y, Z ) will have its
image point n the of-rLvtzL coordinate system with coordinate ( XL, vb, 0 ). It

follows from geometric optics that

fL

L= — X (3.4)
Z
L

yo= Y (3.5)
Z

11



P (X1,Y1,21)

P(xt,v1,21)

Z

Y

Fig. 3.2. The focal plane of the left camera

For the right camera, the coordinate system oR-xRyRzR can be established similarly.

The following relations are also valid.

Fr
AR = — XK
ZR
fR
yR = YR
ZR

(3.6)

(3.7)

12



For the simplicity, the two cameras are assumed to be identical, thus fL = fR = f.

Equations ( 3.4 -- 3.7 ) become

f

= — X (3.8)
Z
f

= Y (3.9)
zZ

R = — XR (3.10)
ZI\’
f

WR= YR (3.11)
ZR

The use of the relation between ( X, Y, Z ) and ( XX, YR ,ZR) derived previously

leads to

(X -l)cosep-Zsing
AR = f (312)
X sing + Z cosg

Y
W= f (3.13)

Xsing + Z cosg

Under the far-field assumption, Z = ZR | the above equation can be approximated
as
¥
WR=— ((X-1)coso -Zsine) (3.14)
Z

13



P
yw=_Y (3.15)
z

3.2 Four-frame model

The four images shown in Figure 3.3 are chosen from a stereo image sequence
where images (a) and (c) are taken by the left camera at moments r and t; = t + Ar,
respectively, images (b) and (d) by the right camera at ¢ and #;, respectively. Images
(a) and (b) are a pair of stereo images at 7, images (c) and (d) are a pair of stereo
images at t;. In this chapter the image brightness at the point (x, y) on the image
plane at time ¢ is denoted by g (x, v, r) with superscripts indicating which camera is

associated with.

(a) gk(xt,yL,1) (b) gR(xR,yR,1)

H=t+ A

(c) ghGxt,yhr + Ar) (d) gROR VR 1 + Ar)

Fig. 3.3. Four frame model

14



The following derivations are based on these four images chosen from a sequence

of stereo images. They are referred to as the four-frame model.

3.3 Unified optical flow field

Following the equations in Chapter 2. and the new concept of unified optical flow

field [3,4,5], we define the six field quantities: uk, vE, uR, vR, uS, and 1S,

A ot A L
= — and W= -
dr dt

A iR A HR

uk = — and W=
or or

A S A NS

w = — and W=
os os

And we have a set of fundamental equations, and see [3,9] for detail derivation.

( ng )2 uL + ng gLy vL = ZVZHL - ng th,

gL’\ gl_)‘ “L + (gLv‘ }2 \‘L — aZVZUL - ng th’

SRy GRv R + (gRy PR = a2V 2R - gR gk,

(gRV‘, )2 “S + gR'\_ gRy vS = aZVZHS - ng gs

gR‘ gR'\‘ IlS + (gRV\ )2 ‘»S e a.’VZuS - gR'\. gs

15



Since the format of these pairs of equations are the same as ones in Chapter 2. The
iterative algorithms introduced in Chapter 2 can be employed here to determine uF,
vE, uL, vt S, and vS. It can be shown in the next sub-section that these six field

quantities contain sufficient information to recover the motion in 3-D space.

3.4 A set of equations for analysis of 3-D motion field

In order to reconstruct 3-D motion field we need to determine the following six
quantities: 1) The position of the moving objects: X, ¥, Z, and 2) the velocities of
the moving objects at the given position: *X, *Y, *Z. From the preceding section,
we already have uR, vR, ul, vL, uS, and vS. Now following the derivation in [3],

we get the relation between these two sets of quantities in this section.

It 1s obvious that

1 1 ohf

—uf? = —

f oo

From Equation (3.14), we have

) (*X cos@ - ~Z sin@)Z - [(X -1) cos@ - Z sinp[*Z
—uk =
f z
1
= — [(*XZ - X*Z) cosp + [*Z cosq]
72

(*XZ - X*Z) cosp  I*Z cos@
= +
Z z?

16



The use of Equation (3.8) leads to

1 1 | *¥Z
— R (xR YRt ) = —ub(aty,t) +

f f z?

It follows from Equation (3.15) that

1 1
- “R ( '\-R’ ),R! , ) = _"L( X 1), 't )

f f

The following equations relating the spatial variation rates, 15 and 1%, to the
imaging setting parameters, /, @, f, the characteristic length, x, and 3-D space

coordmate, X, Y, and Z are derived in Appendix A of [3].

us [ cosp 2(1-cosq)
—_— = + )/ Vi + )Cz(p2
I Z sin @
P
— =0
!

Again the approximation, replacing derivative by average variation rate, is made in

deriving the following two equations.

AR - XL
= ————
23 e

VI + ¢

17



Finally, we have a set of equations used for reconstructing:

flsm@cos @
Z = — (3.16)

S VI + y2@2sing + 2f(1- cos¢ )

ALz
X = (3.17)
f
)YLZ
Y = — (3.18)
f
A= S VE 4+ g+ Al (3.19)
).R = uS \//2 + X?(p? + yL (320)
(R -uk cos @) Z*
%7 = (3.21)
I f cos o
ut Z *Z X
*Y = + (3.22)
f VA
vz *ZY
*Y = + (3.23)
f V4

18



It can seen that in Equations (3.16-23) all quantities on the right-hand sides are
either the imaging setting parameters or the unified optical flow field quantities.
That is, they are available. Quantities x* and VX on the left-hand sides of Equations
(3.19-20), respectively, are used to determine which value of X should be utilized
in Equation (3.21) to calculate *Z. All quantities on the left-hand sides of Equations
(3.16-18, 3.21-23), being the motion parameters: position and velocity in 3-D

space, are therefore can be solved straightforward.

19



Chapter 4

A Simulation Process

The algorithms introduced in Chapters 2 and 3 are implemented in this thesis work. And it

is demonstrated that the UOFF approach is feasible and efficient .

4.1 Setting

In this thesis, a rotatable sphere with the radius of R is the object in experiments. Fig. 4.1

shows the simulation setting.

The center of sphere is O’, and the O-X'Y'Z ' of the sphere is a 3-D Cartesian coordinate
system. There are two sensors in this imaging setting. There OL-XLYLZL and OR-XRYRZR
are two Cartesian coordinate systems such that Ofand OF are the centers of the left and
right lenses, respectively. The relation between O’-X'Y'Z’ and OL-XLYLZL is as follows.
The axes O'Z" and OLZF are aligned. The axes O’X’ and OEXL are parallel, and OY" and
OLYL are parallel. For the sake of simplicity, the axes ORXR, ORYR and ORZR are not
drawn in Fig. 4.1. The relation between OL-XLYLZL and OR-XRYRZR is described next.
The axes ORZF and OFXR are on the X*OLZE plane, The axes OLYL and ORYR are parallel.

The two sensors are assumed to be identical with focal length f. The angle between the
optical axes of the two sensors is denoted by ¢, and the distance between the two sensors

is/

20



Fig. 4.1 Setting

The distance between the O’ of the sphere and the center of the left sensor is denoted by d ,

and the counterpart for the right sensor is d/cos.

The 2-D Cartesian coordinate systems for the image planes are of-xfy L and oR-xfyE,

21



The sphere which is redrawn in Fig.4.2 is rotatable. P (X',Y’,Z") denotes an arbitrary
point on the sphere surface. The angle between the axis OY" and O’P is denoted by ¢,

and the angle between the O’Z’ and the projection of O'P on X’ 0’Z’ plane, O'P’, is
denoted by 8,

v
A
Y. Z
R e PX )
—~
./ |
0 L o X
b, I,
v
P

Fig. 4.2. The rotatable sphere

It is assumed that the basic brightness function of the sphere's surface is a sinusoidal

function:
g =M [1275sin(6;) sin(¢;) + 127.5] 4.1)

where Int denotes taking integrate part of the argument, 6; and ¢; are defined as

6, = arctan ( X1Z" )

¢, =arccos ( YIR ),

22



In Fig. 4.3, it is obvious that a world point P of (X', Y’, Z ") will have its image point in
the xoy image plane. The axes O'X’, OX, and ox are not drawn in Fig.4.4 and they are
understood as being perpendicular to Y'O’Z’, YOZ, and yo:z planes, respectively. It

follows from geometric optics that

P(X,Y,Z")

Fig. 4.3. Perspective projection

X - X’
— = 4.2)
f d+ 27
¥ -Y
— = 4.3)
f d+ 2
And we know the equation for the sphere is:
X"+ Y +Z2°=F (4.4)

Combining the above three equations (4.2 - 4 1), we can solve for Z’-

-d(x~’+_v2)-\/df(x"+y~’)3-(f-"+x~’+y2)[d2(x2+)’2)-f3R2]
7 = (4.5)
f2+ 2+

23



in which we restrict

A+ P 2(fP+2+v)[d(x2+y?)-fR?]

Once Z' is solved, X' and Y' can be easily obtained as follows,

-x(d+2")
X = o (4.6)
f
-y(d+2")
YV = —— 4.7)
P

The next three equations follow from Fig.4.2 easily.

X' = Rsin ¢;sin 6, 4.8)
Y = Rcos ¢, (4.9
Z' = Rsm ¢;cos 6, (4.10)

4.2 Simulation

Assume the sphere is only experiencing rotation around Y’ axis. There is no translation,

and no rotation around X’ and Z’ axes

There are three steps in our simulation process,

Step 1: Generate simulation image data: Images a), b), ¢), and d), as shown in Fig.4.4.
During the time interval t; - t;, the angle rotated by the sphere around the axis Y’ is denoted
by 6,, and the angle rotated around the axis X’ is denoted by ¢,. It is noted that the

directions of the rotations are, respectively, anticlockwise when looking from Y’ to O’ and

24



from X’ to O’. In the simulation conducted in this thesis work, only 6, is considered, i.e.,

it is assumed that ¢,=0.

t

C) 6_‘_):80, ¢_7=0°,(p=0° d) 92=8°, ¢2=0°,(p=8°

Fig. 4.4. The four images

For Image a): We know that for any pair of xand y on the picture plane we can find the

coordinates of the corresponding point in 3-D space, i.e., X', Y, and Z’by using

Es.(4.5-7). The use of Egs.(4.8-10) will then lead to finding out 6, and ¢,.

At the first moment ¢, for the left sensor, the brightness function is determined as follows.

Qq = Int [127.5sin(6;)sin( ¢;) + 127.5]

where

25



6, =arctan ( X'1Z")

¢, =arccos (YR )

the notation Int means taking the integer part of the respective argument.

For Image c): At the second moment ¢, , the sphere is rotated by 6,. For the same left

sensor, the brightness function is defined as

g =Int[1275sin(6;-6,)sin( ¢;) + 127.5]

For Image b): At the first moment ¢; consider the right sensor, since the angle between the
sensors is . the brightness function can be determined according to

gp = Int [1275sin( 6, -¢@)sin( ¢;) + 127.5]

For Image d): At the second moment ¢, for the right sensor, the brightness function is

related to

gqg =Mt [1275sin(6,-¢-6 )sin(¢ )+ 127.5]

Step 2: Determine the UOFF quantities, 1L, vb, uR, vR 15, and vS. In Chapter 2, the

following two equations have been obtained, by which u« and v can be determined.

wtl = Fyn - Ex(Ex *ut + Ey*v' + E;) [ ( 02 + B2+ E2y ),

vitl = Fyn L EV(E, Fun 4 Ey R+ Ef) [ ( of + E2 + E2, ).

A program has been written to determine 1 and v according to the above iterative

equations. The inputs and the outputs of the program are listed below:
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INPUT OuUTPUT

Image a) and Image ¢) ut and vk
Image b) and Image d) uR and R
Image a) and Image b) u$ and v¢

In this simulation step, there are two variables which need to be chosen: @ and 1.

The o is a suitable weighting factor. If we use a large value of ¢, the solution will be very
stable, but too smooth; if we use a small value of «, the solution will be more noisy, but

more faithful to the actual flow [2].

In our experiments, we tried to start the « at a high value (/00) and gradually decreased it
until things become unstable (0). We found that when the « is among from /0 to 0.1, the

results is of stable, and finally we choose the & = 10 in our experiments.

The n is the numbers of the iterations, and because lots of CPU time will be taken away by

iterating the algorithms, we have to limit the » to a reasonable value.

For instance, when the image matrix is of /128 x /28, it would need at least /2§ iterations.
And if we want to get a better simulating result, the numbers of iteration will be several

times of the image' size (/25)

By the testing, we fount out that if n = 2 ximage size, the result is improved obviously.

So in our experiments, we choose n = 2 X size .
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Step 3: Reconstruct the 3-D position X, ¥, Z and motion *X, *Y, *Z. We use the
equations introduced in Chapter 3 to recover the position and motion of the sphere. And the

equations are relisted below.

flsin@cos @

zZ = —
us \//717’(;;’"51'1190 + 2f(1-cos¢ )
W Z
X = —
f
v Z
Y =
f

Xk o= uS Vi + 2@+ il

Y= SV + e + 3t

(uf - ut cos @)z

%7 =
[ f cos ¢

utZ *Z X
*X = +

f Y4

vz *ZY
*Y = +

f Z

4.3 Analytic solution
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In order to estimate the results of simulation, we must know the accurate values of ul, vL,
uR, vk, uS,and vS for each pixel in the picture, and the accurate values of Z, X, Y, *Z, *X,
and *Y for each points on the sphere surface that has been perspectively projected to the
images. Since the simulation images are set up by ourselves, we could figure out

everything that we need.

Estimation of 1£and v&:

At the first moment r;, we have a pair of x%;; and yL;; on the picture plane, and using
Eqgs.(4.5-7) we can get the coordinates of the corresponding point in 3-D space, i.e., XL,

Y'L,, and Z'L,;

And at the second moment 7,, the sphere is rotated by 46,. We can use Eqs.(4.8-10) to get

X'Ly,, Y'Li5 and Z'L); on the sphere surfac. That is,

XLy, = Rsin ¢y, sin(6,, + Ab)
Y% = Rcos ¢y
Zty = Rsing;, cos(6;, + A6;)

where
61‘,] = arctan (XIL” /Z'L”)

¢y =arccos (YL, /R)

Using Egs.(4.2-3), we can get i, and yL; as follows

- Xl f

ity = ——
d+Z%,;
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-Yiof

vy = ———
a+ Z,L,z

M=

Finally we have:
wh = (- Xy 2 1)

ve =y - Yy 2 -11)

Estimation of u® and yR:

According to the rotation transformations Eqs.(3.1-3), and the fact that the angle between

the optical axes of the two sensors is ¢, we can get X'k, Y’k Z'R, X'R, YR, and

Z’RIZ from X’L[], Y’L[], Z’Lr], X’Ltz, Y’Ltz, and Z’le .

X'R” = - Z'L” sin @+ X,L” cos ¢
YRy = Y1y

ZRy = Z%y; cos @+ XLy sin @

Xbyy = -Z%psin @+ XLyps cos @

YR = Yty

ZRy = ZTy,; cos @+ X1Lypsin @

. - XRy f
Al =
d!cos ¢+ ZR,
-YRy f
Ry o=

d/cos @+ ZR,
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- XFof

xR =
d/ cos (P + Z,th
-YR, f
)’th =
d/cos @+ ZR;,

Therefore

wf = (xR - Ry )2 -t

-
=
|

= (WRp-YRu)ie2 1)

Estimation of 1S and yS;

To a pair of xL,; and vL,; associated with the left sensor, we have X4, Y'L,;, and Z,;

representing a point on the sphere surface

For the right sensor we know that the angle between the sensors is ¢, and use Eqs.(4.8-

10) we have:

X®y = Rsingy, sin(6;,-¢)

<
=
=
|

= Rcos ¢;

Z,Rf] = Rsin (p]',] coS (9]_,] - (p)

where

o
£
=

[

= arctan (X', 1Z'%;)

=arccos(YL,/ R )

Ke
T
=

[

So using Eq.(4.2-3), we could get:

- XRyf

ARy =
d+ Z*®,

=
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- Y(RUf
ad+ Z'R[]

,\'Ru =

Finally we have
1S = (X -xby ) As

Vo= (3R -y i As

Estimation of Z, X, Y *Z *X and *Y:

At the first moment r,, suppose that a point on the picture plane is (xt,;, vt,;).Using

Eqs.(4.5-7) we can find out the X4, Y7, and Z'L;;. The X, Y, and Z are therefore can

be recovered as

X = X’L(],
Y=1r1,,
Z= ZIL{] + d

From Eqg~ (4 8-1(}), the sphere can be described as

X" = Rsin ¢;sin 6,

=
i

R cos ¢,

Z' = Rsin ¢; cos 6,

The velocities of *X , *Y , and ¥*Z can be obtained from the following equations,

Y = = + = R sin ¢;cos 6,

dtr 361 at 8(}5] at dt
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dYy  dY d¢,

*Y = = = 0
dt d¢, dt
az dZ 06, 2Z J¢; 20,
*7 = = + = -Rsin ¢1 Sin 91
dt 206, dt d¢, dt at
where
d 6 A6,
— = —— = AB, ( assume At =1)
ot At
3(1)1 Ag,
— = —— = Apy= 0 ( in our experiments )
ot At

4.4 Comparison

In the whole experiments, the related parameters are:

The image size. 32 x32 (ori28 x 128)
The focus distance: 1

The objective distance: 140

The radius of the sphere: 10

The angle rotated around axis }” : 8.0°
The angle rotated around axis X’ : 0.0°
The angle between the two sensors: 80°

The o : 10

The number of iteration: 64 (or256)
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We are only given the four images for the analysis of the motion. Using the new methods
developed in Chapters 2 and 3, we can determine a set of values ( uf, v&, iR, vR, 18, and
v$ ') on the picture planes, and further derive another set of values ( X, Y, Z, *X, =Y, *Z)

for the object in 3-D space.

And we can also use the mathematical formulae discussed in Section 3 to figure out what

the exact values are.
The errors between the simulation values and exact values are estimated in our experiments
according to

Analytic value - Simulated value
error % = x 100

Analytic value

Figs. 4.5, 4.6 and 4.7 show the finial results.
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y
¢ (0,3/8n)
(-n/4,n/4) ¢ O.0/4) (n/4.,n/4)
(-n/8,n/8) ¢ (0.0/8) (0/8,0/8)
(-311‘/8,0) (-:1/4,0) (-:1/8,0) 0 (n/8.,0) (nﬁO) (3n/.8,0)
(-n/8.,-1/8) ¢ (0,1n/8) (n/8,-n/8)
(-n/4,-0/4) q4 (0,-n/4) (n/4.-n/4)
q (0,-3n/8)

Fig. 4.5. The sample pixels
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X

Y

Z

alytic

imulate [Error

alytic

Simulate }Error

_Analytic

Simulate

Error

2.0

-8.22303

-8.27642[-0.65

0.00000

0.00000

0.00

-134,3095

1351816

-0.65

8.0

-5.36996

-5.374481-0.08

0.00000

0.00000

0.00

-131.564

| 131.67493

-0.08

4.0

-2.66041

-2.6594610.04

0.00000

0.00000

0.00

-130.3603

-130.31373

0.04

0.0

0.00000

0.00000]0.00

0.00000

0.00000

0.00

-130.0000

-130.13107%

-0.10

4.0

266041

2.6561210.16

0.0000

(0.00000

0.00

-130.3603

-130,15007

0.16

5.36996

5.3571510.24

0.00000

0.00000

(.00

-131,5641

-131.25027

0.24

-12. (

8.22303

8§.2109310.15

0.00000

0.00000

0.00

-134.3095

-134.1118

0.15

0.12

0.00000

0.0000010.00

-8.22303

-8.20821

-0.55

-134.3095

| 134.0475

(.55

0.00000

(.00000]0.00

536996

-5.38608

-0.30

-131.56414

-131.9591

(0,30

0.00000

(0.0000010.00

-2.66041

-2.07037

0,37

-130.3603

-130.8482

-0.37

0.00000

(0.0000010.00

2.66041

2.07518

-0.56

-130.3603

-131.0840¢

-(0.50

(.00000

0.0000010.00

536996

540811

0,71

-131.5641¢

-132.4987€

071

0.00000

0.0000010.00

822303

8.36564

-1.73

-134.3095

-136.6389

1,73

.5.45454

-5.47716}-0.41

545454

547716

-0.41

-133.6363

-134.1903

-0.41

-2.66814

-2.0062510.07

-2.60814

-2.00025

0.07

-130.73923

-130.64003

0.07

266814

2.074041-0.22

2.60814

267404

(.22

-130.73923

-131.02807

-0.22

3.45454

5.406121-021

545454

546012

-0.21

-133.6363

-133.92013

-0.21

5.45454

5.4460510.16

-5.45454

-5.44605

0.16

-133.6363

-133.4282

0.16

2.66814

2.669531-0.05

-2.06814

-2.06953

-0.05

-130.73922

-130,8069¢

-0.05

-2.66814

12.678601-0.39

2,66814

2.67860

0,39

-130,73924

-131,25163

-(0,.39

.5.45454

-5.48905(-0.63

545454

5.48905

0,63

-133.6363

13448173

-0.63

%

%

%

Fig. 4.6 (a) The table of results (n = 32).
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Xy *X *Z
alytic [Simulate [Error alytic iSimulate [Error
12, 01-0.79454}-0.75748] 4,66 |1.14815]1.48394}-29
0 F1.17786)-1,146821 2,64 10.7497811.091951-45,64
4,0 |-1.34594]-1.36573] -1.47 10.37146]0.720631-94.00
0.0 1-1.39626/-1.42866} -2.34 {0.00000{0,30662{------
-4, 0 -1.34594}-1,36611] -1.50 -0.37146|-0,14804/ 59,99
-8, 0 1-1.17786]-1.20014} -2 66 1-0.74978}-0.86843]-15.82
-12,01-0.797941-0.87709{-10.39 |-1,14815]-0.89299{22,22
0,121-0.79454/-0.74128] 670 10.00000}0.00382}------
0.8 +1.177861-1.17106] 0.58 10.00000[0.09913]------

0.4 }-1.34594]-1.31396] 2,38 10.00000} 007285 }------

=4 1-1.345041-1 355631 -0.72 10.0000010,54498 | ------

0.-8 -1.177861-1.136611 3,50 10.0000010.25060} ------

0.-13-0.794541-0.54849] 30.9710.00000}0,02952}------
8, 8 1-0.888531-0.89746] -1.01 10.76159]1.096571-43.98

4,4 -1.29304}-1.28022] 0,99 10,3725410.40286-8.14
-4,-41-1.293041-1.24656} 3.59 1-0,.37254/0.540371-45.05
-8.-8 10.888531-0.84169] 527 1-0.76159:-0.82264/-8.02
-8, 8 1-0.888531-0,953071-7.26 1-0.761591-0,.37234} 51,11

-4, 4 1-1.293041-1.284041 0.70 1-0.37254!-041045|-10.18

4.-4 1-1.293041-1,23005] 4.87 |0.3725410.37383]-0.35

8.-8 -0.888531-0.71180] 19.8910.7615910,52983130.43

% %

Fig. 4.6.(b) The table of results (n = 32).
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Fig. 4.7.(a) The table of results (n = 128).
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Fig. 4.7.(b)

The table of results (n = 128).
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Chapter 5

Conclusion and Discussion

1. Recently, based on a four-frame model, the optical flow method is extended
from the temporal sequence of images to the spatial sequence of images to establish
unified optical flow field characterized by six field quantities. A set of fundamental
equations is established to connect these six field quantities which can be solved by
an iterative algorithm. Another set of equation is developed for reconstructing 3-D

motion field from the six unified optical flow field quantities [3].

2. The reasonably good simulation results have verified the excellent capability of

the now approaches.

3. The most difficult problem in motion estimation is feature correspondence. In
stereo imagery, the problem is even harder because not only the correspondence in
temporal sequences of images but also the correspondence in the pair of stereo
images are required. Different from all existing techniques dealing with stereo
imagery, this new approach does not require feature correspondence at all because
point correspondence is merely an intermediate step in derivation of this new

approach. Therefore, it is expected to be much more efficient [3].

4. In this stereo imagery two sensors are usually required to be exactly. In order to

eliminate this strict requirement, an upgrade imaging system is developed in [10].
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5. The application of the approaches in this thesis is under investigation.
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