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ABSTRACT 

Title of Thesis: A Synthesis Technique of General Petri nets for Flexible 

Manufacturing and Multi-rate Digital Signal Processing. 

Name of Candidate: Murthy S Valluri 

Master of Science in Computer & Information Sciences, 

1991 

Thesis Directed by: Dr. Daniel Chao 

Professor, Department of Computer Science 

New Jersey Institute of Technology, Newark, N J 07102  

General Petri nets are useful for modeling flexible manufacturing system 

with multiple robots and workstations [KOH 90] and for multi-rate digital signal processing 

systems [CHA 911. A problem of using Petri nets for modeling various systems is the large 

number of states generated. Various synthesis approaches have been proposed. Most of 

them do not deal with general Petri nets. Koh et al (KOJI 901 invented a synthesis technique 
A 

for generalized Petri nets. The pupose of this thesis is to extend their work by modifying 

the knitting technique by adding the Arc-Ratio rule . 
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1. INTRODUCTION 

Currently, Petri nets are used for modeling FMS instead of differential equations 

and queueing theory. General Petri nets are useful for modeling the FMS with multi-

ple robots and workstations [KOH 90], and for multirate digital signal processing sys-

tems [CHA 91]. A problem of using Petri nets [MUR 89] for modeling various sys-

tems is the large number of states generated. Synthesis can eliminate this problem by 

avoiding analysis. Various synthesis approaches have been proposed: top-down/bottom 

up [BER 86, DAT 84, SUZ 83, VAL 79], peer entity generation [RAM 85], and knit-

ting [YAW 87]. All of them do not deal with general Petri nets. 

Koh et al [KOH 90] invented a synthesis technique. They fuse two live and bounded 

circuits (LB-circuits) on common paths based on the concepts of arc ratio and overlap-

ping (See Section 3 for examples.) The resultant nets are live and bounded when the 

common path is a transition-transition path (TTP) or a place-place path (PPP). How-

ever, the results cannot apply to the fusion of three LB-circuits. It only applies to 

special cases (i.e., no overlapping) of the fusion of three nets along two different 

directed paths (PSPs in the knitting technique). This deficiency can be removed by an 

extension of the knitting technique [YAW 87]. 

The knitting technique by [YAW 87,88,89] is a rule-based interactive approach. 

A net is expanded by inserting new paths bearing some physical meaning such as 

increasing concurrency, alternatives, and so on; the resulting net is an ordinary Petri 

net and has properties of live , boundedness , and reversibility. 



This net is live and bounded. Whereas, a TTPc and a PPPc are overlapping in 

Figure 1(b) and 1(c). Note that these two nets violate the PP.2 rule (Section 3) in 

[YAW 87], which requires the complete switching between two processes exclusive to 

each other. Each process may contain a number of sub-processes. This is similar to 

the context switching in a time-sharing system where processes share the CPU 

resource in a round-robin fashion. The net in Figure 1(b) is not live as explained 

below. The token in P7 advances to P6 by firing t 7  and gets consumed by firing t 2. 

P2 now gets 2 tokens and can be diverted to P5 by firing t 6. P 6 is no longer able to 

get 2 tokens and t 2  is never firable — not live. 



2. PRELIMINARIES 

To save space, I assume that the readers are familiar with Petri nets for which 

[MUR 89, PET 81] are the best reference. I am interested in Petri nets whose initial 

markings can always be recovered (i.e., the PN is reversible); the corresponding 

period is termed as the iteration period . Temporal relationships between transitions 

and places within a single iteration period can be one of the following: sequential , 

concurrent, and exclusive . 

I define temporal relationship between two nodes in the structural sense. That is, 

I start from an enabled transition and delete all the tokens in the net such that only this 

transition is firable and it fires once. Then, I fire any transitions subsequently enabled, 

and so on. If no transitions are enabled, I add minimum amount of tokens such that 

the blocked tokens can enable some transitions. Continue this process until no more 



A pseudoprocess (PSP) in a Petri net PN is a directed elementary path (DEP) 

where the in degree and out degree of any node (transition or place) inside the path are 

one except its two end points. In addition, a PSP cannot be a subset of any other 

PSPs. x is a generation point of a PSP , if x --> y for any other y E PSP . x is a 

joint of a PSP , if x <--- y for any other y E PSP . It means that a PSP is a directed 

path containing two end nodes; the starting node is the generation point and the end 

node is the joint. Any other node in the PSP has a single input node and a single out-

put node. 
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3. THE SYNTHESIS RULES 

Suppose that a Petri net model is a set of interacting entities. Initially, each 

entity has a home place with tokens indicating that it is ready to start. Each entity 

conducts consecutive tasks (which can be considered as transitions), and then returns 

to the original ready state. Each state can be considered as a place. Executing a task 

means firing a transition. At the completion of executing each task, the token leaves 

the original state and enters the next state by firing a transition. Thus, in the 

corresponding Petri net model, the token moves from the home place through consecu-

tive places by firing a sequence of transitions. Eventually, the token will return to the 

home place, forming a cycle as seen in Fig. 3(a). The process for this cycle is termed 

a basic process. 

This basic process can be expanded through a series of path generations. Each 

path is a PSP . There are two ways to generate paths for both PG and IG: TT rule 

and PP rule. The TT rule governs that paths be generated only between transitions, 

from the (generation point) tg  to the joint t3 . The PP rule governs that paths be 

generated only between places, from a generation point Pg  to a joint Pi . For each 

of the TT and PP rules applied for a PG , there can be two kinds of generations: for-

ward and backward (Fig 3(b)). If Pg  ---) P, (tg ---) t1 ), then it is a forward PP (TT) 

generation; it is a backward PP (Ti') generation if the -4 reverses. 

A. Guidelines for Synthesis 

Given a net PN i , a set of new paths NP I  are generated using some synthesis 

rules to form another net PN 2. The synthesis rules should be such that all transitions 
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(places) in the subnet NP 1  and NP I  are all live (bounded). This can be ensured by 

1) No intrusion on normal operations of NP 1  prior to the generations. This guaran-

tees no unbounded places and dead transition in PN 1  since it was live and bounded 

prior to the generations. 

2) No dead transitions and unbounded places in NP 1 . 

There are two kinds of intrusions. One changes the marking on PN 1; the other 

eliminates some reachable markings. In order for this path to be alive, it must be able 

to get tokens. When tokens in this NP 1  disappear, the resultant marking must be a 

reachable marking in PN i  for no intrusion. 

The second intrusion may happen when the joint is a transition. It may never fire 

(even though it is potentially firable); hence causing some M in PN I  not reachable. 

Hence if the joint is a transition, the PN1  must always be able to get tokens within 

each iteration. 

The synthesis rules are constructed based on the following guidelines: Based on 

the concept of no intrusion, the rules are constructed based on the following guide-

lines: 

(1) Each NP 1  in the set must potentially (always if the joint is a transi-

tion) be able to get tokens to fire its transitions. 

(2) These token must be able to disappear from the NP 1  and return to 

PN 1. 

(3) After all the tokens inside the NP I  disappear, subsequent reachable 

markings must be exactly identical to those in PN 1  prior to this NP 1 
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generation. 

(4) NP t  cannot get infinite number of tokens without being consumed. 

It is easy to see that Petri nets are synthesized, as per the above four 

guidelines they are live, bounded and reversible [YAW 871. Guidelines 

(1) to (3) guarantees no intrusion; guideline (2) guarantee no dead tran-

sitions (since all tokens can disapper from the NP); ; and guideline (4) 

guarantees no unbounded places in the NP . 

The 7T and PP rules are developed based on the above four guidelines and are 

formalized as follows: 

B. TT Rule: 

Connect a path NP from tg  to tj . 

1) (7T. 1) If PSPg  = PSP .1 , it is a pure TT generation. 

2) (IT.2) If t <- t
J ' insert tokens in this new cycle if it does not have any 

token. 

3) (TT. 3) If there is no path from tg  to tip  then generate another new TT-

path to synchronize tg  and t j  such that there is a path from t f  to tg . This rule 

must be checked concurrently along with other TT rules. 

4) Else if there exists a path from tg  to t1 and tg  II tj  or tg  -> t j  or tj  -> tg , 

4.A) Both are not in a cycle which was generated using the PP rule, 

If PSPg  PSPj , it is an interactive 7T generation. There are two 

alternatives of path generations using the TT rule : 
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I. (TT. 4) 

a) (TT.4.1) Generate a TP —path from a transition tg  of each unused 

PSPg  in LEX 1 to a place Pk in the NP . 

b) (TT. 4.2) Generate a virtual PT —path from the place Pi  (the input 

place of t f  on the NP) to a transition t1  of each unused PSPJ  in 

LEX 2. 

II. (TT. 5) If all PSPs in LEX 2 have a common generation point 

(denoted by CG) then, 

a) (7-T.5.1) Generate a TT—path from an unused PSP in LEX 1 to an 

output transition (in an unused PSP in LEX 2) of the CG . This 

TT—path does not share any nodes with any previously TT—paths 

generated by this instance of TT. 5 rule. 

b) (TT. 5.2) If all PSPs in LEX 1 have been used, generate a TP —path 

from a Pi  (the input place of ti  on the NP) of a NP generated previ-

ously from this instance of TT. 5 rule to an output transition (in an 

unused PSP of LEX 2) of the CG . 

4.B) (TT.6) Else both are in a cycle which was generated using the PP 

rule, then synchronize the two circles such that each circle cannot be 

traced more than once without the other circle being traced once in any 

iteration of the net. 

4.C) (TT.7) If only one token is in a circle, then issue a warning mes-

sage. 



Here I discuss about the physical meanings of interactive generations. An 

interactive Ti' generation model is a concurrent interaction such as a message 

exchange. PS13, sends a token (or a message) to PSPJ . Messages received by an 

entity must be properly handled. If a received message is not consumed by any pro-

cess of the entity, the protocol will be incomplete [RAM 85]. Thus, each member in 

LEX2 must be able to receive tokens. By the same token, each member in LEX 1 

must have the potential to send away tokens. This is the Ti'. 4 or the Ti'. 5 rule. 
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An interactive PP generation model is an exclusive interaction such as context 

switching in a time-sharing system where processes share the CPU resource in a 

round-robin fashion. In terms of Petri nets, if only subsets are considered, without 

special measures, deadlocks may appear. Thus when a PSP 1 switches to another 

PSP 2, all the members of LCN 1 must switch together and all the members of LCN 2 

must be activated. 
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the unboundedness problem disappears. 

Interactive TT Generation (Ti'. 4): Fig. 5(a) shows an interactive TT generation 

from t2  of entity 1 to t 6' of entity 2. LEX 1 = (PSP 1, PSP 3) and LEX 2 = fl3SP2, 

PSP 4). The PN' is unbounded because if PSP 1 fires an infinite number of times to 

deposit an infinite number of tokens in place P 6  which can never be consumed and P 6  

becomes unbounded if the entity 2 always fires PSP 2 instead of PSP 4. The virtual 

path from P 6  to t3' (Fig. 7(b)) will consume the tokens in P 6, and therefore PN is 

bounded. Suppose PSP 3 fires infinitely often without firing PSP 1 and entity 2 can 

never fire t 3' and t6'. This constitutes an unfair situation. This unfairness is remedied 

by generating a new path connecting PSP3 (Fig. 5(b)) to the PSP according to the 

7-7'. 2 rule. 

Interactive Ti' Generation (7T. 5): Fig. 6 shows another structure; the resulting net is 

also live and bounded. Here each PSP in LEX] connects exactly one in LEX 2, as 

against that in Figure 6(a) where all are connected through P 4. Note that each of all 

these NPs must join at an output transition of the CG (P 2'). 

Interactive PP Generation (PP. 2): Fig. 7(a) shows an interactive PP generation 

from P 2  of entity 1 to P 2' of entity 2. LCN 1 = (PSP 1, PSP 3) and LCN 2 = (PS? 2, 

PSP 4). Note that if a token in PSP 1 diverts to PSP 2, none of the transitions in PN 

is firable, i.e., the PSP is not live . To maintain liveness , the PP .1 rule dictates that a 

path be connected from each PSP of these two LCNs to the new PSP as shown in 

Fig. 8(b). Note that P 2  tg  and P 5  tg  are VPs to ensure a complete switching of 
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tokens from LCN 1 to LCN 2. Otherwise, tokens could be trapped in both LCNs which 

results in a deadlock. 

5. ARC-RATIO RULES FOR GENERAL PETRI NETS 

The rules for ordinary Petri nets must be modified due to the presence of multiple 

weights of arcs. The synthesis rules of the knitting technique for ordinary PN should 

also be observed for general Petri nets in order to meet the guidelines. This set of rules 

is referred to as the connection rule since the absence of any NP will cause some 

guidelines violated. The weight of arcs in the PN must satisfy some constraints; oth-

erwise, a PN may be nonlive as shown in Fig.8(a) and 8(b). This additional set of 

rules is called the Arc-Ratio rule. Again, one can develop the arc-ratio rules based 

on the four guidelines. 

The following definitions consider a pair of nodes (transitions or places) and all the 

paths between them in isolation (i.e., all nodes and arcs not in these paths are deleted 

from PN 1). 

Definitions of least ratios are given below : 

The least firing ratio lfr•
if b 

= —
a 

J 
between t, and t•: is the firing ratio 

b 
—
a 

where a is 

the least firing number of t, for tj  to fire for b times with no tokens left in path 

between ti  and t j . 

The least marking ratio of Pa  with respect to Pi l
mrli b 

= —
a

: is the least amount of 

tokens in P, to fire transitions between P, and P1  for P1  to get b tokens with no 
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tokens left in paths between t, and ti . 

The least marking —firing ratio of P, with respect to t f , hnfr = b —
a 

between P, 

and ti: is the marking-firing ratio 
b 
—
a 

where a is the least marking of P, such that tj  is 

finable for j times with no tokens left in paths between P, and t f . 

The least firing —marking ratio lmfr = h —
a 

between t, and P 1 : is the firing-marking 

ratio —
a 

where a is the least firing number of t, such that Pb  can get b tokens by firing 
b 

transitions between t, and P1  with no tokens left in path between t, and P1 . 

I refer these ratios as least ratios q. Let q = b —
a 

be one of these ratios. Then q" = a 

and q 1  = b . 

a
, 

I q = b 
b' 

—
a 

I = — where a' and b' are prime to each other. q E if r , lmr , I f mr lmfr . 

q 1  >, literally greater than q 2: I q i  1 = 1 q 2  I and a l  > a 2  and h 1  > b 2. 

Example: Fig. 8(a) shows a NP (the dashed line) from t2  to t 4  with if r24  = 2/2 which 

is literally greater than (>,) than that (lf r = 1/1) for the TTP (t 2P 2t 3P 3t 4). 

Both I lfr 1=1/1. The net is nonlive. Fig. 8(b) shows a NP (the dashed line) from P 1  

to P2 with /mr 12  = 2/2. which is literally greater than (>,) that (ltnr = 1/1) for the 

PPP (P i t 2P 2). Both 1 lmr 1=1/1. The net is nonlive. 

Partial flow : A path with a generation point of place Pg  is said to have partial flow 

if its tg  (the output transition of Pg  on the path) must fire multiple number of times to 
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have no tokens (consumed by firing tg ) blocked inside the path. 

Input ratio of a path: is the ratio of lmr," to the arc weight between P g  and tg  . 

Partial flow loses some tokens in some PPPs and will cause deadlocks. 

Example : Fig. 9 illustrates an example of partial flow which causes a deadlock as 

seen in Fig. 9(b). The input ratio of path (P 2t 2P 3t3P 4) is 2 and that of path 

(P 2t5P 5t 6P 4) is 4. 

The following observation is useful to find least ratios between nodes that are not 

sequential to each other. 

Observation 1: (1) If x SQ y, then there exists a DEP1 from x toy which does not 

pass through the home place. 

(2) If x II y or x I y , then the DEP1 from x to y contains the home place. If there 

exists a DEP2 which branches from DEP1 at a transition z (place), then x II y (x I y ), 

z->LEX(x,y) and z->LEX(y,x). 



Proof: (1) Consider the special case where there is only one member in both 

LCN(t,,t j ) and LCN(y,). Let /mrij  = 
b 
—
a

. From observation 1 there exists DEP1 

and DEP2 which intersect at a place Pk. When Pt  gets a tokens, Pj  is able to get b 

tokens via the firing path along DEP1 and Pk is able to get a I lmrk, 1 tokens since Pk 

is on the path from P, to P. Because P1  I Pj , this set of tokens in Pk flow to either 
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P (M i (P i ) = a 1 /mrki  I I lmr,k  I , M i (P j ) = 0) or to P, (M 2(P j ) = a I Imrk,I I lmrjk  I , 

M 2(P I) = 0). 

(2) There are more than one member in both LCN (t, ,t1 ) and LEN (t j  ,t j ). The proof 

follows the same idea in (2) of the proof of Theorem 1. ❑ 

Similarly the following theorems can be proved in same way as above. 

Now the Arc-ratio rule is summarised as follows. 

Arc-Ratio Rule: 

If an NP connects from x to y, 

(ARR. 1) If paths in NP I  exist between x and y, 

(ARR. 1.a) qNP <cqxy, 

(ARR. 1.b) If x is a place, all (except one) paths between x and y have 

input ratio of one. 

(ARR. l.c) Replace the phrase of "enough tokens" in the TT.2 rule by " 

enough tokens to enable t8  If times". 

Possible sets of (x,y, q) are {transition, transition, lfr), {transition, 
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place, lfmr), (place, place, Imr), and (place, transition, Imfr). 

(ARR. 2) Otherwise, there must be another accompanied NP (TT .3 rule) 

from x' to y' such that the NP from x via y, x' to y' satisfies ARR.I.a. 
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composite synthesis step , Otherwise, it is a singular synthesis step .). For instance, 

the generation of (t2P 6t3') must be followed by the generation of (t4T7t 4) per the 

TT.3 rule and followed by the generation of (t 5P 6) and (P 6t 6') per the TT.4 rule. 

An Example of Synthesis: 

Fig. 13(a) shows a general petri net from Fig. of fKOH 90] which is live and 

bounded. First construct a basic process as shown in Fig. 13(b). Fig. 13(c)-(e) show 

the remaining synthesis steps. 

7. CORRECTNESS OF THE SYNTHESIS TECHNIQUE 

In the sequel, I prove the correctness of the synthesis rules for the case of 

singular synthesis steps . The proof for the case of a a composite synthesis step is 

similar. The proofs of the following theorems are in appendix. 

Theorem 5: After a singular synthesis step of TT.1 forward generation from a syn-

thesized PN 1, PN 2  remains live, bounded, and reversible. 

Theorem 6: After a singular synthesis step of 17.2 forward generation from a syn-

thesized PN 1, PN 2  remains live, bounded, and reversible. 

Theorem 7: After a singular synthesis step of TT.3 forward generation from a syn-

thesized PN 1, PN 2  remains live, bounded, and reversible. 

Theorem 8: After a singular synthesis step of TT.4 forward generation between tg  i 

and t.1  1  from a synthesized PN 1 , PN 2  remains live, bounded, and reversible. 
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Theorem 9: After a PP.1 forward generation from a synthesized PN 1, PN 2  remains 

live, bounded, and reversible. 

Theorem 10: After a PP.2 forward generation from a synthesized PN 1 , PN 2  remains 

live, bounded, and reversible. 



APPENDIX A 
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Appendix A: Proof of Theorem 5 

Proof: Since ifrgi if rNp, tg  of the NP is potentially able to fire (If rgui  > If rNp) times. 

Hence NP 1  is potentially able to get tokens to fire its transitions and satisfies guideline (1) 

These tokens can completely disappear from NP I  (no blocking inside it again due to 

ifrgi if rNp ) and return to a reachable marking in PN i . All reachable markings of PN 2  

cover those of NP 1. Thus all guidelines are satisfied. ❑ 

Appendix A: Proof of Theorem 6 

Proof: Because there arc enough tokens in the NP to support tg  to fire 1f qj  times, guideline 

(1) is satisfied. (Otherwise, without enough tokens in the NP which is backwardly generated, 

tg  cannot fire.) Other parts of the proof arc similar to that of TT 1 

Appendix A: Proof of Theorem 7 

Proof: It is easy to see that when tx  fires if rXy times, ty  is always able to fire if rxly  times and 

ty,  is in turn always able to fire /frxyl  times. And afterwards there arc no tokens left in the 

two NP s. Other parts of the proof are similar to that of TT 1 

Appendix A: Proof of Theorem 8 

Proof: The proof is similar to that for TT.1 when all hnrgui  tokens flow through NP I . When 

only a portion of these tokens flow through NP 1 , Arc-Ration rule ARR.1.b prevents any 

blocking inside NP 1 . ❑ 

Appendix A: Proof of Theorem 9 

Proof: . Let LEX I=LEX(tgi ,t11)=tgl, tg  2, ..., tgm  be the set of generation points and 



all tgs 's as derived earlier. This "exact amount of tokens" ensures that no tokens are 

left in the NPs and the same marking as in PN 1  is reached in PN 2  after each ti, fires 

01(tis ) times. Thus, guidelines (2)-(4) are thus satisfied. ❑ 

Appendix A: Proof of Theorem 10 

Proof: The proof is similar to that of TT.4. It is easy to see that all NPs in the macro 

generation are potentially able to get tokens and when these tokens disappear, the 

resultant marking is identical to that for NP i . Hence all guidelines are satisfied. ❑ 



FIGURES 











































43 

CONCLUSION 

I have extended the knitting technique for ordinary Petri nets to generalized 

Petri nets by adding a few simple rules (Arc-Ratio rules) in addition to the connection rules. 

This rule also extends Koh's technique by allowing overlapping between two directed paths. 

Future work should be directed to apply these rules for reduction and for implementation as a 

computer-aided tool for designing concurrent systems. 
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