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ABSTRACT 

COMPARATIVE STUDY OF PREDICTION GAIN BASED ON 
NEURAL NETWORK ARCHITECTURE 

Prashant M. Shah, M. S. E. E., New Jersey Institute of Technology 
Thesis Advisor: Dr. C.N.Manikopoulos 

This thesis describes the Neural Network approach to design predictor using Delta 

and Generalized Delta Rule. The predictor is designed by supervised training based 

on the typical sequence of pixel values. Neural Network is used to find the coefficients 

of the predictor. Both 1-D and 2-D scheme of the pixels as well as linear and non-

linear correlations are used to find the coefficients by training. Different combinations 

of pixels are used to find the "best" combination among the order of the predictor. 
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Chapter 1 

Introduction 

There have been many impressive demonstrations of artificial Neural Network ca-

pabilities: a network has been trained to recognize human face, recognize hand-

written characters and is used for voice and image compression[2]1. Artificial 

neural net models have been studied for many years in the hope of achieving 

human-like performance in the fields of the speech and image recognition. Po-

tential applications are those where human intelligence functions effortlessly and 

conventional computation has proven cumbersome or inadequate[1]. 

Adaptive Neural Network Predictor(ANNP) is designed using Delta Rule 

and Generalized Delta Rule[3]. It is used for both 1-D and 2-D Image data 

as well as for linear and non-linear inputs. The predictor used here uses the 

supervised training based on a typical sequence of pixel values. In predictive 

coding the dependence inherent in the data can be removed by good predictor 

and transforms the original data into a form such that successive data symbols 

are nearly independent of each other[6]. Predictive coding is applied for Image 

data compression. A fixed predictor is justified if the statistics of the data are 

known or available in advance and if the data from the source are stationary. The 

adaptive predictors provide solutions that are practical when data statistics are 

1The numbers in square brackets indicate corresponding references in the bibliography. 
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unknown or nonstationary. The predictor at the receiver operates in exactly the 

same manner as the one at the transmitter side, and updating of its prediction 

rule can be done synchronously with that of the transmitter[5, 8, 10]. 

The approach here is to use non-linear terms in the inputs. Using the 

delta-rule to find the coefficients of the polynomial non-linearity in the inputs, 

assures that we can find the global minimum to the Least Mean Square problem. 

The training time for the back-propagation Neural Network is considerably higher 

than that of the Perceptron or Functional Link Neural Network. As the polyno-

mial order is increased the weights associated with the higher order terms are 

insignificant. The Neural Network consider here in all cases is the feed-forward 

network[1, 3]. 

Using ANNP, the "best" input pixel combination for each order is found. 

The "best" combination is that which has the highest gain within that order, so 

minimum bits are required to transmit the image. Simulation results show that 

the vertical correlation is higher than the horizontal correlation, i.e. the weight 

associated with the pixel above the predicted one is higher than that with the 

pixel just before the predicted one. 

The usefulness of data compression arises in storage and transmission of 

images, where the aim is the memory of storage and bandwidth for transmis-

sion. Image data compression methods can be classified in two basically different 

categories[13]. In the first category are those methods which exploit redundancy 

in the data. In the second category, compression is achieved by an energy pre-

serving transformation of the given image into another array such that maximum 

information is packed into minimum number of samples. Here, we use the first 

category using predictive coding. 

The main objective behind this work is to study and evaluate the per- 
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formance of the ANNP. While there is no specific method available to solve the 

non-linear prediction, neural net solve this problem easily. It has been shown that 

the ANNP gives much more higher PSNR than the simple linear-predictor. Since 

knowledge of the Neural Network Architecture is essential for an understanding 

of the rest of the work, for convenience of the reader, this thesis is organised 

into four parts. The first part, Chapter 2, reviews the architecture of the Neural 

Network used here[1, 2,11]. The second part, Chapter 3 describes the learning 

algorithm used here to developed the ANNP and it also describes the 1-D linear 

prediction algorithm[7, 9]. The third part, Chapter 4 describes the simulator 

and set of experiments performed with different ANNP. The last part, Chapter 

5 presents conclusion based on the findings obtained and suggests directions for 

further research. 
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Chapter 2 

ANNP Architecture 

This chapter describes the parameters selected for ANNP. The learning of the 

Neural Networks depend on the Learning Algorithm, Training Rate, Initial Weights 

and Number of Hidden Neurons. 

2.1 Input Selection 

The training set consists of all the input and output data used by the Neural 

Network's learning algorithm. Depending on the problem one can select between 

discrete and continuous input. The range of values over which each input to a 

unit may vary is the same as the range of values over which the output of the 

activation function vary. 



So, for the 0 input, there is no change in the weights and hence no training 

takes place. 

2. Continuous Input: Mostly it is used for the Signal Processing Appli-

cation. Some numerical problems could be avoided by having inputs and 

outputs scaled to some range as 0---> 1 or -1 ---* 1. The input range of -1--

1 is used here to scale the illumination values of pixels from 0—+ 255. The 

continuous mean it uses all the values between -1 and 1. 

2.2 Activation Function 

The activation function introduces a non-linearity in the Neural Network. The 

back-propagation algorithm requires only that activation function which is dif-

ferentiable everywhere. All physical systems have a limited dynamic range, i.e. 

the response of the system cannot exceed a certain maximum response. This is 

mapped in all the activation function below. 

1. Sigmoid: This activation function is usually used for the unipolar input 

for back-propagation. It is called sigmoid. The sigmoid has the additional 

advantage of providing a form of automatic gain control. For small signals 

the slope of the curve is steep producing high gain. As the magnitude of 

the signal becomes greater, the gain decreases. The activation function for 

the sigmoid is defined as, 

2. Hyperbolic Tangent: This activation function is used for the bipolar 

input for back-propagation. As input used here is -1--f 1, this is a right 

choice for the activation function. The derivative of this function, which 
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is used in back-propagation is also easier to implement. The activation 

function for the Hyperbolic Tangent is defined as, 

2.3 Initial weights 

Initial weights are selected using random number generator in the range of -1—d. 

For perceptron and functional-link(FL) there is no hidden layer so only one set of 

initial weights are selected. For back-propagation two sets of initial weights are 

selected, one from the input to hidden and other from hidden to output. 

2.3.1 Perceptron/FL 

The learning algorithm used for the both of these is Delta Rule. This rule always 

tend towards the global minimum of the objective function. So, the initial random 

weights make the convergence faster or slower but ultimately it finds the global 

solution. The LMS procedure finds the values of all of the weights that minimize 

the error function using a method called gradient descent[1]. 

2.3.2 Back-Propagation 

The ANNP using back-propagation is sensitive to the random weights. The Gen-

eralized Delta Rule(Back-Propagation) tries to find the global minimum but it 

can stuck into local minimum. It is possible for the system to stuck into another 

minimum or to reach global minimum if it is started from different initial weights. 

Initial random weights also make convergence faster or slower. 
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2.4 Training Rate 

The training process requires only that the change in weight is proportional to 

-g-,, where E is prediction residual energy. The constant of proportionality is the 

training rate. The training rate makes the learning of the network faster or 

slower. If it is set too low, the network may take many trials to learn. If it is too 

large, the learning process is fast but it can lead to oscillation[17]. 

2.4.1 Delta Rule 

It is recommended that training rate should be in the range of 0.01—>0.25 and 

must not greater than 0.75. Training rate of 0.2 is selected for ANNP. 

2.4.2 Generalized Delta Rule 

The training rate of 0.1 is selected for ANNLP using backpropagation. As we 

increase the training rate the chances of oscillation also increases. Using momen-

tum term we can increase the n without leading the ANNP into oscillation. The 

following change is made in weight change to include momentum. 



The momentum filters out the high curvature and thus allows the effective 

weight steps to be bigger. The value of 0.05 is selected for 77 and 0.9 is selected 

for a. It has been found that network trains faster with n=0.05 and a=0.9(with 

momentum) than 77 = 0.1 and a=0.(without momentum) 

2.5 Hidden Neurons 

Hidden Neurons play an important role for the Neural Network. Some problems 

like XOR cannot be solved without hidden neurons. As the number of hidden 

neurons increases the weight vector associated with those neuron to the preceeding 

layer also increases and hence learning time increases. It is better to start with 

few hidden neurons and increase them till we get global minimum[1]. As we 

increase the number of hidden neuron the cost function becomes more smoother 

and chances to get global minimum also increases. 

The back-propagation algorithm usually find the global minimum but 

sometimes it can stuck into local minima. Here, are the few suggestions to improve 

performance and reduce the occurrence of local minima: 

1. Extra hidden neurons make the cost-function more smoother and network 

may come out of local minima. 

2. Reducing the training rate also make the convergence of the network slower 

and make the cost-function smoother. 
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Chapter 3 

Learning Algorithm and 
Prediction Techniques 

This chapter describes the learning algorithm used with ANNP. It also describes 

the 1-D prediction algorithm based on the "autocorrelation" method. The main 

aim in prediction is to find out the predictive coefficients. The weights associated 

with the input-output layer, in delta rule, are like the prediction coefficients in a 

predictor without using Neural Network. 

3.1 Delta Rule 

This is a supervised learning algorithm. The main aim behind this rule is to 

adjust the strengths of the connections so that they will tend to reduce the dif-

ference between target and output. The error is the difference between those two 

values. This rule is also called as Widrow-Hoff learning rule or the Least Mean 

Square(LMS) rule. 

3.1.1 Training Method for Delta Rule 

The random weights are selected in the range of the -1—a. The rule for changing 

the weights are given by 



3.1.2 Delta Rule for Linear Prediction 

The architecture of the ANNLP(Adaptive Neural Network Linear Predictor) is 

shown in Fig. 3.1. ANNLP has the number of neuron in the input layer as the 

order of the predictor. There is one neuron in the output layer. 
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This lead us to conclude that the net change in TV, after one complete cycle 

of pattern representations is proportional to this derivative and hence that the 

delta rule implements a gradient descent in E. Thus, with small enough learning 

rate, the delta rule will find a set of weights minimizing the error function. 

3.1.3 Delta Rule for Non-linear Prediction 

The architecture of the ANNNP(Adaptive Neural Network Non-linear Predictor) 

is shown in the Figure 3.2. This is also known as Functional Link. ANNNP has 

the number of neuron in the input as the all non-linear combination of the input 

pixel to the second order. To compute the prediction value at each pixel location, 

the value of the 'p' previous pixel samples plus the combination of those pixel are 

presented as input. 

The actual output On  is defined as: 



Above equations show that the total energy will be reduced if the weights 

are changed in proportional to the derivative. This show that the learning rule 

implement the gradient descent in En. 

3.2 Generalized Delta Rule 

This is also a supervised learning algorithm. . It is also known as the back-

propagation algorithm. The architecture of the ANNP with Generalized Delta 

Rule is shown in the Figure 3.3. 
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There are i neurons in input layer, j in the hidden layer and k in the out-

put layer. The weights associated with input-hidden layer is Wii  and that with 

hidden-output layer is Wok. 

3.2.1 Training Method for Generalized Delta Rule 

The training method for the Generalized Delta Rule can be summarized as follows: 

















Chapter 4 

Simulation of ANNP 

Simulator for ANNP is designed using 'C' language. Simulation results give the 

comparative study of the different architecture for the ANNP. The image-me use 

here is LENA. 

4.1 Selecting Memory Set 

The choice of the memory set is very important for the design of predictor. For 1-

D prediction the previous points(pixels) are selected as the order of the predictor. 

The points adjacent to the point to be predicted are the most useful and should 

be consider in the memory set. For 2-D prediction the optimum combination of 

the memory set is found and it is used for the different architecture of ANNP. 

The different memory set are selected for the each order of the predictor 

to find out the optimum combination. (Figures 4.1, 4.2, 4.3, 4.4 and 4.5) The 

best combination among the each order is Fig.4.1(b) for the first order, Fig.4.2(c) 

for the second order, Fig.4.3(c) for the third order, Fig.4.4(e) for the fourth order 

and Fig.4.5(e) for the fifth order predictor. The optimum combination of pixel 

for each order includes the optimum combination of pixel for the previous order. 

For the predictor order the "best predictor" is defined as one that requires the 

minimum number of bits for the transmission of its error pattern. 
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The predictive coefficients are listed in the Appendix B. 

4.2 Simulation Model 

The image-file LENA which is 512 x 512 is divided into 256 blocks, each of 32 x 

32. The aim here is to design a predictor for each of these blocks. 

4.2.1 Model for Perceptron 

The predictor is designed using delta rule has a number of input neurons as the 

order of the predictor. There are no hidden neurons and one output neuron. The 

memory set is presented to the input neuron as the input and the predicted point 

is presented to the output neuron as the target. 

A set of random weights are selected for the first block. First point is 

selected as target and weights are updated using the delta rule. The next point 

is selected as the target and above procedure is repeated till all the points in 

that block are presented as target. The same procedure is repeated for 30 times 

for that block and it is assumed that the predictor for that block has required 

coefficients. 

4.2.2 Model for Functional Link 

The predictor is designed using delta rule has a number of input neurons as all 

non-linear combination of the input pixel to the second order. There are no hidden 

neurons and one output neuron. A combination of the memory set to the second 

order is presented to the input neurons as the input and the predicted point is 

presented to the output neuron as the target. It is called ANNNP (Adaptive 

Neural Network Nonlinear Predictor). 

A set of random weights are selected for the first block. As the number 

of weights increases the training time also increases. First point is selected as 
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target and weights are updated using the delta rule. The next point is selected 

as the target and above procedure is repeated till all the points in that block are 

presented as target. The same procedure is repeated for 50 times for that block 

and it is assumed that the predictor for that block has required coefficients. 

4.2.3 Model for Backpropagation 

The predictor is designed using generalized delta rule has a number of input 

neurons as the order of the predictor. There are hidden neurons and one output 

neuron. The hidden neurons used here are such that which gives the optimum 

gain for that order. It is also called ANNLP(B) (Adaptive Neural Network Linear 

Predictor using Backpropagation). 

Two sets of random weights are selected for the first block. First point is 

selected as target and weights are updated using the generalized delta rule. The 

next point is selected as the target and above procedure is repeated till all the 

points in that block are presented as target. The same procedure is repeated for 

50 times for that block and it is assumed that the predictor for that block has 

required coefficients. 

Following procedure is repeated for ANNLP(P), FL and ANNLP(B): 

Now, with the fixed weights, inputs are given and the actual output is carried out 

which is compared with the desired output. It is repeated till each point of the 

block is presented as target. 

Instead, of selecting random weights for the second block the final weights 

of the first block is selected which makes the convergence of the network faster. 

Thus, the initial weights of the each block except the first one is selected from 

the previous block. 
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The Huffman code is an optimum code of all statistical encoding techniques 

as it results in the shortest average code length. A key property of the Huffman 

code is that it can be instantaneously decoded as the coded bits in the compressed 

data stream are encoded[15]. 

4.4 Simulation Results 

In 1-D prediction, the pixel which is nearest to the predicted one has a very high 

weight in the order of of 0.8 to 0.9. For 2-D prediction, pixel which has the most 

effect on the predicted one has a weight in the order of 0.5 to 0.9. As shown 

in the Table B.2 the second column represents the predictive coefficients of the 

pixel nearest to the predicted one for 1-D prediction. As shown in the Table 

B.2 and Table B.3 the weights of the most effective predictive coefficients for 2-

D are decreased, compared to most effective predictive coefficients of the same 

order for 1-D. That means, in optimum 2-D predictor each pixels has considerable 

weightage compare to 1-D in which only the nearest one has very high weights. 

As shown in the Table C.1, gain for the ANNLP(P) is about 3 db higher 

than that found using LPCA method for 1-D prediction (Figure 4.6). One of the 

reasons for that is, LPCA is "Direct Method"(Appendix A), and hence when we 

predict the first few pixels, as the order of the predictor, for next line we consider 

the input from the previous line. While in the case of ANNLP(P), as it is a 

"Iterative Method"(Appendix A), to predict the first few pixels, as the order of 

the predictor, for each line we consider extrapolated rows and columns. 

Table C.2 represents prediction gain for ANNLP(P). The second column 

represents 1-D prediction gain while the third column represents the gain for 

the pixels vertically above the predicted one as the order of the predictor. This 

clearly shows that image LENA has higher vertical correlation than horizontal 
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correlation (Figure 4.7). The Gp  is about 2 db higher for the same order. 

The ANNLP(P) is used to find the optimum combination of the pixels 

for 2-D prediction. Table C.3 compares the 1-D with optimum 2-D for the same 

order. The Gp  for the optimum 2-D is about 3.1 db higher than that of 1-D for 

the same order (Figure 4.8). 

Table C.4 shows the value of GI, for the different pixel combination. The Gp  

correspond to Figure 4.1(a) is shown in second row and second column. The GI, 

corresponds to Figure 4.5(e) is shown in sixth row and sixth column. Comparing 

the gain of different pixels combination for the same order, the best combination 

of the pixels is found for the particular order. 

Before the actual prediction takes place, neural network is trained for the 

number of times. It is assumed that it is trained after 30 passes for the 5th order 

ANNLP(P). As the number of weights increases, so as the training passes. Table 

C.5 shows the effect of training passes for the 3rd order ANNLP(P) on the Gp  

and MSE (Figure 4.9). 

For the optimum pixel combination Gp  for the ANNLP(P), FL and ANNLP(B) 

is found (Figure 4.10). There is not much difference in prediction gain which shows 

that predictor used with perceptron finds the global minimum. The results are 

tabulated in Table C.6. 
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Chapter 5 

Conclusion 

This thesis describes the design of the predictor based on the Neural Network. 

The review of the literature indicate a limited activity in this field. 

Different combinations of the pixels are used to find the best combination 

of pixels for the particular predictor order for the image LENA. The results show 

that the best combination of the pixels for the particular order includes the best 

combination of all previous order pixels combination. 

The predictor using backpropagation algorithm (Generalized Delta Rule) 

gives marginally higher gain compare to the predictor using perceptron algorithm 

(Delta Rule). While the training time for the predictor using backpropagation is 

much higher compare to that with the perceptron, predictor using perceptron is 

the fair choice for image data compression, in the real world. The predictor using 

non-linear inputs upto second order also gives little bit higher gain but with the 

expense of more weights and more training time. 

The obtained results clearly indicates the image LENA has higher vertical 

correlation than horizontal correlation. The 2-D prediction scheme gives much 

higher gain than 1-D scheme. 

During last few years considerable research is going in the field of Neural 

Network. There are still many areas to be exploited like: 3-D prediction for the 
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moving images, better and faster prediction techniques and VLSI implementation 

of neural network for the prediction of images and speech. 
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Appendix A 

Auto correlat ion Method 

The solution of the autocorrelation equation is given in this appendix. There are 

mainly two methods to compute the prediction parameters. The method used 

here is a "autocorrelation". It is a part of "Direct Method "[8]. 

A.1 Iterative Method 

In this methods, we start with the initial guess for the solution. There exist a 

number of iterative methods beside the direct method for the solution of simul-

taneous linear equation. The solution of the problem is updated by adding a 

correction term that is usually based on gradient descent. The solution of the 

problem depends much on the initial guess as for good guess it requires less iter-

ations [8]. 

If the problem has many simultaneous equation then, it is easier to use this 

method. Some of the popular iterative methods are Gradient Descent, Newton's 

Method, Conjugate Gradient Method and Stochastic Approximation Method. 

A.2 Direct Method 

In this method, the predictive coefficient a(i), 1 < i < p is computed by solving a 

set of `p' equations with 'p' unknown. Here, 'p' is the order of the predictor. 
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Appendix B 

Predictive Coefficients 

This appendix list the predictive coefficients associated with the 1-D LPCA, 1-D 

ANNLP(Perceptron) and 2-D optimum ANNLP(Perceptron). 

The sum of the predictive coefficients for the particular order should be 

around 1[4 Here, Table B.1 list the values of the coefficients for 1-D LPCA using 

Autocorrelation Method. The coefficients corresponds to the pixel sequence of 

Figure 4.1(a), 4.2(a), 4.3(a), 4.4(a) and 4.5(a) for the respective order. 

ANNLP(Perceptron) has no hidden layer and hence the linkage weights 

from the input to the output directly represents the predictive coefficients. Table 

B.2 list the values of the predictive coefficients for 1-D ANNLP. Here, also coef-

ficients corresponds to the pixel sequence of Figure 4.1(a), 4.2(a), 4.3(a), 4.4(a) 

and 4.5(a) for the respective order. Table B.3 list the values of the predictive 

coefficients for the Optimum 2-D ANNLP. The coefficients corresponds to the the 

pixel sequence of Figure 4.1(b), 4.2(c), 4.3(c), 4.4(e) and 4.5(e). 

ORDER Predictive Coefficients 
1 0.991827 - - - - 
2 1.045010 -0.053621 - - - 
3 1.043368 -0.021622 -0.030621 - - 
4 1.041428 -0.022992 0.035491 0.00897 - 
5 1.037027 -0.020527 0.33894 0.008970 -0.069456 

Table B.1: 1-D LPCA 
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ORDER Predictive Coefficients 
1 
2 
3 
4 
5 

0.967145 
0.997648 
0.975954 
0.921486 
0.869829 

- 
-0.053532 
-0.163984 
0.212866 
0.226414 

- 
- 

0.199464 
0.032298 
0.085533 

- 
- 
- 

-0.220589 
-0.044182 

- 
- 
- 
- 

0.180551 

Table B.2: 1-D ANNLP(Perceptron) 

ORDER Predictive Coefficients 
1 
2 
3 
4 
5 

0.987083 
0.681683 
0.749529 
0.569940 
0.591839 

- 
0.298295 
0.376215 
0.253739 
0.280060 

- 
- 

-0.144427 
-0.096784 
0.018771 

- 
- 
- 

0.248346 
0.243267 

- 
- 
- 
- 

-0.149125 

Table B.3: 2-D Optimum ANNLP(Perceptron) 
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Appendix C 

Prediction Gain 

This appendix list the prediction gain for the different architecture of the Neural 

Network Predictor for the different combination pixels. 

Table C.1 list the Gp  for the LPCA ( without neural network) and ANNLP (with 

neural network). The pixel combination used are as in the Figure 4.1(a), 4.2(a), 

4.3(a), 4.4(a) and 4.5(a) for the corresponding order of the predictor. 

Table C.2 list the Gp  for the ANNLP. The second column corresponds to 

the the pixel combination of Figure 4.1(a), 4.2(a), 4.3(a), 4.4(a) and 4.5(a) for 

the particular order. The third column corresponds to the pixel combination of 

Figure 4.1(b), 4.2(b), 4.3(b), 4.4(b) and 4.5(b) for the particular order. 

Table C.3 list the Gp  for the ANNLP. The second column corresponds to 

the the pixel combination of Figure 4.1(a), 4.2(a), 4.3(a), 4.4(a) and 4.5(a) for 

the particular order. The third column corresponds to the pixel combination of 

Figure 4.1(b), 4.2(c), 4.3(c), 4.4(e) and 4.5(e) for the particular order. 

Table C.4 list the Gp  for the different combination of the pixels for the 

ANNLP(P). The Gp  for each order corresponds to the Figure 4. 

Table C.5 shows the effect of training passes on the Gp  and MSE. This 

table corresponds to 1-D 3rd order ANNLP(P). 

Table C.6 list the Gp  for the optimum combination of the pixels correspond- 

42 



ing to Figure 4 for the particular order for the ANNLP(P), FL and ANNLP(B). 

For the FL, combination of the optimum pixels upto the second order is selected 

as the inputs. 
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ORDER LPCA ANNLP 
1 
2 
3 
4 
5 

4.824453 
4.996026 
5.074013 
5.099560 
5.123941 

7.620573 
8.361572 
8.570030 
8.576096 
8.593728 

Table C.1: Gp  in db 1-D LPCA and ANNLP(Perceptron) 

ORDER Horizontal Pixels Vertical Pixels 
1 7.620573 9.892055 
2 8.361572 10.518970 
3 8.570030 10.690358 
4 8.576096 10.691872 
5 8.593728 10.69837 

Table C.2: Gp  in db for ANNLP(Perceptron) 

ORDER 1-D ANNLP 2-D Optimum ANNLP 
1 7.620573 9.892055 
2 8.361572 11.1741 
3 8.570030 11.6874 
4 8.576096 12.046122 
5 8.593728 12.331872 

Table C.3: Gp  in db for ANNLP(Perceptron) 

ORDER Figure(a) Figure(b) Figure(c) Figure(d) Figure(e) 
1 7.620573 9.892055 - - - 
2 8.361572 10.518970 11.1741 - - 
3 8.570030 10.690358 11.687 10.827391 
4 8.576096 10.691872 11.770004 11.847797 12.046122 
5 8.593728 10.69837 12.001704 11.87438 12.331872 

Table C.4: Gp  in db for Different Pixel Combination 

TRAINING PASSES MSE Gp  
1 0.006573 8.102315 
2 0.006499 8.255650 
3 0.006467 8.338809 
4 0.006449 8.392299 
5 0.006439 8.429673 
6 0.006431 8.455760 

Table C.5: Effect of Training Passes on MSE and Gp  
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ORDER ANNLP(P) ANNNP(or FL) ANNLP(B) 
1 9.892055 10.062193 10.085311 
2 11.1741 11.21163 11.29942 
3 11.6874 11.89523 11.93411 
4 12.046122 12.13892 12.25913 
5 12.331872 12.35294 12.38531 

Table C.6: GI, in db for ANNLP(P), FL and ANNLP(B) 
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