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ABSTRACT 

Title of Thesis: Andorx Implementation of Nonlinear Filter 

Name: Keh-Chao Chu 
Master of Science in Electrical Engineering, 1991 
Department of Electrical and Computer Engineering 

Thesis directed by: Dr. Nirwan Ansari 

Nonlinear filters, such as morphological operations, play an important role 

in image processing. Several software implementations of nonlinear filters are 

presented in this thesis. There may exist more than one method to implement a 

specific operation. The methods used in this thesis are chosen to be most suited 

for the machine used according to its structure. These most suited methods are 

also generally best for software implementations on other machines as well. The 

machine used here is the Androx image computing workstation. 
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Chapter 1 

Introduction 

The Androx is a general purpose and programmable image computer, 

whose architecture is based on parallel processing. In our system, it is a 

single-board coprocessor for a Sun Microsystems workstation. With the ex-

tensive library of C language callable subroutines for image computations, 

many of image processing tasks can be implemented in the Androx. Among 

these tasks, implementing nonlinear filters is the most challenging. Thus, this 

thesis will mainly describe how to implement nonlinear filters in Androx. 

The principal motivation for filtering is the selective removal and attenu-

ation of specific characteristics of signals or images with the intent of making 

the information within the signal or image more apparent. All of the filters 

presented herein are based on mathematical morphology. As with any filter-

ing technique, in order to apply a morphological procedure one must know 

what type of information in the signal is of significance and what character-

istics are of no relevance. In morphological filtering, the geometric nature of 



the signal or image is of consequence. 

The morphological approach is generally based on the analysis of an image 

in terms of some predetermined geometric shape known as a structuring 

element. With a judicious choice of a structuring element based on a przorz 

information, the output that results when the observed image or signal is 

acted on by the structuring element will contain more beneficial features and 

fewer undesirable ones than will the input. 

With the availability of parallel processing, some implementations of the 

basic morphological operations on conventional computers may not be well 

suited to the machine used here. Because the memory on a general purpose 

image processing computer is byte addressable, some implementations based 

on the threshold decomposing bit operation may not be suited to this kind of 

machine. All of these problems will be addressed in the following chapters. 

A brief overview of this thesis is as follows. Chapter 2 introduces the 

image computing workstation (e.g. the Androx), on which all implementa-

tion in this thesis is based. Chapter 3 describes the binary morphological 

operations. Minkowski operation is first introduced. Binary dilation, ero-

sion, opening, and closing operations are defined in terms of the Minkowski 

operation. The desired parallel implementation is compared to the imple-

mentation on the conventional computer at the end of the chapter. With the 

definition of medial axis in chapter 4, two thinning algorithms are compared. 

Chapter 5 deals with gray scale dilation, erosion, opening, and closing op- 



erations. The unsuitablity of the threshold decomposing implementation is 

discussed. Finally, the conclusion is drawn in Chapter 6. 



Chapter 2 

Androx Image Processing 
Work Station 

The Androx ICS (Image Computing System) consists of four parallel 

programmable image array processors featuring multiple digital signal pro-

cessing chips (DSP's) with cache memories and a graphics processing chip 

(GRP) [1]. The programmability of the DSP's provides the flexibility to ad-

dress the broad spectrum of image processing applications and parallel pro-

cessing capabilities resulting in system performance. The GRP comes with 

an extensive library of C —callable graphics processing functions, which allow 

the user to create attractive image processing displays. In this chapter, we 

will discuss the system structure, memory configurations, event scheduling, 

and libraries. 



Figure 2.1: The Androx system structure 



2.1 System Structure 

Figure 2.1 shows the block diagram of the Androx system structure. In 

this structure, the graphics controller is used to control and transmit graphics 

data to graphics data RAM. There are four image processing nodes in the 

system, each node consisting of an analog device ADS2100 and associated 

cache memory. Image pixels can be transmitted by way of the pixel bus 

interface to the pixel buffer. The analog-to-digital Converter ( ADC ) can 

convert the video signal into pixel data. The pixel data can be processed 

in look-up tables ( LUTs ) before being transmitted to pixel serializer and 

formatter. The formatted pixel data can be transmitted to a digital-to-analog 

Converter ( DAC ) for output. The DSP's can read and process the image 

data from scratch RAM or data RAM, and then output the data through 

data bus interface. 

2.2 Memory Configurations 

The Androx ICS — 400XM9 system has two types of memories: video 

and scratchpad . The video memory has eight megabytes, which can be 

addressed as 4096 rows of 2048 bytes. The eight megabytes are equally 

divided into four banks. When displaying the contents of this video memory 

in RGB mode, the four banks are assigned specific color planes: 

Bank Color 



0 Red 

1 Green 

2 Blue 

3 Overlay 

The three planes of RGB image must be placed in the same relative 

location within their respective banks. The scratchpad memory has one 

megabyte of memory, which can be addressed as 512 rows of 2048 byte.s 

The lower half-megabyte of scratchpad memory is reserved by the graphics 

processor. Figure 2.2 illustrates the memory mapping of ICS — 400X/1/9. 

2.3 Event Scheduling 

If the host processor program invokes the image processor or graph-

ics processor functions, the ICS generally will execute these functions asyn-

chronously. This means that they will continue to execute once they have 

invoked ICS functions. 

To enable the user to synchronize function execution, ICS functions return 

event numbers, which can be used as input to other functions. The event 

number can be specified as input to the subsequent function. This event 

number's flag is cleared only when the function is completed. 



Figure 2.2: The memory mapping of ICS-400XM9 



2.4 Androx Libraries 

There are four types of libraries from which the user can program his or 

her applications: applications, graphics, image processing, and video. 

The applications library contains some useful functions that simplify cer-

tain aspects of writing a program. Some of functions in this library are 

built out of lower-level library functions, and can be written by the user. 

The graphics processor can execute only one graphics function at a time. 

The image processing library routines can return one-dimensional data or 

two-dimensional data to global memory. The global memory consists of two 

sections: one used for image acquisition and display, referred to as "video 

memory," and the second used as a scratchpad and communications for 

the data processing nodes, referred to as "scratchpad memory." Acquisi-

tion and display are programmed using the video library. The input look-up 

tables(LUTs) and output LUTs can be defined by the user in video library. 



Chapter 3 

Binary Morphological Filters 

Mathematical morphology extracts information about the geometrical 

structure of an image object by transforming it through its interaction with 

another object, called the structuring element, which is of simpler shape 

and size than the original image object. Information about size, spatial 

distribution, shape connectivity, convexity, smoothness, and orientation can 

be obtained by transforming the image object using different structuring 

elements. In this chapter, we discuss two-valued Euclidean images, which 

are subsets of the Euclidean plane. Most of the notations, definitions and 

properties are adopted from [2], [3] and [4]. 

3.1 Fundamental Operations 

Given an image (subset) A in the Euclidean plane R2, the translation 

of A by the point x in R2  is defined by [2] 

A-1-x={a-kx:aEA}, 



where the plus sign inside the set notation refers to vector addition. The 

following example illustrates the definition of translation arithmetically: 

Example: 

A = {(0,0), (1,0),(0,1), (1,1),(2,2)}, 

x = (3, 1), 

A + x = {(3,1), (4,1),(3,2),(4,2), (5,3)1. 

The Mznkowski set addition A ® B of two sets A and B consists of all 

points c which can be expressed as an algebraic vector addition c = a + b, 

where the vectors a and b belong to the sets A and B, respectively. 

Definition: The Minkowski addition of A and B is equal to the set union of 

all the translations A+ b of A when the vector b sweeps the set B [2]: 

A ® B = U A + b. (3.1) 
bEB 



Example: 

A = {(0, 0), (1, 0), (0,1),(1,1), (2,2)}, 

B = {(0,0), (1,1)} , 

A ® B = {(0, 0), (1,0),(0,1),(1,1), (2, 2), (2,1), (1, 2), (3, 3)}. 

The Mznkowski set subtraction of B from A, denoted as A e B, is the 

dual operation to the Minkowski set addition defined as follows: 

A e B . (A' ED Br . 

Definition: The Minkowski subtraction of A from B is equal to the set inter-

section of all the translations A + b of A when the vector b sweeps the set B 

[2]: 



AeB=nA+1). (3.2) 
bEB 

Example: 

A = { (0, 0), (1, 0), (0, 1), (1, 1), (2, 2)}, 

B = {(0,0),(1,1)}, 

A e B = {(1, 1), (2, 2)1. 

3.2 Morphological Operations 

Morphological erosion and dilation are defined from a geometric point of 

view as set transformations that shrink or expand a set. Algebraically, how-

ever, they are actually Minkowski set subtraction and addition, respectively. 



3.2.1 Erosion 

Let the closed set A represent a binary image and the compact set B a 

structuring element. The complement Ac of A represents the image back-

ground. We denote by BS the symmetric set of B with respect to origin; i.e., 

B8  is obtained by rotating B 180°  on the plane so that BS = {—b : b E B}. 

Then, the erosion of A by B is defined geometrically as the set of those 

points z such that the translation B + z is contained in the original image 

set A. Algebraically, the erosion of A by B is equal to the Minkowski set 

subtraction of Bs from A [2]: 

A e BS = {z : B, g A} = 11 A + ( — b). (3.3) 
bEB 

Example: 



where J. is the origin. 

The example above shows the difference between Minkowski subtraction 

and erosion. If B is a symmetric structuring element, we can see that there 

is no difference between them. 



3.2.2 Dilation 

The dual operation of erosion with respect to complementation is the di-

lation. Dilating the object is equivalent to eroding its background. Dilation 

of A by B is defined geometrically as the set of all those points z such that 

the translation B + z intersects A. Algebraically, the dilation of A by B is 

equal to the Minkowski sum of A and BS [2]: 

A e Bs = {z : B., n A 0} = U A + ( — b). (3.4) 
b€B 

Example: 



The example above shows the difference between Minkowski addition and 

dilation. If B is a symmetric structuring element, it is obvious that there is 

no difference between them. 

3.2.3 Opening and Closing 

Another pair of dual morphological transformations are the opening and 

closing. If we erode A by B and then dilate the eroded set A e Bs by Bs, we 

generally do not recover A, but rather a simplified and less detailed version 

of A. This new set is called the opening, AB, of A by B. By duality, the 

closing, AB, of A by B comes from dilating first and then eroding. Thus, 

the opening and closing are defined, respectively, as [2] 

AB  = (A e Bs) ® BS (3.5) 



AB  = (A ED BS) e Bs. (3.6) 

If the structuring element B has a regular shape, both opening and closing 

smooth the contours of the object. The opening transformation suppresses 

the sharp capes and cuts the narrow isthmuses of the object, whereas the 

closing transformation fills up the thin gulfs and small holes. Both transfor-

mations are generally noninvertible. 



3.3 Implementation and Complexity 

To implement the basic morphological set operations on a conventional 

computer, one could simply represent the sets by binary functions, whose 

values are equal to one and zero at points of the object and its background, 

respectively. Taking the local minimum or the maximum inside a running 

window B will shrink or expand, respectively, the ones of this binary function 

[5]. 

Example: 

Take the upper-right corner of the structuring element B as the kernel 

of the running window and replace the pixel value under the kernel with 

the minimum value of those pixels masked by one. After repeating this 

operation on the whole image, the erosion results. 



A e B 

Since the parallel image processing work station is capable of processing the 

whole image in one operation, the parallel implementation of erosion and 

dilation can be accomplished. This is true from the fact that erosion and 

dilation of A by B are algebraically interpreted as the intersection and union, 

respectively, of all the translations A + (—b) of A when b sweeps B. 

The structuring element B is a compact set, which for discrete sets means 

that B contains a finite number of points. Thus, the number of required 

translations of A is finite. Fig 3.1 shows the parallel implementation [6]. 

We need two planes for the image A and the structuring element B and a 

third accumulation plane for the resulting transformed image. The image 

plane is shifted in parallel to the accumulation plane, and the amount of  

shifting is controlled by the points belonging to the structuring element B. 

The accumulator plane holds the parallel logical AND or OR of all the shifted 

versions of the image plane and after all the points of B have been spanned, 

it will contain the erosion or dilation, respectively, of the original image. The 

following example illustrates this implementation. 

Example: 



Figure 3.1: Parallel implementation of erosion and dilation 



From the discussion above, we see that it takes N 2  window operations to 

implement dilation or erosion of an N x N image on a conventional computer. 

For the parallel implementation, it takes at most M 2  image plane operations 

for an M x M structuring element. In general, M is much smaller than 

N. Thus, the computational complexity for these two implementations is 

obvious. 



3.4 Androx Implementation 

As described in the previous section, to implement a binary morphologi-

cal operation using the second method, the only two operations required are 

SHIFT and AND (or OR). 

To implement SHIFT operation in Androx, we can simply copy the origi-

nal image to a specific position in video memory, then change the position of 

the origin of the image according to the position of the occurrence of l's in 

the structuring element. In Androx, we always take the upper left corner of 

the image as the origin. Fig. 3.2 illustrates this operation. The area of the 

video memory to which the image is copied must be reset before performing 

the SHIFT operation to avoid the distortion of the resulting image. The next 

SHIFT operation can be done by simply changing the origin of the image 

which has been copied to the specific position in the video memory. 

The AND and OR operations can be done by calling the AND or OR 

image processing library functions. Since calling these functions must specify 

the origin of the two images that are of interest, the SHIFT operation is 

actually implied in these functions. The result of the AND (or OR) is output 

to the position where the original image locates. So this position will contain 

all partial results until the final result is achieved. 

Example: 

To AND an image at (xl, yl) to another image at (x2, y2) in video mem- 



ory, we can call the AND function in the Androx image processing library as 

following: 

isp_event(AND BRD(board_number), num_bits, xl, yl, xlen, ylen, x2, y2, 

xout, yout). 

board_number is number of Androx. (In our system, we have only one board. 

Therefor, the board_number is 0.) 

num_bits specifies the pixel size. 

x1 and yl are the origin of the first image of interest. (For the case shown 

in Fig. 3.2, x1=0 and x2=0.) 

xlen and ylen are the length and height, respectively, of the image. (In our 

case, xlen=ylen=512.) 

x2 and y2 are the origin of the second image of interest. (For the case shown 

in Fig. 3.2, x2=512, y2=1024.) 

xout and yout are the origin where the output result is to be stored. (For 

the case in Fig. 3.2, xout=0, yout=0.) 



Figure 3.2: Implementing SHIFT Operation in Androx 



Chapter 4 

Thinning 

An important approach for representing the structural shape of a plane 

region is to reduce it to a graph. This is often accomplished by obtaining the 

skeleton of the region via a thinning algorithm. Thinning algorithms play a 

central role in a broad range of problems in image processing, ranging from 

automated inspection of printed circuit board to counting of asbestos fibers 

in air filter [2]. In general, thinning process is defined as the successive re- 

moval of outer layers of pixels from an object while retaining any pixels whose 

removal would alter the connectivity. Many thinning algorithms have been 

proposed to date. Two algorithms, based on morphological set transforma-

tion, are discussed in this chapter. Experimental results are used to compare 

these two thinning algorithms. The correctedness of both algorithms, such 

as convergence, one-pixel thickness, and connectedness, are discussed in [7], 

and [8]. 



The medial axis (skeleton) of a continuous image object X, viewed as 

a subset of R2, is defined as the set of the centers of the maximal disks 

inscribable inside X. A disk is maximal [8] if it is not properly contained 

in any other disk totally included in X. Hence a maximal disk must touch 

the boundary of the object X at least at two different points. For example, 

consider the triangles in Fig. 4.1. Note that, the point s lies in the medial 

axis, since D(s) is a maximal disk (Fig. 4.1(a)), the point t does not lie in 

the medial axis, since D(t) is not a maximal disk D'(Fig. 4.1(b)). 



4.2 Hit/Miss and Thin Operator 

An important morphological operation used in thinning algorithm is the 

hit/miss transform [2]. Let structuring element B be composed of two subsets 

B1  and B2; then the hit/miss transform of image X by B is defined as the 

set of all points where BI-  is included in X and B! is included in X'. The 

set X' is the complement of X and Bix, z = 1, 2, denotes the translation of 

B2  by x. This hit/miss operation is expressed as [8] 

X 0 B = Ix : Bxl  C X; 13! C Xc} 

= (X e Be')  n (xc e  B52 ) (4.1) 

where X e Bs' is the erosion of X by B'. If B2  is chosen as the window 

complement of B', (4.1) can be rewritten as 

X 0 B = (X e Bel ) n (XC  e  (W  n (B8 )e)) (4.2) 

where W is the window with finite support. 

If we form a window with the same size as the structuring element by 

taking a pixel in an image as the kernel, the hit/miss transform can be 

understand as follows: A pixel is said to hit the structuring element if the 

window formed is exactly the same as the structuring element. Otherwise, 

it misses. The hit/miss operation can be used to detect the occurrence of 

the exact pattern B1  in the image X. The following example shows how a 

pattern having the shape of the structuring element in an image is detected 

by the hit/miss transform. 



Example: 



Before defining the thinning transform, the set difference must be introduced 

first. The set difference of X and Y, denoted as X/ Y, is defined as [8] 

X/Y -,- (X' U Yr. 



With the definition of hit/miss transform, the thinning of X by B is defined 

as [8] 

X 0 B = X I (X 0 B). (4.3) 

The thinning operation is actually a search-and-delete process [6]. The op-

eration X 0 B locates all occurrence of the structuring element B in X and 

the operation / removes from X those points which have been located. The 

skeleton of an image can be acquired by repeating this operation until no 

further pixel can be removed. 



4.3 Thinning Algorithms 

4.3.1 The First Algorithm 

The first algorithm described here represents a general class of thinning 

algorithms that has been proposed by numerous researches in the past. It 

consists of two cycles. The first cycle is an iterative process in which each 

iteration consists of four passes. Each pass uses a 3 x 3 structuring element 

to remove border points from a given direction. In other words, points that 

satisfy the hit/miss transform of the structuring element are removed. 

To complete one iteration, a sequence of four structuring element, one for 

each pass, are applied to remove border points from all four directions, that 

is, the northwest, northeast, southeast, and southwest. The four structuring 

element are shown in Fig. 4.2 as D = {D1, D2, D3, D4 }. The second cycle 

is another iterative process designed to remove north, east, south, and west  

border points as well as unnecessary points at junctions (i.e. intersections 

of two lines). The four structuring elements, E = {El, E2, E3, E4}, used for 

this purpose are shown in Fig. 4.2. 

Let X be a connected component and I be the resulting skeleton from 

the thinning algorithm. The iteration process of the first and second cycles 

are indexed by m and n, respectively. After a finite number of iterations, 

depending on the maximum thickness of X, X converges to the skeleton I, 

which is a stick-like figure preserving the connectivity of X. 

This algorithm is precisely specified by the transformations 01  and 02, 



Figure 4.2: Structuring Elements for Thinning Algorithm 

representing the first and second cycles, respectively. The first transformation 

is given by 

011X, D, ml = {X 0 D}in 

= (• • • ((((()( 0 Di) 0 D2) 0 D3) 0 D4) 

OD1 ) • • .) (4.4) 

where X 0 D is the thinning of X by the four structuring elements in D 

and {X 0 D}m  is the process repeated m times. Assume for the time being 

that {X 0 D}, converges in M iterations; the result becomes 

X' = 6{X,D,M}. (4.5) 

The second transformation is given by 

52{X', E, n} = {X' 0 E}. (4.6) 

and it converges to I in N iterations. 



4.3.2 The Second Algorithm 

The second algorithm [7] described here uses the same sets of structuring 

elements, D and E, as in the first algorithm. However, the order of applying 

these structuring elements is different. In fact, three structuring elements 

are applied simultaneously in each pass for this algorithm. Besides, this 

algorithm consists of only one cycle for each iteration. 

The transformation 0 of the second algorithm is defined as [7] 

0(S, D, E, m) = {(S 0  D1 ) (1(S 0 D' ±1  n (s 0 E2 )}, (4.7) 

where i = 1, 2, 3, or 4 is the index of the structuring elements and a different 

7 must be chosen for each pass. Fig. 4.3 shows how this algorithm works. 

There are a total of four passes in each iteration and the iteration index is 

defined by m. The structuring elements D', Di+1 , and Ei are applied in 

parallel at each pass. 



Figure 4.3: Second Algorithm [7] 



4.4 Androx Implementation 

To implement th hit/miss transform in Androx, we do not have to go 

from taking the erosion of the image (i.e., Equation (4.2)). For a specific 

structuring element, we can form two running windows which are of the 

same size as the structuring element. For the first window, we mask those 

relative positions where the l's are located in the structuring element. Then 

count the number of pixels with value 255 under the position which has been 

masked. If the number counted is the same as the number masked, then 

replace the value under the kernel with value 0. After repeating this running 

window on the whole image, the output is placed in a buffer for later use. For 

the second window, we mask those positions where the 0's are located in the 

structuring element. Then count the number of pixels with value 0 under the 

masked positions. If the number counted is the same as the number masked, 

then replace the value under the kernel with value 0. The output resulting 

from the second window is ORed with the output of the first window. The 

result of this OR operation is actually the result of the thining transform 

rather than the hit/miss transform. This is true from the fact that we have 

replace those pixels which hit the structuring element with value 0, implying 

that these pixels have been removed. Fig. 4.4 illustrates the operations 

described above. 



Figure 4.4: Implementation of Thining Transform on Androx 



Let ob denotes the result of the first window operation on image A and 

02B  denotes the result of the second window operation on image A, then the 

thining of A by B can be expressed by: 

A 0 B = 013 OR o. 

The window operation described above can be done by calling the RE-

PLACE_EQUAL_MASK function in the image processing library of Androx. 

This function replaces the center pixel under a two-dimensional kernel if 

a specified number of the pixels under the masked element are equal to a 

specified threshold. The usage of REPLACE_EQUAL_MASK is as follows: 

isp_event(REPLACE_EQUAL_MASK I BRD(0), num_bits, x, y, xlen, ylen, kx, ky, 

rout, yout, scrx, scry, scr_xlen, scr_ylen, constant, limit, threshold) 

kx and ky are the horizontal and vertical dimension, respectively, of the 

kernel. (For the case shown in Fig. 4.4, kx = ky = 3.) 

scrx and scry are the coordinates of the kernel storage area. Kernel coeffi-

cients must be written to the scratchpad before the function is called. (For 

the first window operation shown in Fig. 4.4, scrx = 0 and scry = 4096.) 

scr_xlen is the number of bytes per row in the kernel storage area. (For the 

case shown in Fig. 4.4, scr_xlen = 18.) 

scr_ylen is the number of rows in the kernel storage area. (For the case 

shown in Fig. 4.4, scr_ylen = 1.) 



constant is the value with which to replace the center pixel under the kernel 

if conditions for replacement are met. (In our case, constant = 0, which 

imply the removal of the pixels that hit the mask.) 

limit is the number of pixels under the masked elements of the kernel which 

must meet the threshold requirements for replacement to be made. (For the 

first window operation in Fig. 4.4, limit = 3.) 

threshold is the pixel value against which the pixels under the masked el-

ements of the kernel are checked. (Since we are working on binary images 

using the 8-bit memory plane, the pixel value 0 is represented in a 8-bit 

memory plane by value 255. For the first window operation in Fig.4.4, 

threshold = 255. For the second window operation, threshold = 255.) 

Having the implemented the thinning transform, both thinning algo-

rithms discussed in previous section can be easily implemented. The first 

algorithm can be done by simply using Equations (4.4), (4.5), and (4.6). To 

implement each pass in Fig. 4.3 of the second algorithm, one can AND the 

partial results which result from thining the image A by the three structuring 

elements in each pass. Let (pi  denote the partial result of pass1 as indicated 

in Fig. 4.3, cp1  can be implemented by 

(pi  = (A 0 Di ) AND (A (j) D2 ) AND (A 0 El). 

The second algorithm is then implemented by repeating the four passes as 

shown in Fig. 4.3 until no further pixel can be removed. 



4.5 Discussion 

From the previous section, we see that a set of structuring elements is 

required to thin an image X. The only difference between the two algorithms 

is the order of applying the same structuring elements. As we can see in Fig. 

4.5, these two algorithms result in different skeletons for the same image. Fig. 

4.5(b) shows the skeleton obtained by the first algorithm. It differs far from 

the medial axis which is what we expected. This is due to the fact that convex 

corners are removed by D first in the first cycle and then concave corners 

are removed by E in the second cycle when no further convex corners can be 

removed. Thus, convex corners are removed faster than concave corners. 



Figure 4.5: Skeletons from the first and second algorithm 



Chapter 5 

Gray-Scale Image Filters 

5.1 Umbra and Top Surface 

Two very useful devices, top surface and umbra transform, for the re-

lating gray-scale morphology must be introduced before defining gray-scale 

erosion and dilation. 

Let A be a subset in Euclidean plane R2. The umbra of A, denoted U[A], 

is the set of all points that lie beneath some point of A and defined by [4] 

U[A] ,- {(x, y) : there exists a y' with (x,y') E A and y 5 y'}. (5.1) 

The top surface of A, denoted T[A], is the set of all points (x, yx) such that 

x is in the domain of A and 

yx = max-Cy : (x, y) E Al. (5.2) 

Note that the surface transform is actually the inverse mapping of umbra 

transform(i.e U-1  = T). The following example illustrates this property. 



Example: 

5.2 Dilation, Erosion, Opening and Closing 

The gray scale dilation of A by B, denoted A EDg  B, is defined by 

A e9  B =--- T[U[A] eb (I PAL (5.3) 

where EBb is the binary dilating operator(i.e., C eb D = C e Ds). We use the 

notation eb  only for convenience. 

Example: 





The dilation operation can be equivalently written as the following property. 

Property: Let f: F —>E and k: K—> E, thenfeg k:FED2 K--.Ecanbe 

computed by 

(f eig  k)(x) = max{f(x — z) + k(z)},Vz E K and x — z E F. (5.4) 



The gray scale erosion of A by B, denoted A e9  B, is defined by 

A e9  B = T[U[A] eb U[B]]• (5.5) 

Example: 



The erosion operation can be equivalently written as the following property. 



Property: Let f : F —4 E and k : K —± E, thenfe9 k:Fe9 K—>Ecanbe 

computed by 

(f eg  k)(x) . mzn{f(x + z) — k(z)},Vz E K and x + z E F. (5.6) 

The gray scale opening and closing are defined similarly to the binary 

opening and closing in chapter 3. The gray scale opening of image A by B, 

denoted 0 P EN(A, B), is defined by 

OPEN(A, B) = (A 09  B) eg  B. (5.7) 

The gray scale closing of image A by B, denoted CLOSE(A, B), is defined 

by 

C LOS E(A,B) = (A e, B) e9  B. (5.8) 

5.3 Implementation and Complexity 

Two methods for implementing both dilation and erosion are discussed 

here. The first method [4] uses the threshold decomposition property, which 

are implied in Equations (5.3) and (5.5). The second method is directly 

derived from the properties defined in Equations (5.4) and (5.6). 

5.3.1 The First Method 

According to the threshold decomposition property, a gray scale image 

can be converted into a stack of binary images by slice and slice complement 

technique [4] Slice and slice complement are defined as: 



Definition: Let F C EN-1  and f : F —4 E. The slice of f, denoted by S[f], 

S[f] C F x E, is defined by 

S[fm ](x,y) = 1 if y= m and f(x)> y 

= 0 otherwise 

where x E EN',y E E. 

Definition: Let F C EN' and f : F —4 E. The slice complement of f, 

denoted by S[f], S[f] C F x E, is defined by 

S[fm ](x,y) = 1 if y= m and f(x) > y 

= 0 if y =--- in and f(x) < y 

= 1 y rn 

where x E EN-1, y E E. For a disecrete image f with L levels (0, 1, ..., 

L — 1), the umbra of the image can be decomposed into L slices, and 

U[f] = 5[.f0] U s[L] U • • • U s[fL_ i ] 
L-1 

= U S[fm] 
m=o 

= S[fo]n s[fl] n • • - n s[f L_i ] 
L-1 

= n S[fm] 
rn=0 
L-1 

= n finb. 
rn=o 

where fmb  is equivalent to S[fm]. 

Example: 





Si.f2i 

Assume P is the highest gray scale of the image, and Q is the highest gray 

scale of the structuring element. By Equation (5.3), the gray scale dilation 

operation can be expanded into binary dilations as follows [4): 

(f eg  k)(x,y) ---= [.fpb  eb kb] + 

[Cfpb eb k(Q-1)b) U (f(p-1)b eb kQb)] + 

+[(fpb eb kob) U (AP-1)b eb kib) U . ' - U (f(p_Q)b eb kQb)] 

+[(f(P-1)b eb kob) U (AP-2>b eb klb) U • " U (f(P—Q-1)b eb kQb)) 

+[(f(Q+i)b eb k0b) U (kb eb kib) U • • • U (fib eb kQb)] 

+[(fQb eb k0b) U (AQ-1)b eb kib) U • • • U (fob eb kb)] 

+[(f(Q-1)b eb k0b) U (AQ-2)b eb k1b) U • . • U (fob eb k(Q-1)b)] 

+[(flb eb kob) U (fob eb kib)] 

+1(fob EBb kob)] (5.9) 

By Equation (5.5), the gray scale erosion operation can be expanded into 

binary erosion as follows: 



(f e, k)(x, y) = [fib eb kQb] + 

[(f2b eb kQb) n (fib eb k(Q_i )b)] + 

[(f3b eb kQb) n (f2b eb k(Q-1)b) n (fib eb k(Q-2)b)] + 

+[(fQb eb kQb) n (f(Q-i)b eb k(Q-1)b) n " • n (fib eb km)] 

+[(f(QH-1)b eb kQb) n (kb eb k(Q_l )b) n • • • n (f2b eb kib)] 

Rfpb eb kb) n (f(p-i)b eb k(Q—i)b) n • • • 

• • • (1 (Ap-Q+nb eb kib)] (5.10) 

5.3.2 The Second Method 

The second method, derived directly from Equations (5.4) and (5.6), is 

similar to the local maximum and minimum implementation discussed in 

Chapter 3. The method for implementing the dilation is as follows: 

Rotate the structuring element 1800  and take the upper right corner 

as the kernel of the window. Add the value of the window and the 

corresponding value of the image. Replace the value under the kernel 

with the maximum value of the result of the addition. 



Example: 

The method for implementing the erosion is as follows: 

Take the lower left corner as the kernel of the window. Subtract the 

value of the image by the corresponding value of the window. Replace 

the value under the kernel with the minimum value of the result of the 

subtraction. 

Example: 



From the discussion above, we see that it takes P x Q x M2  image 

plane operations for a M x M structuring element in the threshold decom-

posing method(i.e., the first method). However, the second method takes 

only N x N window operations. Taking a 512 x 512 image with P = 256 

eroded by a 3 x 3 structuring element as an example, we see that it takes 

256 x 256 x 32  = 589, 824 operations on the whole image plane for the first 

method, but it takes only 512 x 512 = 262, 144 window operations for the 

second method. Moreover, we see that the operations for the first method 

increases with square of the dimension of the structuring element. The opera-

tion for the second method is fixed. Therefore, the computational complexity 

is obviously more for the first method. The reason that the first method is 

not suitable is from the fact that most existing general purpose computer are 

byte addressable. When implementing the threshold decomposing method, 

the binary bit operation must be done by byte operation in the Androx work-

station, and thus it takes more time. The threshold decomposition method is 

well suitable for implementing the gray scale dilation or erosion by hardware. 



5.4 Androx Implementation 

The implementation of the second method for the dilation differs from 

the implementation of the erosion in two ways. First, the structuring element 

must be rotated for the dilation, but not for the erosion. Second, the dilation 

takes the maximum value of window sums, but the erosion take the minimum 

value of the window differences. 

The required rotation of the structuring element for erosion can be done 

when reading the input structuring element. the following C code illustrates 

this implementation. 

for (j=0; j<t; j++) 

for (i-=0; i<s; i++) 

rotated [s — 1 — i] [t —1 —j] = original [i] [j]; 

s and t are the horizontal and vertical size of the structuring element. 

To find a maximum and a minimum value within a window, we can simply 

call the MAX and MIN function in the Androx image processing library as 

the following example: 

Example: 

To find the maximum pixel value of a xlen x ylen window at (x, y), we can 
use 

isp_event(MAX I BRD(0), num_bits, x, y, xlen, ylen, xout, yout). 



The maximum pixel value is written to the position (xout, yout). 

The implementation of the dilation using the second method in Androx is 

illustrated in Fig. 5.1. 

One important notion must be taken when taking the addition of two 

windows. As we can see in previous section, the maximum value of the the 

dilation is P + Q. In general, for an 8-bit pixel image, P + Q is greater than 

the maximum value of the 8-bit pixel value. So the better way to output 

the addition is to output the result in 16 bits. This can be controlled by the 

num_bits in the Androx image processing library. 

Example: 

To add a xlen x ylen window at (xl, yl) in an image to a rotated 

structuring element at (x2, y2) in scratchpad, we can call the ADD 

function in the Androx library as follows: 

isp_event(ADD I BRD(0), num_bits, xl, y2, xlen, ylen, x2, y2, xout, yout) 

num_bits: 

P8_8: 8 bits in, 8 bits out 

P8_16: 8 bits in, 16 bits out. 

The resulting window at (xout, yout) is a window with 16-bit pixel value if 

we substitute P8_16 into num_bits. 



Figure 5.1: Androx Implementation of Second Method 



Chapter 6 

Conclusion 

With the availability of the parallel image processing work station, fast 

binary morphological set erosions and dilations can be implemented simply 

using only parallel shifting and logical AND/OR operation on the image. Us-

ing the erosion, a very useful transform in pattern recognition, the hit/miss 

transform can be implemented. With the hit/miss transform defined, differ-

ent order of applying the selected structuring elements on the image result in 

different thinning algorithms. Although the threshold decomposition method 

provides a way to implement the gray scale erosion and dilation binarily, it is 

not suitable for implementation in Androx. This is due to the byte address-

able nature of the Androx. Thus, a method other than using the threshold 

decomposition property is presented. 

Implementation of the binary morphological operations using the local 

maximum and minimum method is inefficient because it takes more opera-

tions than the parallel SHIFT and AND (or OR) method does. With the library 



functions in Androx, the SHIFT operation is in fact implied in the OR (or 

AND) operation. This fact makes the implementation of the binary morpho-

logical operations even more efficient. Although the hit/miss transform is 

deduced from the erosion, we do not have to start from performing erosion 

to implement it in the Androx. By implementing the thinning transform us-

ing the window operations presented in Chapter 4, the thinning algorithms 

can be easily implemented without performing a sequence of the operations 

on the image and the complement of the image. Using the Androx library 

functions, the gray scale erosion (dilation) can be implemented by simply 

adding (subtracting) the values of two windows and then writing the maxi-

mum (minimum) to the corresponding position. This method makes the gray 

scale operation not only simpler but also more efficient than the threshold 

decomposition method. 
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