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ABSTRACT 

SHORT TERM TEMPERATURE FORECASTING USING LSTMS, AND CNN 
 

by 
Darshan Shah 

Weather forecasting is a vital application in present times. We can use the predictions to 

minimize the weather related loss. Use of machine learning and deep learning algorithms 

for forecasting, can eliminate or reduce the necessity of big data and high computation 

dependent process of parameterization. Long Short-Term Memory (LSTM) is a widely 

used deep learning architecture for time series forecasting. In this paper, we aim to 

predict one day ahead average temperature using a 2-layer neural network consisting of 

one layer of LSTM and one layer of 1D convolution. The input is pre-processed using a 

smoothing technique and output is raw (un-smooth) next day average temperature. The 

smoothing technique improves the performance of LSTM substantially and meanwhile 

1D convolution helps unsmooth the output of LSTM to obtain the raw answers. All the 

models are for particular locations only. The study shows significant improvement in the 

forecasting with use of smoothing technique. Our method outperforms other model in 

terms of MSE and MAE. 
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For the comparison, we created two models: one model was trained on smoothed input 

and other one was trained on unsmooth input. Both models had similar training duration which 

was approximately 20 seconds and both models had NMSE ≅ 0 which suggested the models 

were acceptable and significant. However, from the perspective of accuracy, the model created 

with unsmooth inputs, gave high error rates with MSE = 3.4 and MAE = 1.44. Meanwhile, 

performance of the proposed model which was train on smoothed inputs provided substantially 

low errors. The MSE of proposed model was about 0.064 and MAE = 0.202. Proposed method 

seems to give better performance of accuracy on test data, as shown in the figures. Our model 

outperformed other models except JPSN. JPSN had MSE = 0.006462. NMSE of JPSN model is 

0.771. Hence, it fails NMSE test which requires NMSE < 0.5 for model to be acceptable. 

Performance comparisons of different methods are shown in the figure 5.4, 5.5, and 5.6. The R2 

value of proposed model was found 0.9984 and correlation = 0.9991. Same experiment was 

done using ARIMA method where we found high error rates with MSE = 3.52, MAE = 1.47, 

NMSE ≅ 0, correlation = 0.9629, and R2 = 0.9217. Comparing performance of proposed model 

with ARIMA performance, our method outperforms ARIMA model. 



 

 

Figure 5.2 Comparison of actual values and predictions using unsmooth input.
 

Figure 5.3 Comparison of actual values and predictions using smooth input.
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Comparison of actual values and predictions using unsmooth input.

Comparison of actual values and predictions using smooth input.

 

Comparison of actual values and predictions using unsmooth input. 

 

Comparison of actual values and predictions using smooth input. 
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Figure 5.4 Comparison of actual values mean absolute error. 
 

 

Figure 5.5 Comparison of actual values mean squared error. 
 

 

Figure 5.6 Comparison of actual values normalized mean squared error. 
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CHAPTER 6 

CONCLUSIONS 

 

In this thesis, we proposed a model for temperature forecasting. The objective of this study was 

to forecast the daily mean temperature using three LSTM, 1D convolution and smoothing 

technique. Model showed acceptable and significantly high performance in terms of normalized 

mean squared error, mean squared error and mean absolute error on predicting average next day 

temperature of Basil region. Model used the previous n day’s temperature where the optimal 

trade-off resolution method selected the value of n. Smoothing dataset played an important role 

in performance of the model. 
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