
New Jersey Institute of Technology New Jersey Institute of Technology 

Digital Commons @ NJIT Digital Commons @ NJIT 

Dissertations Electronic Theses and Dissertations 

8-31-2024 

Data driven decision making for sustainable planning and Data driven decision making for sustainable planning and 

operations of large scale networks operations of large scale networks 

Bahareh Kargar 
New Jersey Institute of Technology, bk349@njit.edu 

Follow this and additional works at: https://digitalcommons.njit.edu/dissertations 

 Part of the Data Science Commons, and the Operational Research Commons 

Recommended Citation Recommended Citation 
Kargar, Bahareh, "Data driven decision making for sustainable planning and operations of large scale 
networks" (2024). Dissertations. 1776. 
https://digitalcommons.njit.edu/dissertations/1776 

This Dissertation is brought to you for free and open access by the Electronic Theses and Dissertations at Digital 
Commons @ NJIT. It has been accepted for inclusion in Dissertations by an authorized administrator of Digital 
Commons @ NJIT. For more information, please contact digitalcommons@njit.edu. 

https://digitalcommons.njit.edu/
https://digitalcommons.njit.edu/dissertations
https://digitalcommons.njit.edu/etd
https://digitalcommons.njit.edu/dissertations?utm_source=digitalcommons.njit.edu%2Fdissertations%2F1776&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/1429?utm_source=digitalcommons.njit.edu%2Fdissertations%2F1776&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/308?utm_source=digitalcommons.njit.edu%2Fdissertations%2F1776&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.njit.edu/dissertations/1776?utm_source=digitalcommons.njit.edu%2Fdissertations%2F1776&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:digitalcommons@njit.edu


 
Copyright Warning & Restrictions 

 
 

The copyright law of the United States (Title 17, United 
States Code) governs the making of photocopies or other 

reproductions of copyrighted material. 
 

Under certain conditions specified in the law, libraries and 
archives are authorized to furnish a photocopy or other 

reproduction. One of these specified conditions is that the 
photocopy or reproduction is not to be “used for any 

purpose other than private study, scholarship, or research.” 
If a, user makes a request for, or later uses, a photocopy or 
reproduction for purposes in excess of “fair use” that user 

may be liable for copyright infringement, 
 

This institution reserves the right to refuse to accept a 
copying order if, in its judgment, fulfillment of the order 

would involve violation of copyright law. 
 

Please Note:  The author retains the copyright while the 
New Jersey Institute of Technology reserves the right to 

distribute this thesis or dissertation 
 
 

Printing note: If you do not wish to print this page, then select  
“Pages from: first page # to: last page #”  on the print dialog screen 

 



 

 

 
 

 
 
 
 
 
 
 
 
 
The Van Houten library has removed some of the 
personal information and all signatures from the 
approval page and biographical sketches of theses 
and dissertations in order to protect the identity of 
NJIT graduates and faculty.  
 



ABSTRACT

DATA DRIVEN DECISION MAKING FOR SUSTAINABLE
PLANNING AND OPERATIONS OF LARGE SCALE NETWORKS

by
Bahareh Kargar

This dissertation explores data-driven decision-making networks, focusing on

sustainable planning and operations for large-scale systems such as healthcare

supply chains and power systems. One significant application in healthcare is the

optimization of vaccine supply chains. An agent-based simulation-optimization

modeling framework is developed to enhance the efficiency and sustainability of

vaccine distribution. First, an agent-based epidemiological model of COVID-19

is extended to capture disease transmission dynamics and forecast the number

of susceptible individuals and infections. Then, a sustainable vaccine supply

chain considering the impacts of greenhouse gases is developed and integrated

with the simulation model to minimize total costs and environmental impacts.

This framework is validated using a real-world COVID-19 scenario in the US,

underscoring the importance of advanced modeling techniques in managing

complex and dynamic public health challenges, ensuring effective and responsible

responses. Another application is in incentive-based demand response programs in

the residential sector. The residential sector often struggles with demand response

due to a limited understanding of consumer-specific behavior patterns and demand

elasticity. This project explores the incorporation of heterogeneous elasticity values

in demand response to enhance the economic efficiency of Load Serving Entities.

Three distinct models are introduced: aggregate elasticity, appliance-specific

elasticity, and customer and appliance-specific elasticity. By assessing the impact



of tailored demand response incentives on energy consumption patterns, the

model is applied to a test case in New Jersey. The results demonstrate that

appliance-specific models and customer-specific elasticities significantly reduce

operational costs, benefiting both customers and service providers. The study

highlights the critical role of detailed elasticity information in optimizing demand

response strategies and suggests future research directions towards leveraging

advanced analytics for more effective demand management. Finally, the incentive-

based demand response strategy is extended using Reinforcement Learning to

optimize residential energy consumption. A Multi-Agent Reinforcement Learning

framework is developed, leveraging multiple agents to dynamically adjust appliance

usage based on incentive signals. Deep Q-Networks are employed to handle large

state spaces. The effectiveness of this approach is demonstrated with real-world

data while promoting consumer engagement through adaptive incentive-based

strategies.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Data-driven decision-making is increasingly being applied to large-scale and

complex systems and domains. One example of such a system is a supply chain

network, which has intricate microstructures, macro emergences, and dynamic

evolutions [1]. Data-driven decision-making involves using evidence and insights

derived from data to guide the decision-making process and verify a plan of action

before committing to it [2]. Its importance cannot be overstated in the success of

businesses, industries, and governments. Data-driven decision-making models are

employed to analyze data, discover insights, and assist in effective decision-making.

Operations research (OR) is a problem-solving and decision-making approach

that uses analytical methods to improve management in organizations. The

concept of OR emerged during World War II and was initially used by military

planners. OR involves the use of various problem-solving techniques and methods

to achieve better decision-making and efficiency. This approach can be applied

to a wide range of real-world problems in different fields such as manufacturing,

finance, healthcare, and logistics. OR provides highly developed methodologies

to model and solve these real-world problems, resulting in insights on optimal

decision-making.
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This dissertation is centered on data-driven decision-making networks, with a

focus on proposing innovative data-driven models to support sustainable planning

and operations in large-scale networks. The objective is to leverage data-driven

models in diverse areas, including healthcare supply chains and power systems, to

make more informed decisions and plans.

1.2 Data-Driven Models

Data-driven decision-making refers to the process of using data and insights derived

from it to guide the decision-making process and validate a plan of action [2]. It is

crucial for the success of businesses, industries, governments, and individuals, as it

helps in achieving goals and avoiding failures. Data plays the most significant role

in effective decision-making. The main component of effective decision-making is

analyzing data to provide valuable insights. This approach is transforming various

fields, including business, healthcare, and education, where experts gather and

analyze data to inform their decision-making [3]. The adoption of data analytics

has become widespread in industries, with businesses incorporating it in every

stage of their operations, from managing supply chains to gaining a competitive

advantage.

Data-driven models rely on statistical and machine learning techniques to

develop the model. The process of data-driven modeling consists of three distinct

steps, which involve the use of three different sets of data. Typically, these sets of

data are created by dividing a main dataset into different subsets that contain the

same input variables but with different combinations of values and for different

periods [4]. The first step in this process is the training of the algorithm, where

the model is run on the training dataset to produce results. These results are then

2



compared to the original training data, and the parameters of the algorithm can be

adjusted accordingly to fit the training dataset better [5]. The second step in the

data-driven modeling process is validation, which involves using a separate dataset

to evaluate the algorithm’s performance and adjust its key modeling parameters

for better fitting. To prevent overfitting, the validation dataset must be distinct

from the training dataset [6]. Overfitting can cause the model to perform well with

specific data but poorly with other datasets. In the third step, the algorithm is

tested on the remaining data to provide a final unbiased evaluation of the model’s

forecasting and modeling performances. It is generally accepted that the model’s

parameters and structure should not be changed based on the results of this final

step [7].

The worldwide spread of COVID-19 has affected numerous countries and

regions, creating a significant challenge for governments in managing crises [8].

Responding promptly and taking timely action is critical in combating COVID-19.

TheWorld Health Organization (WHO) declared the COVID-19 pandemic a public

health emergency of international concern, and its impact has been felt in all

aspects of life. Additionally, the COVID-19 epidemic is generating a substantial

amount of data that could be utilized to guide decision-making in the COVID-19

response [9]. These emergency measures involve disease detection, prevention and

control, and recovery from the potential largest global recession since the Great

Depression, which is caused by the COVID-19 pandemic [10].

In addition, critical decisions must be made to protect communities and

economies worldwide. These may include the postponement or cancellation of

various events such as sports, religious, political, and cultural activities, as well

as actions to address severe stock shortages resulting from panic buying [11].

3



According to a report, educational institutions such as schools, universities, and

colleges in over 180 countries have been closed on either a national or local basis,

affecting the majority of the student population globally [12].

As the epidemic continues to spread, various forms of COVID-19 related

information and data are constantly being updated on the internet. This vast

amount of information includes global epidemic data, statistics related to COVID-

19 research, details of medical equipment, transportation information, and more.

By integrating and categorizing these various forms of information, data-driven

decision-making can be used to effectively manage and respond to this disease and

any relevant emergencies.

Data-driven decision-making has proven to be crucial and successful in

responding to the COVID-19 pandemic. Various countries and regions have imple-

mented data-driven policies including prevention and control measures, financial

assistance, psychological counseling, and reopening strategies. Policymakers have

derived valuable information from various COVID-19 related data sources and

utilized machine learning algorithms to make informed decisions, resulting in better

and more suitable choices.

Furthermore, optimizing energy systems to reduce overall energy costs has

become an important focus for large-scale industries worldwide. The U.S. power

grid, operated by thousands of organizations, is recognized as the world’s largest

machinery for transporting electricity over vast distances through a complex and

extensive network. The grid is essential for almost all aspects of daily life, making

its reliability crucial to the nation’s interests. The rising occurrence of severe

weather events has posed significant challenges to safely operating electric power

systems around the world.

4



The concept of demand response (DR), which refers to changes in electricity

consumption during peak hours, has gained popularity as a way to address

reliability and efficiency issues in the power grid [13]. DR provides a powerful

alternative for homeowners looking to reduce costs and conserve energy while

contributing to overall grid stability. According to the U.S. Department of Energy,

residential electricity consumption accounts for over 38% of total U.S. electricity

consumption. However, one of the main reasons why demand response has

not been widely adopted in the residential sector is a lack of understanding of

consumer behavior patterns. Therefore, the development of data-driven models

to enhance the effectiveness of residential demand response programs is crucial

for both consumers and utilities looking to optimize energy distribution plans.

These data-driven models can help discover customer psychology patterns and the

heterogeneous nature of elasticity from available datasets without requiring expert

knowledge.

1.3 Motivation

The existing literature on epidemiology focuses mainly on either estimating disease

transmission or optimizing the distribution of critical resources, neglecting the

importance of addressing both simultaneously. In most cases, either agent-based

simulations or optimization models are used separately to control an epidemic.

Furthermore, previous studies on vaccine supply chains have overlooked crucial

vaccination details, such as different vaccine types and the number of doses

required for each vaccine type. To address these gaps, we are motivated by the

goal of designing a data-driven large-scale network for optimal COVID-19 vaccine

5



distribution and epidemic control planning. This approach will consider different

echelons and enable a macroscopic view of the distribution process.

Furthermore, demand response programs are crucial in reducing residential

electricity demand, especially during peak hours. However, to our best knowledge,

existing demand response schemes do not take full advantage of the reduction

potential: (a) they do not consider customer psychology, (b) they do not consider

appliance-specific demand elasticity, and (c) they do not consider customer-specific

demand elasticity. Offering monetized rewards to customers for reducing demand

is a widespread method for demand response [14, 15]. However, offering a constant

reward for all types of appliances and all customers may not be the most effective

way.

To enhance demand response and reduce electricity costs, power grid

operators and load aggregators need to understand customer psychology and

the heterogeneous nature of elasticity. Our research is motivated by the goal

of establishing a framework for understanding the heterogeneous elasticity of

electricity consumption in the face of monetary rewards, and utilizing that

information for the dynamic pricing of such rewards. We aim to predict the

elasticity of electricity demand for each customer and appliance based on factors

such as the day of the week, time of day, temperature, humidity, lifestyle, and

building characteristics. This information will be utilized to design a reward pricing

mechanism that adjusts the amount of reward based on the current system state.

The main goal of this project is to improve the stability and efficiency of power

grid operations while reducing the environmental impact of residential buildings.

6



1.4 Contributions

Our proposed research could be broadly categorized in three parts:

• First, we introduce an agent-based simulation-optimization modeling

framework, aimed at enhancing the efficiency and sustainability of vaccine

supply chains. We first extend an agent-based epidemiological simulation

model of COVID-19 to capture disease transmission and forecast the

number of susceptible individuals and infections. We then develop a

sustainable Vaccine Supply Chain (VSC) considering the impact of

greenhouse gases and integrate the simulation model into the VSC model

to minimize total costs and environmental impacts. The integrated

modeling framework runs in a loop, dynamically optimizing resource

allocation based on the continuous interchange of outputs between the

simulation and VSC models, which refines the results with each iteration.

The framework’s effectiveness is validated through its application to a

real-world COVID-19 vaccine distribution scenario in the United States.

Our findings underscore the importance of strategically managing vaccine

supplies to control the pandemic. The comprehensive analysis and

robustness of the proposed framework make it a valuable tool for

policymakers and health administrators, offering a scalable solution that

can be adapted to various infectious disease outbreaks.

• Second, we explore the incorporation of heterogeneous elasticity values

in Incentive-Based Demand Response (IBDR) programs to enhance the

economic efficiency of Load Serving Entities (LSE). We present three distinct

models—each increasing in granularity from aggregate elasticity, through

appliance-specific, to both customer and appliance-specific elasticity. Energy

loss and power flow equations are also considered in the proposed model as

it is an essential part of the power grid. We assess the impact of tailored

demand response incentives on energy consumption patterns using a test case

in Essex County, New Jersey. Our results show that while appliance-specific

models and incorporating customer-specific elasticities significantly reduce
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operational costs, benefiting both customers and the service providers.

Furthermore, the study highlights the critical role of detailed elasticity

information in optimizing demand response strategies, suggesting a potential

direction for future research towards leveraging advanced analytics for more

effective demand management.

• Third, we present a Multi-Agent Reinforcement Learning (MARL)

framework for dynamic pricing in IBDR programs, targeting residential

energy consumption management. The proposed MARL-IBDR framework

leverages the interaction of multiple agents to optimize energy consumption

and pricing strategies, using Deep Q-Networks (DQNs) to handle large and

continuous state spaces. A hierarchical architecture is employed,

integrating multiple Residential Agents (RAs), which dynamically adjust

their appliance usage based on incentive signals. The model employs a

Markov Decision Process (MDP) framework to accommodate the inherent

variability and uncertainty of energy demand. The effectiveness of the

proposed framework is demonstrated using real-world data, highlighting its

potential to enhance grid reliability and efficiency while promoting

consumer engagement through adaptive incentive-based strategies.
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CHAPTER 2

DATA-DRIVEN MODELING FOR DESIGNING A SUSTAINABLE
AND EFFICIENT VACCINE SUPPLY CHAIN: A COVID-19 CASE

STUDY

2.1 Introduction

The spread of COVID-19 overwhelmed healthcare systems in many countries,

leading governments to implement various intervention strategies, such as

mandatory mask-wearing, quarantine, and lockdowns, to slow down or stop the

virus’s spread [16, 17]. However, the most effective way to address the global

COVID-19 crisis is to develop effective and efficient vaccines [18, 19].

The rapid spread of COVID-19 has emphasized the critical importance

of vaccines in planning response activities in all regions during and post-

pandemic. Vaccines play a pivotal role in saving lives and stopping this global

threat. Increased vaccination rates have been shown to substantially decrease

the number of cases and deaths, thereby protecting individuals from this disease.

Consequently, all countries have urgently started scientific research and vaccine

development efforts. Following unprecedented efforts, the scientific community

has delivered good news, indicating that several vaccines have been developed

and approved for emergency use. For example, on December 31, 2020, the

Pfizer/BioNTech vaccine was listed for WHO Emergency Use Listing (EUL). The

SII/Covishield and AstraZeneca vaccines were listed for EUL on February 16,
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2021. On March 12, 2021, the Janssen vaccine developed by Johnson & Johnson

was also approved [20]. The Moderna vaccine received Emergency Use Listing

(EUL) approval on April 30, 2021, along with several other vaccines developed

to combat the COVID-19 outbreak. This dissertation focuses on three vaccines

that are predominantly used in the US: PfizerBioNTech, Moderna, and Johnson

& Johnson (Janssen).

After the development of COVID-19 vaccines, the main challenge is

distributing them on a large scale. To pilot COVID-19 vaccine distribution,

governments and policymakers must prioritize the distribution to healthcare

workers, front-line workers, and vulnerable populations [21]. This has become a

prominent challenge in the US, where policymakers seek efficient guidelines to

distribute vaccines effectively and equitably to states, clinics, pharmacies, and

communities. The allocation of a limited vaccine supply to downstream demand

while considering rapidly changing demand with the evolving pandemic, locating

regional warehouses and distribution centers, and making shipping plans to

achieve the optimal distribution strategy is also challenging. Furthermore, the

distribution of COVID-19 vaccines at a macroscopic level has heightened the

strategic importance of supply chain management practice in an emergency

situation [22]. Therefore, we aim is to develop a simulation-based supply chain

model to effectively optimize available resources and provide critical insights into

the optimal vaccine location and allocation decisions.

Human interactions and contact networks play a crucial role in transmitting

COVID-19. Therefore, developing an algorithm that models human behavior,

interactions, and disease transmission is essential to predict the impact of vaccines

on reducing infection rates. This approach is particularly important in optimizing
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the distribution of vaccines by determining the best location for vaccination

warehouses and making allocation decisions. Kerr et al. [23] developed a

stochastic agent-based model (Covasim) that simulates person-to-person contact

within various social layers. The agent-based Covasim model can estimate the

number of infections and assess the effectiveness of various interventions, including

physical distancing, testing, isolation, contact tracing, and quarantine.

This dissertation presents a mixed-integer programming (MIP) model that

incorporates a general vaccine location-allocation as a key factor in disease

control. The proposed Vaccine Supply Chain (VSC) is multi-echelon including

four critical layers namely the manufacturer, the regional warehouse, the state

repository, and the healthcare facilities. Our study, while using COVID-19 as

the primary case study, offers insights applicable to a broad range of pandemic

scenarios. Our model is not limited to any specific time or disease. The

adaptability and flexibility of our model, evident in its ability to handle different

vaccine types and manage varying dosage schedules, demonstrate its applicability

beyond COVID-19. The recurrence of pandemics, from SARS to COVID-19

emphasizes the need for adaptable and efficient vaccine distribution models. The

optimization model considers both strategic and tactical planning decisions to

optimize the distribution of vaccines, including the location of regional and state

warehouses at the strategic level, and the allocation of vaccines at the tactical level.

Specifically, tactical planning decisions such as production, inventory, and capacity

expansion are taken into account in addition to strategic planning decisions

such as facility location and switching warehouses. Moreover, this research

extends beyond the traditional cost-centric objectives, embedding environmental

considerations as a pivotal aspect in our logistical network optimization. This
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not only aspires to minimize the total logistical costs but also to reduce

environmental impacts, establishing a blueprint for sustainable and responsible

vaccine distribution. Unlike the previous studies on vaccine distribution, our

optimization model considers the population dynamics constraints of susceptible

individuals, infections, and vaccinated individuals to project the disease’s growth.

Specifically, we have combined the extended Covasim model with the vaccination

center location-allocation MIP model into one simulation-optimization framework.

This innovative framework operates iteratively, both forward and backward in

time, to dynamically optimize vaccine allocation strategies in response to evolving

disease dynamics. To solve the proposed VSC model, we use an augmented

ϵ-constraint method, which incorporates inventory control, switching warehouses,

and capacity expansion into the multi-period facility planning problem to address

demand shortage.

The remainder of this research is structured as follows. In Section 2.2, we

review of the most pertinent literature related to agent-based models, as well as

vaccine and epidemic supply chain management, followed by a discussion of our

main contributions. Section 2.3 presents the epidemic model, the VSC model,

and the simulation-optimization model, along with the underlying assumptions

and key features. Section 2.4 offers an analysis of the results obtained from the

numerical case study and the validation of the model using COVID-19 infection

data. Sensitivity analysis and managerial implications are discussed in Sections

2.5 and 2.6, which provide valuable insights for policymakers and decision-makers.

Finally, in Section 2.7, we conclude the research study and outline directions for

future research.
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2.2 Literature Review and Contributions

In the context of disease control, particularly with regard to COVID-19, resource

allocation becomes a crucial aspect due to the scarcity of resources during a

pandemic. In this section, we will briefly review the relevant literature on

agent-based modeling, vaccines, and epidemic SC networks, specifically focusing on

the COVID-19 pandemic. We will also highlight this study’s critical contributions

to the existing body of knowledge.

2.2.1 Agent-based models

Models for examining COVID-19 transmission and control measures can be broadly

divided into two main types: compartmental models and agent-based models. A

computational model that simulates the actions and interactions of autonomous

agents to analyze a system’s behavior and governing factors is known as an

agent-based model. On the other hand, compartment models serve as a simpler

mathematical framework that delineates the flow of entities between discrete

compartments within a system. These models are particularly suited for scenarios

where the population or system can be segregated into separate groups or states

with clear transition phases [24].

While both agent-based and compartmental models have their strengths in

studying epidemic dynamics, we chose agent-based models due to several key

reasons aligned with our research’s objectives. Although agent-based models

can be more complex and computationally expensive, their ability to encapsulate

intricate individual-level interactions and behaviours in complex systems offers

a depth of analysis that is essential to our research. They excel at capturing

heterogeneous behaviors and nonlinear relationships, providing flexibility to
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represent a wide array of scenarios by adjusting agent rules. This flexibility is

beneficial in our work where situations may not fit into predefined compartments.

Finally, these models facilitate scenario testing and sensitivity analysis, enabling

us to explore potential outcomes of various policies or interventions. Therefore,

their adaptability and realism make them particularly suited for our study,

where individual decision-making and emergent patterns significantly influence the

results. Recently, many studies on epidemic control have employed agent-based

simulation models to estimate the disease transmission rate and predict infectious

disease progression [25, 26, 27, 23]. For instance, Müller et al. [27] have developed

a methodology that combines transportation modeling with a mechanical infection

model and a person-centric disease progression model into an epidemiological

simulation model. Shamil et al. [26] have proposed an agent-based model to

simulate the transmission of COVID-19 among the inhabitants of New York

City. Li et al. [25] utilize advanced computational services to develop open-

sourced agent-based simulation models, analyzing various allocation strategies and

accurately simulating virus transmission patterns.

The utilization of vaccines in controlling the spread of COVID-19 has

been recognized as a crucial intervention and has been incorporated into the

agent-based simulation literature. For instance, Kerr et al. [23] introduced the

COVID-19 Agent-based Simulator (Covasim) to estimate the transmission and

disease dynamics of COVID-19. Covasim includes demographic information on

population size and age structure, all levels of transmission contact networks, and

age-specific disease outcomes, along with a comprehensive set of interventions,

such as vaccination intervention, to control the epidemic. Li and Giabbanelli [28]

developed an agent-based simulation model to investigate the effectiveness of a
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nationwide vaccine campaign, considering different vaccine efficacies, acceptance

rates, and daily vaccine capacity. Jahn et al. [29] presented a dynamic agent-based

population model to compare vaccination strategies for five age groups. They

employed stepwise optimization to derive a prioritization sequence that maximizes

the reduction in total hospitalizations and deaths compared to no vaccination.

2.2.2 Vaccine and epidemic supply chain network

Mathematical optimization models have been integrated with epidemiological

disease models to manage the logistics and operations of controlling infectious

diseases, such as COVID-19. Critical resources such as personal protective

equipment (PPE), test kits, ventilators, and vaccines should be effectively

distributed during the COVID-19 pandemic [30, 31, 32].

The existing literature focuses extensively on VSC to control COVID-19 and

other infectious diseases [33, 34, 35, 36]. VSC operations for infectious disease

control include vaccine composition [37, 38, 39], vaccine production to manage

supply and demand sides [40, 41], vaccine allocation [42, 43], and finally, vaccine

delivery which involves distribution operations and optimizing inventory [44, 45].

A comprehensive literature review that focuses on resilient VSC has been done in

the study of Golan et al. [46]. The lack of network-based, modeling-based, and

quantitative analysis, according to Golan et al. [46], is a fundamental gap that

must be filled to develop decision tools for the COVID-19 VSC network.

In the context of COVID-19, several studies have developed mathematical

models to determine vaccine prioritization strategies for different population

groups [47, 48, 49]. Bubar et al. [47] compared COVID-19 vaccine prioritization

strategies among five population groups and assessed their impacts. Babus et
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al. [48] developed a model to estimate occupation-based infection risks and

allocate vaccine priorities accordingly. Vahdani et al., [49] present a multi-vaccine

distribution model for the COVID-19 pandemic, addressing diverse vaccination

challenges and prioritizing different age groups.

However, most studies on COVID-19 vaccine distribution focus on opera-

tional issues related to vaccine allocation, with few studies dedicated to developing

mathematical models for vaccine distribution [50, 51, 52, 53]. For instance,

Basciftci et al. [53] proposed a distributionally robust optimization model

for optimally locating distribution centers and allocating resources such as

test kits and vaccines, accounting for spatiotemporal demand uncertainties for

these resources. Bertsimas et al. [51] developed a prescriptive framework to

optimize vaccine site location, population assignment to different sites, and vaccine

allocation. They embedded the predictive epidemiological model DELPHI-V

into a mathematical model to optimize vaccine distribution. Yin et al. [54]

proposed a modeling framework to optimize vaccination center locations and

vaccines allocated to these centers, pharmacies, and health centers, considering

a limited budget and health population dynamics. Zhang et al. [52] introduce

a framework for emergency logistic network design, incorporating an improved

short-term epidemic prediction model and a robust optimization approach for

reliable facility resource allocation during the pandemic. Unlike most current

COVID-19 vaccine distribution literature, this dissertation covers a wide range

of vaccine-related operational problems, including vaccine acceptance rates and

population dynamics constraints to predict disease growth. It also includes

location-allocation decisions such as facility location, subsequent vaccine allocation
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to health facilities, and capacity planning, accounting for inventory and unmet

demand.

The VSC presents unique challenges that have both environmental and

societal implications, especially given its requirement for low-temperature storage

and transportation. This not only necessitates different transportation modes but

also leads to increased energy consumption and refrigerant gas leakage. With

increasing awareness of sustainability, it is essential to design supply chains that

balance economic, environmental, and social factors. While numerous studies have

examined the economic aspects of the VSC [55, 53, 52], recent literature has started

to emphasize environmental considerations. For example, Saif and Elhedhli [56]

introduced a hybrid optimization approach for eco-sustainable cold supply chain

design in Canada, focusing on minimizing costs and global warming impact for

perishable products like meat and vaccines. Sazvar et al. (2021) proposed a

multi-objective model to achieve a sustainable and resilient influenza VSC in Iran,

minimizing costs and CO2 emissions while maximizing resilience. In another paper,

Jahani et al. [19] developed a bi-objective queuing model in Australia to optimize

vaccine distribution, focusing on minimizing wait time and total investment in

vaccine holding and ordering.

One of the critical aspects of the VSC network is its flexibility in adapting

to any changes in demand, particularly in response to the continuous change in

the behavior of COVID and its emerging variants. This makes the VSC network

resilient to fluctuations in virus behavior and demand for vaccines. To address

changes in demand and subsequent costs, the VSC should be dynamically recon-

figured over time by opening/closing facilities, switching facilities, or expanding

capacity [57]. This dynamic supply chain reconfiguration can be achieved by
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considering facility opening/closing, capacity expansion, and facility switching at

each potential location in a multi-period and multi-echelon supply chain. Studies

have shown that dynamic reconfiguration of the supply chain can lead to improved

performance and cost savings [57, 58].

Despite some literature on the dynamic facility location problem ([57], there

has been little attention given to the design of sustainable SCs with capacity

expansion over the planning horizon. Thanh et al. (2008) proposed a mixed-integer

linear program to design a multi-product, multi-echelon, production-distribution

network, considering the opening, closing, and expansion of facilities. Pimentel et

al. [58] developed a model for stochastic capacity planning and dynamic network

design, considering facility location and capacity planning decisions under demand

uncertainty. Wilhelm et al. [57] introduced a mathematical model for multi-

period, multi-product, multi-echelon dynamic supply chain networks, considering

capacity expansion, contraction, and closures. Fattahi et al. [59] proposed a mixed-

integer model to design a dynamic, multi-echelon supply chain with price-sensitive

demand, incorporating modular capacity options for production plants.

In most dynamic supply chain models [60, 61, 57, 58], facilities that are

operational at the beginning of the planning horizon can be either closed or

switched, but once a facility is closed, it must remain closed until the end of

the planning horizon. On the other hand, facilities that are not operational at

the beginning of the planning horizon can be opened and subsequently expanded;

after opening, they must remain operational until the end of the planning horizon.

As a result, in such models, a facility with excess capacity cannot be closed or

switched. Our proposed model addresses this limitation by allowing for capacity

expansion, as well as closure or switching of facilities.

18



2.2.3 Key contributions

Existing epidemiological literature typically focuses on one aspect of epidemic

control. More specifically, to control the pandemic, most studies utilize either

agent-based simulations (e.g., Covasim) or compartment models (e.g., SIR) to

estimate disease transmission or optimization models separately to distribute the

critical resources. Moving beyond the typical focus of epidemiological studies,

our research uniquely integrates both agent-based simulations and optimization

models. This combined approach offers a comprehensive and adaptable pandemic

control strategy, merging the depth of agent-based simulations with the key

strategies derived from optimization models. Our dissertation seeks to address

the limitations in the field of vaccine distribution during the pandemic by making

the following contributions:

• Our study addresses a gap in VSC research by offering a macroscopic-level

model for COVID-19 vaccine distribution and inventory management,

ensuring an optimal balance across all supply chain echelons. Unlike existing

models like Yin et al. [54], which focus only on the state level, our

model expands its scope to a macroscopic, US-wide scale. It includes not

only manufacturers, warehouses, state repositories, and healthcare facilities

but also emphasizes the limited shelf-life of vaccines to align production

and distribution with capacity, reducing wastage and optimizing resources.

This multi-echelon VSC model captures the intricate vaccine distribution

dynamics across diverse geographies and population densities.

• The VSC design accommodates the unique challenges of cold chain
management, including low-temperature storage, transportation, and
specialized packaging, ensuring efficient vaccine delivery. Simultaneously,
our model recognizes the broader environmental impact by considering the
global warming potential of various greenhouse gases (GWP), not just CO2

emissions. This approach, which extends beyond economic considerations,
is especially pertinent in cold supply chains, as highlighted by Saif and
Elhedhli [56]), demonstrating our commitment to sustainability in supply
chain optimization.
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• Another significant contribution in VSC management is the model’s dynamic
adaptability. It features the capability for capacity expansion, enabling
manufacturers to adjust production efficiently in response to fluctuating
vaccine demands. This ensures that vaccine production remains agile
and aligned with real-time needs. Furthermore, the model’s iterative
simulation-optimization framework continuously updates with the latest
pandemic data. This adaptability allows for accurate estimations of vaccine
demand and strategic responses to evolving pandemic dynamics. This
flexibility is crucial in managing the complexities and uncertainties inherent
in global health crises.

• Our model, inspired by Kerr et al. [23], effectively integrates vaccination
compartments for different vaccine types, considering specific dosages to
control the epidemic outbreak. This comprehensive approach ensures
our optimization model benefits from accurate inputs derived from the
simulation model. Consequently, our strategies are tailored to the unique
vaccine-specific strategies, leading to more efficient distribution plans. We
also incorporate key vaccination factors like vaccine effectiveness, acceptance
rates, and transmission rates, essential in any pandemic response. These
factors are not only crucial for planning effective vaccine distribution
strategies but also for achieving herd immunity.

2.3 Problem Formulation

This section provides a detailed description of the agent-based simulation and

optimization models and their integration. It includes specific features and

assumptions incorporated into both models, the notation used, and the formulation

of our VSC model.

2.3.1 Model features and assumptions

Epidemic model features. The Covasim model, introduced by Kerr et

al. [23], is an open-source agent-based simulation model used to forecast

COVID-19 pandemic trends, evaluate various intervention strategies, and estimate

resource needs to control the epidemic. This model incorporates country-specific

20



demographics based on age and population size, realistic transmission networks

among different contact layers (e.g., households, schools, and workplaces), disease

outcomes based on age, and viral dynamics of the disease. Additionally, the

model includes human behaviors with daily activities to estimate COVID-19

transmission, considering various interventions such as testing, isolation, contact

tracing, quarantine, and vaccination.

Figure 2.1 Contact networks with multiple layers in Covasim.
Source: Inspired by Kerr et al. [23].
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In our proposed simulation-optimization modeling framework, Figures 2.1,

2.2, 2.3, and 2.4 are interconnected, each playing a pivotal role in illustrating our

comprehensive approach to vaccine supply chain management. Figure 2.1 (Contact

networks in Covasim) provides for understanding how individual interactions

across various social layers influence disease transmission, which is vital for vaccine

distribution planning. Figure 2.2 (Structure of Covasim) further details the health

status classifications crucial for modeling the epidemic’s progression. Figure 2.3

(Structure of the VSC model) shows the multi-echelon supply chain, essential

for understanding the logistical aspects of vaccine distribution. Finally, Figure

2.4 (Disease transmission optimization modeling) integrates these elements, to

demonstrate the application of disease transmission data in optimizing vaccine

distribution strategies.

The Covasim agent-based simulation model depicted in Figure 2.1 captures

the movement of individuals among various social layers where they interact and

potentially increase the risk of infection. For instance, individuals may carry out

daily activities in public places or interact with family members and friends in the

community. Students may interact with their classmates and teachers in school,

and adults may interact with their colleagues in the workplace. These dynamic

contacts are approximated as static average daily contacts between different layers,

as illustrated in Figure 2.1, with individuals having different connections (lines)

and connection weights (line widths) for each layer.

The Covasim model considers different health statuses of individuals based

on disease symptoms and transmission. Specifically, each individual is classified

as susceptible, exposed, asymptomatic, presymptomatic, recovered, or dead.

Notably, infectious individuals are categorized into asymptomatic, presymp-
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tomatic, mild, severe, or critical groups based on their symptoms. The asymp-

tomatic compartment represents infected individuals who never develop symptoms,

while the presymptomatic compartment denotes those who have been infected but

have not yet developed symptoms. Figure 2.2 illustrates a schematic diagram of

disease transmission and the different health statuses of individuals.

Figure 2.2 Structure of the Covasim simulation model
Source: Inspired by Kerr et al.[23].

Susceptible individuals may become infected by encountering infected

individuals, leading to exposure. Exposed individuals can be further categorized

as asymptomatic (i.e., individuals who do not exhibit symptoms) or

presymptomatic (i.e., individuals who develop symptoms later). Presymptomatic

individuals may experience symptoms ranging from mild to severe or critical.

Asymptomatic individuals typically recover from the disease on their own, but

those with critical symptoms may die because of a weakened immune system or

delays in treatment.
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In our research, we have expanded upon the simulation model developed

by Kerr et al. [23] by introducing three additional categories to account for

vaccination status. As shown in Figure 2.2, these categories are denoted as Va1, Va2,

and Va3, which correspond to individuals who have received their first, second, and

third vaccine doses, respectively. Incorporating the three additional vaccine dose

categories into our model addresses key challenges by significantly increasing the

complexity of both the COVASIM simulation and VSC models. Managing these

complexities involves handling specific requirements for each vaccine category,

such as different dosages for each vaccine type, the time intervals between doses,

and tracking the number of individuals receiving each dose. Additionally, the

introduction of these categories increases logistical challenges, such as ensuring

appropriate transportation for each vaccine type, which vary in their storage and

handling requirements. These aspects add complexity to our model, making it

more comprehensive and reflective of real-world vaccine distribution scenarios. For

individuals who have chosen to receive the Pfizer or Moderna vaccines, the second

dose is typically administered a few weeks after the first dose, and a third booster

shot is given after a few months. It is important to mention that we assumed of

the same vaccine acceptance rate across all states in the United States.

Vaccine supply chain features. The VSC under consideration is a multi-

echelon supply chain comprising four layers: the manufacturer, the regional

warehouse, the state repository, and the healthcare facilities, as depicted in

Figure 2.3. The manufacturers produce vaccines, which are then transferred

to the regional warehouses. From there, the vaccines are dispatched to the

state repositories in different states, ultimately deliver them to various healthcare

24



facilities. The healthcare facilities, such as clinics, pharmacies, hospitals, and

vaccine centers, constitute the last echelon in the VSC and are responsible for

fulfilling customer demands directly.

In our VSC, the locations of the manufacturer and health facilities are

predetermined and fixed. However, the locations of the regional warehouses and

state repositories can be chosen from available potential locations through the

network design. The quantity of vaccine flow between successive layers is also

determined through network design. It is assumed that each vaccine supply at

time t will be distributed from the manufacturer to the end user (health facility)

during each period t.

The optimization model comprises three vaccine types, namely Pfizer,

Moderna, and Janssen. We assume that each health facility administers only one

type of vaccine. The Pfizer and Moderna vaccines require two doses, followed by a

booster shot, while the Janssen vaccine involves a single dose, followed by a booster

shot. Due to the high supply volumes (Statista, 2022), the Pfizer vaccination center

has a higher vaccine capacity (e.g., 6,000 daily capacity) than the Moderna and

Janssen vaccination centers, which have a lower vaccine capacity (e.g., 2,000 daily

capacity).

The storage and transportation of vaccines require special cold chain

equipment. Therefore, different vehicle types, such as freezers for Pfizer and

Moderna and refrigerators for Janssen should be considered in the VSC. Thus, we

assume that the transportation cost of Pfizer and Moderna with trucks equipped

with freezers is higher than the cost of Janssen with trucks equipped with a refrig-

erator. Consequently, we assume that each health facility administers only one

type of vaccine to streamline the logistical and operational dynamics significantly.
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Figure 2.3 Structure of the VSC model and its flow.

This assumption mitigates the complexities and potential challenges associated

with handling different vaccines multiple vaccine types with different requirements

at a single facility, ensuring a smoother, more efficient operation. Furthermore,

adopting such a strategy aligns with potential real-world approaches that favor

specialization to facilitate the vaccination process. By focusing on a singular

vaccine type, healthcare facilities can optimize their storage and administration

protocols, minimizing potential errors and enhancing the vaccination campaign’s

overall efficiency and safety.

Incorporating disease transmission equations into our optimization model

at each time period and in each state allows us to make optimal vaccine

location-allocation decisions while taking into account their impact on disease

growth. These equations are based on agent states flow in the simulation model,

as shown in Figure 2.4. The S and I agent states represent the Susceptible and
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Figure 2.4 Disease transmission optimization modeling.

Infected populations, respectively. Individuals in state S are prone to infection and

move to Infected state I, which includes both Asymptomatic and Presymptomatic

individuals. The grey box illustrates the vaccine flow from the regional warehouse

to the state repository, denoted as Yartw, with Oa1, Oa2, and Oa3 representing the

quantities of first, second, and third doses shipped, respectively. Va1, Va2, and Va3

represent people who have received the first, second, and third (booster) doses of

different vaccine types. Furthermore, αa1, αa2, and αa3 represent the proportion of

individuals who get immunization by Va1, Va2, and Va3, respectively. Susceptible

individuals can receive vaccines and move to the Va1, Va2, and Va3 agent states.

The results for the S, I, Va1, Va2, and Va3 agent states in each state at each time

are used as inputs in the optimization model to generate vaccine center location

and allocation decisions.
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2.3.2 Model notation

The following are the notations used in the mathematical model.

Table 2.1 Sets and Indices

Symbol Description

m Index of manufacturer, m = 1, . . . ,M

r Index of potential regional warehouse sites located in region, r = 1, . . . , R

w Index of potential state repository sites located in state, w = 1, . . . ,W

h Index of health facilities, h = 1, . . . ,H

a Index of vaccine type, a = 1, . . . , A

da Index of the number of vaccine doses for each vaccine type a, da = 1, . . . , . . . Da

t Index of time, t = 1, . . . , T

Table 2.2 Parameters

Parameter Description

N Number of regional warehouses to be deployed in location r

M Number of state repositories to be deployed in location w

ϕ Percentage of capacity of warehouse

caprt Capacity of regional warehouse r at time t

capwt Capacity of state repository w at time t

Capi amt Initial capacity of manufacturer m for producing
vaccine type a at time period t

Capmax
m Maximum capacity of manufacturer m

CFrt Fixed cost of opening a regional warehouse r at time t

CFwt Fixed cost of opening a state repository w at time t

CTamrt Transportation cost per unit of vaccine type a from
manufacturer m to regional warehouse r at time t

CTarwt Transportation cost per unit of vaccine type a from
regional warehouse r to state repository w at time t

CTawht Transportation cost per unit of vaccine type a from
state repository w to health facility h at time t

CPamt Production cost of vaccine type a produced by

Continued on next page
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Table 2.2 – continued from previous page

Parameter Description
manufacturer m at time t

CHamt Holding inventory cost per unit of vaccine type a in
manufacturer m at time t

CHart Holding inventory cost per unit of vaccine type a in
regional warehouse r at time t

CHawt Holding inventory cost per unit of vaccine type a in
state repository w at time t

CCamt Cost of capacity increments of manufacturer m for
producing vaccine type a at time t

CSrt Fixed cost of switching a regional warehouse r for
other cold products at time t

CSwt Fixed cost of switching a state repository w for
other cold products at time t

EFrt Annual fixed CO2-equivalent emissions from a
regional warehouse r at time t

EFwt Annual fixed CO2-equivalent emissions from a
state repository w at time t

eamrt CO2-equivalent emissions per unit of vaccine type a
shipped between manufacturer m and regional warehouse r at time t

earwt CO2-equivalent emissions per unit of vaccine type a
shipped between regional warehouse r and state repository w at time t

eawht CO2-equivalent emissions per unit of vaccine type a
between state repository w and health facility h at time t

λwt Disease transmission rate from Swt to Iwt in state w at time t

αda
a Proportion of individuals who get immunization by the

vaccine dose da for each vaccine type a

πw The initial number of susceptible individuals in state w,
inputted from the agent-based simulation model

ϖw The initial number of infections in state w,
inputted from the agent-based simulation model

Continued on next page
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Table 2.2 – continued from previous page

Parameter Description

θdaaw The initial number of individuals who have received the
vaccine dose da for each vaccine type a in state w

βda
aw The vaccine acceptance rate of dose da for each

vaccine type a, i.e., willingness to get vaccinated, in state w

kda Number of days completed after dose da of each
vaccine type a, ki = 1, . . . , Kda

σ Specific limitation percentage of infections

2.3.3 Mathematical MIP model formulation

Our proposed model is inherently general, designed to be applicable across a wide

range of pandemic scenarios beyond COVID-19. It provides the flexibility to

handle a variety of vaccine types along with their specific dosing requirements,

an essential aspect for addressing the diverse needs of different pandemics. In

our problem formulation, we have modelled the dynamics of population infection

and vaccinated population constraints to be applicable to a range of pandemics,

not just COVID-19. The constraints for balancing susceptible, infected, and

vaccinated individuals are deliberately designed to be general. By fine-tuning

specific parameters, these constraints can be applied effectively to different

pandemic scenarios. Moreover, the model’s framework to vaccine logistics and

demand constraints is characterized by its adaptability. These aspects have been

formulated to allow for easy adjustment in response to the fluctuating conditions

of pandemics and the diverse nature of vaccines. This adaptability is crucial for

effective management of both initial and subsequent vaccine allocations, adapting
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Table 2.3 Decision Variables and Descriptions

Variable Description

Iwt Infected individuals in state w at time t.

Swt Susceptible individuals in state w at time t.

V da
awt Number of people who receive the vaccine dose da for each

vaccine type a in state w at time t.

Xrt 1 if a regional warehouse is opened in location r at time t; 0
otherwise.

Xwt 1 if a state repository is opened in location w at time t; 0
otherwise.

Zrt 1 if a regional warehouse is switched for other cold products
in location r at time t; 0 otherwise.

Zwt 1 if a state repository is switched for other cold products in
location w at time t; 0 otherwise.

Yamrt Number of vaccine type a shipped from manufacturer m to
regional warehouse r at time t.

Yarwt Number of vaccine type a shipped from regional warehouse r
to state repository w at time t.

Yawht Number of vaccine type a shipped from state repository w to
health facility h at time t.

Oda
arwt Number of vaccine dose da for each vaccine type a shipped

from regional warehouse r to state repository w at time t.

Lamt Inventory level of vaccine type a in manufacturer m at time t.

Lart Inventory level of vaccine type a in regional warehouse r at
time t.

Lawt Inventory level of vaccine type a in state repository w at time
t.

Pamt Production quantity of vaccine type a produced by
manufacturer m at time t.

Captamt Total capacity of manufacturer m for producing vaccine type
a at time period t.

Capcamt Capacity increments of manufacturer m for producing vaccine
type a at time period t.
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to the dynamic needs of pandemics where vaccine requirements and distribution

strategies can vary significantly.

In the critical endeavor to manage the pandemic effectively, a multifaceted

approach is paramount. The primary objective remains to minimize the spread of

infections across all regions, which is encapsulated in our model through Constraint

2.33. This constraint limits infections, aligning our supply chain strategies with

crucial public health goals. However, the vaccine distribution process presents

significant logistical and environmental challenges. In addressing these, our focus

extends to the entire vaccine supply chain, where operational efficiency and

environmental responsibility are crucial. From an operational perspective, the cost

objective is instrumental in streamlining processes and identifying cost-effective

strategies. Simultaneously, by minimizing CO2-equivalent emissions, our model

promotes a more environmentally responsible vaccine supply chain (VSC). This

holistic approach seeks to balance immediate public health concerns with long-term

economic and environmental sustainability. The mathematical formulation for the

optimization model is provided.
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Objective functions

minZ1 =
∑
r

∑
t

CFrtXrt +
∑
w

∑
t

CFwtXwt

+

[∑
a

∑
t

(∑
m

∑
r

CTamrtYamrt +
∑
r

∑
w

CTarwtYarwt +
∑
w

∑
h

CTawhtYawht

)]

+
∑
a

∑
m

∑
t

CPamtPamt

+

[∑
a

∑
t

(∑
m

CHamtLamt +
∑
r

CHartLart +
∑
w

CHawtLawt

)]

+
∑
a

∑
m

∑
t

CCamtCapcamt

+
∑
r

∑
t

CSrtZrt +
∑
w

∑
t

CSwtZwt (2.1)

The objective function 2.1 aims to minimize the total supply chain costs.

Specifically, the first and second terms in the objective function represent the

total fixed costs of opening regional warehouses and state repositories, respectively.

The following three terms represent the shipping costs of vaccines among different

echelons of the vaccine network. The following four terms represent the production

and inventory costs in the manufacturer, regional warehouse, and state warehouse.

Subsequently, costs associated with capacity increments of the manufacturer and

switching the regional and state warehouses are formulated. Finally, the last term

is associated with vehicle costs, including fixed and transportation costs.

minZ2 =
∑
r

∑
t

EFrtXrt +
∑
w

∑
t

EFwtXwt

+

[∑
a

∑
t

(∑
m

∑
r

eamrtYamrt +
∑
r

∑
w

earwtYarwt +
∑
w

∑
h

eawhtYawht

)]
(2.2)
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The objective function 2.2 aims to minimize the environmental impacts

of the logistics chain network. Specifically, the first two terms represent the

fixed CO2-equivalent emissions from a regional warehouse and a state repository,

respectively. The next three terms represent the total global warming impacts of

vaccine transportation between the manufacturer and regional warehouse, regional

warehouses and state repositories, and state repositories and health facilities.

Network constraints ∑
t

∑
r

Xrt ≤ N (2.3)

Constraint 2.3 imposes a total budget of N regional warehouses.∑
t

∑
w

Xwt ≤ M (2.4)

Constraint 2.4 imposes a total budget of M state repositories.∑
w

Yarwt ≤
∑
m

Yamrt ∀a ∈ A, r ∈ R, t ∈ T (2.5)

Constraint 2.5 ensures that the quantity of vaccine transferred from a regional

warehouse to a state repository does not exceed the amount transferred from a

manufacturer to the regional warehouse.∑
h

Yawht ≤
∑
r

Yarwt ∀a ∈ A,w ∈ W, t ∈ T (2.6)

Constraint 2.6 enforces the constraint that the number of vaccines dispatched

from a state repository to a health facility must not exceed the number of vaccines

dispatched from a regional warehouse to the corresponding state repository.∑
a

∑
m

Yamrt +
∑
a

Lart ≤ caprt

t∑
j=1

Xrj ∀r ∈ R, t ∈ T (2.7)

Constraint 2.7 indicates that if a potential location is not opened for a regional

warehouse, there will be no flow of vaccines. Additionally, the total vaccines

transferred from the manufacturer to this regional warehouse, plus its held stock,

must not exceed the regional warehouse’s capacity at time t.
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∑
a

∑
r

Yarwt +
∑
a

Lawt ≤ capwt

t∑
j=1

Xwj ∀w ∈ W, t ∈ T (2.8)

Constraint 2.8 states that if a potential location is not opened for a state repository,

then there is no vaccine flow, but if it is opened, the total vaccines transferred from

the regional warehouse to this state repository and its current inventory cannot

exceed its capacity at period t.

Inventory constraints

Lamt = Lam,t−1 + Pamt −
∑
r

Yamrt ∀a ∈ A,m ∈ M, t ∈ T (2.9)

Lart = Lar,t−1 +
∑
m

Yamrt −
∑
w

Yarwt ∀a ∈ A, r ∈ R, t ∈ T (2.10)

Lawt = Law,t−1 +
∑
r

Yarwt −
∑
h

Yawht ∀a ∈ A,w ∈ W, t ∈ T (2.11)

Constraints 2.9-2.11 imply inventory balance in each manufacturer, regional

warehouse, and state repository, respectively.

Lamt ≤
∑
r

Yamrt ∀a ∈ A,m ∈ M, t ∈ T (2.12)

Lart ≤
∑
w

Yarwt ∀a ∈ A, r ∈ R, t ∈ T (2.13)

Lawt ≤
∑
h

Yawht ∀a ∈ A,w ∈ W, t ∈ T (2.14)

Constraints 2.12-2.14 indicate that the inventory policy at the manufacturer,

regional warehouse, and state repository are made based on the limited shelf-life

of the vaccines.

Capacity expansion constraints

Captamt = Capiamt +
t∑

j=1

Capcamj ∀a ∈ A,m ∈ M, t ∈ T (2.15)

∑
a

∑
t

Capcamt ≤ Capmax
m ∀m ∈ M (2.16)

Pamt + Iamt ≤ Captamt ∀a ∈ A,m ∈ M, t ∈ T (2.17)
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Constraint 2.15 calculates the total capacity of the manufacturer, which includes

the initial capacity and the capacity increments for producing more vaccines. The

increment capacity of manufacturing is constrained by constraint 2.16, which

means that each manufacturing process cannot exceed its maximum capacity

at each time. Constraint 2.17 ensures that the inventory level and production

quantity of vaccines produced at each time do not exceed the total capacity of the

manufacturer in that period.

Switching warehouses constraints

Zrt ≤
t−1∑
j=1

Xrj ∀r ∈ R, t ∈ {2, 3, . . . , T} (2.18)

Zwt ≤
t−1∑
j=1

Xwj ∀w ∈ W, t ∈ {2, 3, . . . , T} (2.19)∑
t

Xrt ≤ 1 ∀r ∈ R (2.20)∑
t

Xwt ≤ 1 ∀w ∈ W (2.21)

Constraints 2.18 and 2.19 stipulate that a regional warehouse and a state repository

can only be switched at each period if they have already been opened earlier.

Constraints 2.20 and 2.21 ensure that a regional warehouse and a state repository

can only be opened once during the planning horizon, respectively.

Conditional constraints related to switching warehouses∑
a

∑
m

Yamrt ≤ (1− Zrt)caprt ∀r ∈ R, t ∈ T (2.22)∑
a

∑
r

Yarwt ≤ (1− Zwt)capwt ∀w ∈ W, t ∈ T (2.23)(∑
a

∑
m

Yamrt

caprt

)
+ Zrt ≥

t∑
j

Xrjϕ ∀r ∈ R, t ∈ T (2.24)(∑
a

∑
r

Yarwt

capwt

)
+ Zwt ≥

t∑
j

Xwjϕ ∀w ∈ W, t ∈ T (2.25)
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Constraints 2.22-2.25 address the conditions for switching the regional warehouse

and state repository for other cold products. Specifically, constraints 2.22 and

2.23 ensure that no vaccines should be shipped to the regional or state warehouses

if they are switched. Constraints 2.24 and 2.25 ensure that if the regional or

state warehouses are established, they can be switched, or the vaccines should be

shipped at more than ϕ percent of their capacity.

Population Infection Dynamics and Vaccinated Population Constraints∑
w

Yarwt =
∑
w

(∑
da

Oda
arwt

)
∀a ∈ A, r ∈ R, t ∈ T (2.26)

Constraint 2.26 indicates the vaccine dose da for each shipment from regional

warehouse r to state repository w.

Sw1 = πw, Iw1 = ωw, V da
aw1 = θdaaw ∀da ∈ Da st. a ∈ A (2.27)

Constraint 2.27 displays the initial number of susceptible individuals and infections

obtained from the real dataset, as well as the initial number of individuals who

have received the vaccine dose da for each vaccine type a.

Sw,t = Sw,t−1−λw,tSw,t−
∑
a

∑
r

O1
arwtα

1
a ∀da = 1 st. a ∈ A,w ∈ W, t ∈ 1, 2, . . .

(2.28)

Iw,t = Iw,t−1 + λw,tSw,t −
∑
a

∑
da

∑
r

Oda
arwtα

da
a ∀w ∈ W, t ∈ 1, 2, . . . (2.29)

Constraints 2.28 and 2.29 represent the number of susceptible individuals and the

number of infected individuals, respectively. Specifically, the number of susceptible

individuals in state w at time t equals the number of susceptible individuals from

the previous period minus the number of infected individuals in state w at period

t and minus the number of susceptible individuals who have received the vaccine

dose da for each vaccine type a in state w at period t. Constraint 2.29 shows

that the number of infected individuals in state w at time t equals the number of
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infected individuals from the previous stage plus newly infected individuals minus

the number of individuals saved by the vaccine doses.

V da
awt = V da

awt−1 +
∑
r

Oda
arwt −

∑
r

(
Da∑

da+1

Oda
arwt

)

∀a ∈ A, da ∈ Da st. a ∈ A,w ∈ W, t ∈ 1, 2, . . . (2.30)

Constraint 2.30 indicates that the number of individuals who receive the

vaccine dose da for each vaccine type a in state w at time t is equal to the number

of individuals who received the vaccine dose da for each vaccine type a in state w

from the previous stage, plus the newly vaccinated people with the vaccine dose

da, minus the number of people who have received the next dose(s) of vaccine type

a.

Vaccine logistics and demand constraints∑
r

O1
arwt ≥ Swtβ

da
aw ∀a ∈ A, da = 1 St. a ∈ A,w ∈ W, t ∈ T (2.31)

βda
aw

∑
r

Oda−1
arw,t−kda

≤
∑
r

Oda
arwt ≤

∑
r

Oda−1
arw,t−kda

∀a ∈ A, da ∈ {2, . . . , Da} St. a ∈ A,w ∈ W, t ∈ {kda + 1, . . . , T}

(2.32)

Constraint 2.31 ensures that the total number of first doses of vaccine type i

shipped from regional warehouse r to state repository w at time t is greater than

or equal to the number of people willing to be vaccinated. Constraint 2.32 ensures

that the total number of next doses da of vaccine type a is greater than or equal

to the lower bound of the number of people willing to be vaccinated but smaller

than or equal to the previous dose da−1 shipped from regional warehouse r to state

repository w at time t− kda , (kda days before the dose da).

Iwt ≤ σtSwt ∀w ∈ W, t ∈ T (2.33)
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Constraint 2.33 is designed to align the VSC strategy with public health goals

during the pandemic. It imposes a limit on the number of infections that can

occur. Specifically, it ensures that the total number of infections across all regions

during the planning horizon does not exceed a certain threshold for newly infected

individuals.

Xrt, Xwt, Zrt, Zwt ∈ {0, 1} (2.34)

Yamrt, Yarwt, Yawht, Lamt, Lart, Lawt, Pamt, Captamt, Capcamt, Iwt, Swt ≥ 0 (2.35)

V da
aw,t+1, O

da
arwt ≥ 0 (2.36)

Constraints 2.34- 2.36 define the domain of all decision variables.

2.3.4 Solution method

Various methods have been employed in generating Pareto solutions for multi-

objective optimization models, including Lp-metrics, lexicographic, weighted

sum, goal programming, and ε-constraint [62, 63]. The augmented ε-constraint

method—an improved version of the ε-constraint method—is a commonly used

technique to solve multi-objective optimization problems. This method allows

the user to easily explore the trade-offs between the different objectives, by

varying the value of the constraint and observing how the optimal solution changes

[64, 65]. Furthermore, it can handle a wide range of problem types, including

linear, nonlinear, and mixed-integer optimization problems [66]. Thus, in this

research, we utilized the augmented ε-constraint, to obtain optimal solutions

for the proposed VSC optimization model. There are several reasons why this

approach is suitable for the proposed VSC optimization model. Firstly, while

weighted approaches only generate extra efficient solutions for linear problems,

the augmented ε-constraint approach generates non-extreme efficient solutions.
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Secondly, it can be time-consuming to determine the best weights to utilize goal

programming. Lastly, it is a posterior method that can obtain the exact Pareto

set for multi-objective integer programming problems, provided the step size is

appropriately selected [67]. As traditional ε-constraint approaches have some

limitations, which are partially addressed in improved versions of the method [66],

we chose to implement the augmented ε-constraint method in this study.

The primary concept of this approach is to select one of the objective

functions as a constraint while optimizing the remaining objective functions. The

method aims to calculate the Payoff Table in lexicographic order. The augmented

ε-constraint approach addresses several issues of the traditional ε-constraint

method. One advantage of this method over the traditional ε-constraint approach

is that it solves the problem with a more logical number of iterations than the

ε-constraint approach, making it more computationally efficient [64, 65]. The

general form of the augmented ε-constraint is as follows:

Z(k)(x) + s(k) = ε(k) ∀k ̸= j

ε(k) = Zmax
k (x)−

(
Zmax

k (x)− Zmin
k (x)

q(k)

)
n(k) ∀k ̸= j

x ∈ X, s(k) ∈ R+ (2.37)

Where sk is the value of the covariate variable related to the constraint

of the objective function k, and qk and nk are interval and iteration parameters

corresponding to the k-th objective function, respectively.

Our solution method using the augmented ε-constraint approach, proceeds

as follows:

• Step 1: We begin by selecting one of the objective functions as the main
objective function. In our case, we chose the first objective function (Z1),

40



which is to minimize the total costs of VSC while applying additional
constraints to the secondary objective (Z2).

• Step 2: The problem is solved for each objective function as a single
objective each time, determining both optimum values of each objective
function and its worst values. The worst value of the objective function
is achieved by changing the minimization to maximization and vice versa for
each function.

• Step 3: We then divide the range between the optimal values of the
secondary objective functions into a certain number of sections. A table
of ε values (ε2, ε3, ...) is created based on these divisions.

• Step 4: For each iteration, the problem is solved by focusing on the primary
objective while applying one of the ε values (ε2, ..., εk).

• Step 5: The optimal Pareto solutions are then obtained and presented.

The augmented ε-constraint method efficiently generates non-dominated

solutions, effectively overcoming the limitations of the simple ε-constraint method.

This approach ensures our optimization model comprehensively addresses its

multi-objective nature, producing solutions that are cost-effective and environ-

mentally sustainable.

2.3.5 Simulation-optimization model

We propose a simulation-optimization modeling framework to address the

challenges associated with COVID-19 vaccination facility location and vaccine

allocation. Firstly, we extend Covasim, an agent-based model of COVID-19, and

integrate it with a proposed VSC model. The VSC and agent-based simulation

models interact iteratively in a loop with forward and backward in the planning

horizon. The loop of the simulation-optimization model is shown in Figure 2.5.

It is an ongoing loop where outputs from one model continually serve as inputs

to the other, refining the results with each iteration. The primary objective
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behind this iterative approach is to harmonize the vaccination strategy with the

ever-evolving progression of the disease. In our simulation-optimization

framework, the ’forward’ process involves the Covasim agent-based model

forecasting the number of susceptible and infected individuals, which then serves

as input for the optimization model. The ’backward’ process, on the other hand,

is the feedback mechanism where the optimization model’s vaccine allocation

results are used to refine the simulation’s future disease progression predictions.

This iterative forward-backward interaction enhances the model’s responsiveness

to changing pandemic dynamics, ensuring that vaccine allocation strategies are

continuously optimized based on the most current data.

Figure 2.5 Loop of simulation-optimization model.

The integrated modeling framework runs in a loop, where the simulation

model forecasts disease transmission inputs. Constraint 2.27 sets the initial
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parameters, including the number of susceptible individuals and infections, as

well as the initial number of individuals who have received the vaccine dose

for each vaccine type, which are obtained from real datasets. Specifically, the

simulation model uses these initial parameters to forecast the number of susceptible

and infected individuals for each state in the current planning horizon. These

forecasted numbers are then imported into the proposed VSC model. Unlike

traditional models that rely merely on static parameters, our VSC model adapts to

dynamic updates about disease progression and vaccination coverage. Subsequent

parameters for the VSC model are determined by this iterative interaction between

the simulation and VSC models, allowing the system to respond to evolving

scenarios.

The VSC model incorporates potential locations for regional and state

warehouses, vaccine capacity for each warehouse, and switching the established

warehouses for other cold products. The VSC model then generates optimal

vaccine location and allocation decisions while minimizing total costs and environ-

mental impacts throughout the planning horizon. The VSC model outputs include

the number of people who are expected to be vaccinated with the first dose, second

dose, and booster shots in each state for each future period. These outputs are then

fed back into the Covasim simulation model to estimate the number of susceptible

and infected individuals for subsequent periods.

2.4 Results

We implemented the simulation-optimization framework proposed in Subsection

2.3.5 to address the challenges of COVID-19 vaccination facility location and

vaccine allocation in the US. Specifically, we applied the agent-based simulation
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to each state separately to fine-tune disease dynamics and integrated it with the

VSC optimization model, which was applied to all states and healthcare facilities

simultaneously to generate the optimal regional and state warehouse locations and

vaccine allocation decisions. After solving the VSC model, we used the obtained

results as inputs for the simulation model. The vaccination schedule incorporated

the first, second, and booster shots for the Pfizer and Moderna vaccines and

the first and booster shots for the Janssen vaccine. The model was solved for

a six-month planning horizon from January 4, 2021, to June 7, 2021.

We first present a detailed case study of the simulation optimization

framework proposed for resource allocation in COVID-19 vaccination. In

Subsection 2.4.1, the COVID-19 vaccine case study in the US is presented. In

Section 2.4.2, we present the validation results of the simulation-optimization

model. Further, in Section 2.4.3, pareto solutions of VSC model is provided. In

Section 2.4.4, we consider location decisions for vaccination centers based on

real-world COVID-19 infection data in the relevant states and regions, which we

will describe later. In section 2.4.5, the distribution of various types of vaccines

to regional warehouses and state repositories across the US is discussed.

2.4.1 Case study

We applied the proposed model to all 51 states (the 50 states plus the District

of Columbia) in the United States. Each period in the model represents a 14-day

period, which corresponds to a six-month timeframe. We solved the model for 12

periods, a planning horizon from January 4, 2021, to June 7, 2021. We consider

10 Department of Health and Human Services (DHHS) regions listed [53].
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• Region 1: Boston (Connecticut, Maine, Massachusetts, New Hampshire,

Rhode Island, and Vermont);

• Region 2: New York (New Jersey, New York, and Puerto Rico);

• Region 3: Philadelphia (Delaware, District of Columbia, Maryland,
Pennsylvania, Virginia, and West Virginia);

• Region 4: Atlanta (Alabama, Florida, Georgia, Kentucky, Mississippi, North
Carolina, South Carolina, and Tennessee);

• Region 5: Chicago (Illinois, Indiana, Michigan, Minnesota, Ohio, and
Wisconsin);

• Region 6: Dallas (Arkansas, Louisiana, New Mexico, Oklahoma, and Texas);

• Region 7: Kansas City (Iowa, Kansas, Missouri, and Nebraska);

• Region 8: Denver (Colorado, Montana, North Dakota, South Dakota, Utah,
and Wyoming);

• Region 9: San Francisco (Arizona, California, Hawaii, Nevada);

• Region 10: Seattle (Alaska, Idaho, Oregon, and Washington).

We have selected the representative cities in the DHHS regions as candidate

locations for regional warehouses [53]. The candidate locations for regional

warehouses are Boston, New York City, Philadelphia, Atlanta, Chicago, Dallas,

Kansas City, Denver, San Francisco, and Seattle. We have also pre-defined the

locations of vaccine manufacturers in three main regions in the US, including

Kalamazoo, Waltham, and Bloomington. For the state repository, we have

considered one for each of the 51 states (the 50 states plus the District of

Columbia). However, due to differences in population size, certain states, such

as California, Texas, Florida, and New York, require more potential locations for

state repositories. Therefore, we have made 75 potential locations available for the
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establishment of state repositories, from which we will choose 51 by solving the

optimization model. In addition, we have selected H = 200 healthcare facilities

from the 500 most populated cities in the United States. Table 1 shows the number

of potential manufacturers, regional warehouses, state repositories, and healthcare

facilities and the total number of those selected via solving the model. Notably,

the number of manufacturers and healthcare facilities is pre-defined and fixed.

We consider three types of COVID-19 vaccines, namely Pfizer, Moderna, and

Janssen, with production costs of $1.18, $2.85, and $0.98 per dose, respectively

[68]. The fixed opening cost for establishing a regional warehouse and a state

repository is estimated as 10,000 times the local unit warehouse rental price per

square foot [53].

Table 2.4 The Number of Potential Warehouses and Repositories

Category
Potential
Numbers

Selected
Numbers

Manufacturer 3 -

Regional Warehouse 10 6

State Repository 75 51

Healthcare Facility 200 -

It is noteworthy that the remaining cost parameters are adjusted by utilizing

the relative cost of living index of the respective locations to account for the

fluctuations in costs due to geographical location. In this research, the cost of

living indexes obtained from World Population Review [69] are normalized by

dividing them by the cost of living index at the base location (New Jersey). The

unit inventory costs, CHamt, CHart, CHawt, are calculated by summing up the low-

temperature inventory costs and energy costs of common refrigerators for storing
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vaccines, which are equal to 0.00008 multiplied by the relative cost of living index

for 2022 at each state location. The unit transportation costs, CTamrt, CTarwt,

CTawht, are estimated as 3 per mile multiplied by the distance traveled in miles

divided by 230, 400, assuming that each truck can carry an average of 230, 400

vaccine doses [53]. It is worth mentioning that we consider different transportation

costs for different types of vaccines due to different cold storage requirements.

Specifically, Pfizer and Moderna vaccines require ”minus 70 degrees Celsius” and

”minus 20 degrees Celsius” as the storage temperature, respectively [70]. Thus, for

Pfizer and Moderna, the unit transportation cost is set to 3 per mile [53], as both

are considered ultra-cold vaccines. For the Janssen vaccine, we assume the unit

transportation cost is 2 per mile, as it should be transported using refrigerated

trucks, not freezer trucks. We then adjust the transportation costs using the

cost-of-living index.

The sustainability parameters (EFrt, EFwt) are determined by considering

the base annual GHG emissions of each regional warehouse and state repository,

which is 112 tons of CO2-equivalent emissions, and volume-dependent GHG

emissions following the function gr(Qr) = 11.1Q0.76
r tons of CO2-equivalent

emissions [56]. For long-haul trucks, the GHG emissions per kilometer are set at

6.3 kilograms [56]. Therefore, CO2-equivalent emissions per unit of each vaccine

type shipped (eamrt, earwt, eawht) are calculated by multiplying 10.08 per mile with

the distance traveled in miles, divided by 230400.

Regarding the Covasim model parameters, we independently estimate the

parameters for each state using historical data on new cases and deaths obtained

from the CDC [71, 72]. We collect the population data for each state from the U.S.

Census Bureau [73] and gather the number of initial susceptible individuals and
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infections from JHU [74]. We make the assumption that the vaccine acceptance

rate is the same for each state in the US. Moreover, we set the disease transmission

rate (λw,t) to the default value of 0.16 in the Covasim model.

2.4.2 Model validation

In this section, we present the validation results of the simulation-optimization

model. The purpose of this validation is to compare the predicted and actual

number of new infections, which serves as a key input in the optimization of

vaccine supply chain decisions. This comparison is crucial because the predicted

infections (the output from the simulation), directly feed into our optimization

model. It plays a key role in the optimization of vaccine supply chain decisions,

especially in the allocation of vaccines to each state. By ensuring the accuracy

of infection predictions, we can enhance the reliability of our vaccine distribution

strategies, making the model’s recommendations more effective and aligned with

real-world scenarios.

To adhere to political and fairness considerations, the administration set

up at least one vaccination repository center per state in the United States [51].

Thus, we used these actual vaccination repository center locations in our model

for validation. The number of state repositories in our model is 51, which includes

the 50 states plus the District of Columbia, one location in each state. The VSC

model also determined the number of vaccines for each vaccine type allocated to

each state and used these values as inputs in the Covasim model. We present the

number of estimated infections over a 12-planning horizon, equal to six months,

and compare it with the actual outbreak data. The results for the first 6 states
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are displayed in Figure 2.6, and the validation results for the remaining 45 states

of the US are presented in Appendix 5.2.

Figure 2.6 Model validation against real outbreak data in the US.

The simulation-optimization model described is validated by comparing the

estimated number of new infections with the real outbreak data. The model starts

from zero infections at the beginning of the simulation, while the real data is in
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the middle of the pandemic. As a result, the model estimated a slightly higher

number of infections at the start of the simulation and a lower estimated number

in later periods. The fit between the estimated and actual data is visually good,

as shown in Figure 2.6. The results presented in Table 2.5 and Figure 2.6 indicate

that the proposed model provides similar predictions to the real data for 51 states

in the US over the six-month planning horizon.

Table 2.5 Statistical Analysis Comparing Predicted New Infections and Real
Outbreak Data in the US

State Mean Outbreak Mean Predicted

Alabama 475070 475597

Alaska 58137 58169

Arizona 766964 767978

Arkansas 303706 303717

California 3319879 3351343

Colorado 435048 426561

Connecticut 279355 279556

Delaware 86073 86042

Florida 1882215 1889920

Georgia 779948 780051

Hawaii 27572 27614

Idaho 169741 169820

Illinois 1185842 1193317

Indiana 651356 649848

Iowa 332826 332840

Kansas 283769 283700

Continued on next page
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Table 2.5 continued from previous page

State Mean Outbreak Mean Predicted

Kentucky 386087 386907

Louisiana 412591 416294

Maine 871037 871573

Maryland 380477 380893

Massachusetts 538426 543518

Michigan 719166 719940

Minnesota 500731 501106

Mississippi 282192 280127

Missouri 544779 545749

Montana 98567 99039

Nebraska 197603 196445

Nevada 282299 284184

New Hampshire 639120 637146

New Jersey 796630 797185

New Mexico 179640 180752

New York 1616936 1618842

North Carolina 821595 816546

North Dakota 100728 100241

Ohio 940829 943579

Oklahoma 401052 403741

Oregon 155757 157271

Pennsylvania 936863 936917

Rhode Island 119786 118652

Continued on next page
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Table 2.5 continued from previous page

State Mean Outbreak Mean Predicted

South Carolina 487090 481761

South Dakota 112849 113014

Tennessee 755650 749500

Texas 2512873 2539931

Utah 358158 361723

Vermont 16119 15706

Virginia 550525 552248

Washington 340714 343491

West Virginia 128921 127293

Wisconsin 608739 605713

Wyoming 53471 53841

District of Columbia 40373 40434

2.4.3 Pareto solutions of VSC model

The VSC model is solved using a single objective function through the augmented

ε-constraint approach. As mentioned earlier, the results of the VSC model are

Pareto optimal solutions that represent a set of points on the Pareto frontier. The

values of the objective functions, which include the economic and environmental

objectives, are presented in Table 2.6. The augmented ε-constraint method

produced five efficient Pareto solutions. It should be noted that the first Pareto

solution is utilized for showcasing the outcomes and discussion.

The trade-off between the total costs and emissions is depicted in Figure

2.7, which displays the Pareto frontier curve. It shows that there is a trade-off

between the two objectives, such that a decrease in the second objective results in
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Table 2.6 The Values of the Pareto Points of Augmented ε-constraint Approach

Pareto solution Objective 1 (Billion $) Objective 2 (Thousand Tone)

1 5.78 337

2 5.87 335

3 5.90 333

4 6.07 331

5 6.57 329

an increase in the cost objective and vice versa. Therefore, if the decision-makers

prioritize sustainability, higher costs are incurred in the VSC since costs increase

when emissions decrease. This finding is a significant contribution of our model,

as it equips decision-makers with the necessary insights to make better-informed

decisions that enhance the sustainability of the VSCs.

Figure 2.7 Pareto solutions of VSC model by augmented ε-constraint approach.
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2.4.4 Warehouse location decisions

In this subsection, we present the results of the modeling framework developed

in this research, specifically the location and allocation decisions of the regional

warehouse and state repository. Our focus is primarily on the location decisions, as

these need to be made immediately, in contrast to the vaccine allocation decisions,

which can be revised over time as more information becomes available. To be more

precise, we consider N = 6 regional warehouses as candidate locations out of the

10 main regions in the United States. Additionally, we set the number of state

repositories to 51, one per state in the United States.

Figure 2.8 Regional warehouse and State repository locations in the US.

Figure 2.8 presents the locations of the regional warehouse and state

repository locations across the United States, as determined by the optimization
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model. From Figure 2.8, out of 10 candidate locations, the model selected six

regional warehouses as the optimal solution. All of these warehouses are located in

regions with high population density and high infection rates, as seen in the map.

Figure 2.8 shows that the regional warehouses are allocated in Massachusetts,

Wisconsin, Georgia, Texas, California, and Washington. Moreover, the model

allocated one repository site per state (total 51 sites) out of 75 potential candidate

locations, as designed, one repository location in each state.

In Figure 2.9, the vaccine shipments from the selected regional warehouses

to the selected state repositories are shown. From Figure 2.9, the proposed model

locates the regional warehouses in Massachusetts, Texas, Illinois, and California

states, which is the same decision the government has taken in the real situation.

It is important to note that vaccine distribution decisions may be influenced by

transportation costs and environmental impacts. As shown in Figures 2.8 and 2.9,

the distance between the regional warehouse and the state repository is the primary

factor in selecting their respective locations. Therefore, the proposed model selects

the state repository geographically closest to the designated regional warehouse to

minimize transportation costs and mitigate the negative environmental effects of

global warming.

2.4.5 Warehouse allocation decisions

Table 2.7 shows the allocation of vaccines to each state repository, including the

number of first, second, and booster doses for Pfizer and Moderna and first and

booster doses for Janssen, as well as the total number of vaccines allocated to

each state. It is worth noting that the findings are expressed in units of 100,000

vaccine doses to improve readability. In Table 2.8, the vaccination proportions in
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each state are presented and compared to their population shares. The columns in

Table 2.8 display the state name, population, vaccination proportion in each state

with respect to all states, and the percentage difference between the population

and vaccination proportions.

Figure 2.9 Vaccine shipments from the regional warehouses to selected state
repositories.

Figure 2.10 presents the total proportion of vaccines for the three types of

vaccines in the US based on the optimal solution. As demonstrated in Table

2.7 and Figure 2.10, when there are no logistic or economic limitations on the

vaccine allocation strategy, vaccine efficacy becomes the primary consideration

for administering and distributing the vaccine. Therefore, based on the results,

Pfizer vaccines have a higher priority for allocation to the states compared

to Moderna and Janssen. Furthermore, from Table 5, the vaccine allocation

percentage is almost the same as the population percentage. For example,
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Alabama and Delaware receive 1.6% and 0.3% of the total administered vaccines,

respectively, which are equivalent to their population percentages. This is because

all individuals who are willing to receive the vaccine doses get vaccinated when

the vaccine supply is sufficient to meet the vaccination needs. It is worth noting

that we assumed the same vaccine acceptance rate in each state in the US.

One interesting finding is that the difference between the population and

vaccination proportions becomes more significant for the most populous states. For

instance, Texas, California, and New York have about a 0.2% difference between

their vaccine allocation proportions and population proportions. This is because

the total number of vaccines allocated is still insufficient to meet the vaccination

needs of individuals in these states.
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Table 2.7 Vaccine Allocation to State Repository in the US

State First

Dose

Pfizer

Second

Dose

Pfizer

Booster

Dose

Pfizer

First

Dose

Moderna

Second

Dose

Moderna

Booster

Dose

Moderna

First

Dose

Janssen

Booster

Dose

Janssen

Total

Vaccine

Dose

Alabama 8.22 6.85 0 7.35 5.65 0 1.48 0 29.56

Alaska 3.00 2.38 0 2.55 1.96 0 0.32 0 5.62

Arizona 11.71 9.76 0 10.46 8.05 0 2.14 0 42.11

Arkansas 4.99 4.16 0 4.41 3.39 0 0.85 0 17.81

California 65.05 54.21 0 58.31 44.85 0 11.45 0 228.50

Colorado 9.08 7.56 0 8.05 6.19 0 1.37 0 32.25

Connecticut 6.22 5.18 0 5.49 4.22 0 1.08 0 22.19

Delaware 1.70 1.42 0 1.44 1.11 0 0.27 0 5.94

Florida 36.51 30.43 0 32.91 25.31 0 7.36 0 127.36

Georgia 16.86 14.05 0 15.05 11.57 0 2.90 0 60.44

Hawaii 2.50 2.09 0 2.17 1.67 0 0.42 0 8.85

Idaho 2.80 2.33 0 2.43 1.87 0 0.48 0 9.90

Illinois 16.88 14.07 0 15.08 11.60 0 2.92 0 60.55

Indiana 10.74 8.95 0 9.53 7.33 0 1.62 0 38.17
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State First

Dose

Pfizer

Second

Dose

Pfizer

Booster

Dose

Pfizer

First

Dose

Moderna

Second

Dose

Moderna

Booster

Dose

Moderna

First

Dose

Janssen

Booster

Dose

Janssen

Total

Vaccine

Dose

Iowa 5.23 4.36 0 4.64 3.57 0 0.89 0 18.70

Kansas 4.79 3.99 0 4.23 3.25 0 0.80 0 17.06

Kentucky 7.60 6.34 0 6.74 5.19 0 1.41 0 27.27

Louisiana 8.31 6.93 0 7.44 5.72 0 1.93 0 30.34

Maine 2.45 2.05 0 2.17 1.67 0 0.49 0 8.83

Maryland 10.18 8.48 0 9.06 6.97 0 1.79 0 36.48

Massachusetts 12.52 10.43 0 11.31 8.70 0 2.87 0 41.21

Michigan 16.83 14.03 0 15.09 11.60 0 3.00 0 60.55

Minnesota 9.24 7.70 0 8.26 6.35 0 1.63 0 33.19

Mississippi 4.68 3.90 0 4.06 3.12 0 0.49 0 16.25

Missouri 10.30 8.59 0 9.22 7.09 0 1.90 0 37.11

Montana 1.90 1.59 0 1.66 1.28 0 0.38 0 6.81

Nebraska 3.03 2.52 0 2.62 2.02 0 0.34 0 10.54

Nevada 5.17 4.31 0 4.64 3.57 0 1.15 0 18.84
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State First

Dose

Pfizer

Second

Dose

Pfizer

Booster

Dose

Pfizer

First

Dose

Moderna

Second

Dose

Moderna

Booster

Dose

Moderna

First

Dose

Janssen

Booster

Dose

Janssen

Total

Vaccine

Dose

New

Hampshire

2.09 1.74 0 1.78 1.37 0 0.07 0 7.06

New Jersey 15.00 12.50 0 12.54 9.64 0 2.65 0 52.32

New Mexico 3.73 3.11 0 4.17 3.21 0 0.78 0 15.01

New York 19.22 16.02 0 17.26 13.28 0 3.57 0 106.76

North

Carolina

16.25 13.54 0 14.38 11.06 0 2.05 0 57.28

North Dakota 1.24 1.04 0 1.07 0.82 0 0.14 0 4.31

Ohio 19.89 16.57 0 17.83 13.71 0 3.79 0 71.78

Oklahoma 6.86 5.71 0 6.14 4.72 0 1.55 0 24.97

Oregon 7.24 6.04 0 6.46 4.97 0 1.45 0 26.16

Pennsylvania 19.18 15.98 0 17.15 13.19 0 3.29 0 68.79

Rhode Island 1.71 1.42 0 1.47 1.13 0 0.13 0 5.85

South

Carolina

7.62 6.35 0 6.61 5.09 0 0.53 0 26.20

6
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State First

Dose

Pfizer

Second

Dose

Pfizer

Booster

Dose

Pfizer

First

Dose

Moderna

Second

Dose

Moderna

Booster

Dose

Moderna

First

Dose

Janssen

Booster

Dose

Janssen

Total

Vaccine

Dose

South Dakota 1.50 1.25 0 1.29 1.00 0 0.27 0 5.31

Tennessee 10.29 8.58 0 8.98 6.90 0 0.87 0 35.62

Texas 44.11 36.76 0 39.45 30.35 0 7.33 0 158.00

Utah 5.17 4.31 0 4.69 3.60 0 1.39 0 19.16

Vermont 1.14 0.95 0 0.92 0.71 0 0.12 0 3.84

Virginia 14.40 12.00 0 12.89 9.92 0 2.71 0 46.82

Washington 12.78 10.65 0 11.48 8.83 0 2.58 0 46.31

West Virginia 2.96 2.47 0 2.56 1.97 0 0.27 0 10.23

Wisconsin 9.33 7.77 0 8.24 6.34 0 1.16 0 32.83

Wyoming 1.10 0.92 0 0.93 0.71 0 0.23 0 3.88

Columbia Dist 1.32 1.10 0 1.11 0.85 0 0.22 0 4.60

Total 522.60 435.41 0 465.75 358.27 0 90.89 0 1885.50

6
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Table 2.8 Vaccination Proportions of Each State Repository in the US

State Population Vaccine Proportion Difference

(%) (%) (%)

Alabama 1.6 1.6 0

Alaska 0.2 0.3 0.1

Arizona 2.2 2.2 0

Arkansas 0.9 0.9 0

California 12.2 12 -0.2

Colorado 1.7 1.7 0

Connecticut 1.2 1.3 0.1

Delaware 0.3 0.3 0

Florida 6.8 6.7 -0.1

Georgia 3.2 3.2 0

Hawaii 0.5 0.5 0

Idaho 0.5 0.5 0

Illinois 3.4 3.2 -0.2

Indiana 2 2 0

Continued on next page
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Table 2.8 continued from previous page

State Population Vaccine Proportion Difference

(%) (%) (%)

Iowa 1 1 0

Kansas 0.9 0.9 0

Kentucky 1.4 1.4 0

Louisiana 1.5 1.5 0

Maine 0.5 0.5 0

Maryland 1.9 1.9 0

Massachusetts 2.1 2.2 0.1

Michigan 3.2 3.2 0

Minnesota 1.8 1.8 0

Mississippi 0.9 0.9 0

Missouri 1.9 1.9 0

Montana 0.3 0.4 0.1

Nebraska 0.6 0.6 0

Nevada 1 1 0

Continued on next page
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Table 2.8 continued from previous page

State Population Vaccine Proportion Difference

(%) (%) (%)

New Hampshire 0.4 0.4 0

New Jersey 2.8 2.8 0

New Mexico 0.7 0.8 0.1

New York 5.9 5.7 -0.2

North Carolina 3 3.1 0.1

North Dakota 0.2 0.2 0

Ohio 3.6 3.7 0.1

Oklahoma 1.3 1.3 0

Oregon 1.3 1.4 0.1

Pennsylvania 3.7 3.7 0

Rhode Island 0.3 0.3 0

South Carolina 1.4 1.4 0

South Dakota 0.3 0.3 0

Tennessee 2 2 0

Continued on next page
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Table 2.8 continued from previous page

State Population Vaccine Proportion Difference

(%) (%) (%)

Texas 8.6 8.4 -0.2

Utah 1 1 0

Vermont 0.2 0.2 0

Virginia 2.5 2.5 0

Washington 2.4 2.4 0

West Virginia 0.5 0.5 0

Wisconsin 1.8 1.8 0

Wyoming 0.2 0.2 0

District of Columbia 0.2 0.3 0.1

The data presented in Figure 2.10 reveals that the number of second doses

for Pfizer and Moderna vaccines is considerably smaller than that of the first dose.

This outcome is attributed to the prioritization of administering the first doses

of those vaccines when the total vaccination capacity or vaccine supply is limited.

This approach aims to maximize the benefit by allowing more individuals to receive

the first dose, which is highly effective.

Additionally, the number of booster shots for all types of vaccines is zero

because, in our planning horizon, which spans from January 4, 2021, to June
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Figure 2.10 Proportion of each type of vaccine allocated to each state.

7, 2021, no booster shots are administered during that time. It is important to

note that the decision to administer booster shots for vaccines is based on various

factors, including the duration of immunity provided by each type of vaccine, the

prevalence of the virus, the emergence of new COVID-19 variants, and the overall

effectiveness of each vaccine type against these variants. During our planning

horizon, the COVID-19 vaccine rollout was still in its early stages, and the US was

still in the process of vaccinating its populations with the first and second doses

of the vaccine. More specifically, only two doses of Pfizer and Moderna vaccines,

and a single dose of Janssen vaccine, are distributed at this period. Moreover,

the guidance provided by public health authorities during this period did not

include recommendations for booster shots. As per the results, the Pfizer vaccine

is generally more widely distributed than the other two vaccines due to its high

effectiveness and longer duration of immunity.
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2.4.6 Capacity expansion decisions

Our proposed model illustrates dynamic adaptability in VSC management,

particularly in responding to fluctuating demand driven by changes in infection

rates. This key feature of adaptability ensures that our approach stays aligned with

real-world needs and vaccine production remains agile and responsive. Figure 2.11

presents the capacity expansion decision within our model.

Figure 2.11 Total capacity and capacity expansion decision during the time
periods.

Figure 2.11 reveals a progressive increase in vaccine production capacity

which aligns with the trend in infected individuals. The pink markers highlight

the time periods 2, 3, and 4 where capacity expansions are implemented. This

increment in capacity indicates a strategic response to an increasing demand for

vaccine production. Specifically, the notable increases in these periods correspond
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to a significant rise in infections, suggesting a responsive increase in vaccine

production to meet the escalating demand due to the surge in cases.

Overall, our model’s dynamic adaptability is pivotal for efficient and

responsive management of VSC, particularly in unpredictable pandemic

conditions. By proactively adjusting to rapid changes in demand, it ensures

effective mitigation of virus spread and adept management of public health

crises, demonstrating a robust approach to global health challenges.

2.5 Sensitivity Analysis

In vaccine distribution, a main challenge arises from the uncertainties regarding

the pandemic’s dynamics and vaccination effects. As the pandemic evolves, the

importance of a model capable of adapting to the evolving dynamics becomes

increasingly evident. Our goal is to provide a comprehensive view of how the

model performs under different scenarios, explaining the implications of these

variations in real-world applications. To address the challenge, our sensitivity

analysis assesses the robustness of the optimized solution when the structure of

the Covasim model and some of its key parameters are perturbed. Specifically,

we change the base values of these parameters and observe significant changes in

results.

In considering the uncertainties of future pandemics, it is essential to

recognize that they are likely to share common aspects with past health crises,

including vaccine effectiveness, vaccine acceptance rate, transmission rates, and

production costs. These parameters are fundamental in any pandemic response,

directly impacting the success of vaccination campaigns. The effectiveness of

a vaccine, regardless of the disease, remains a primary concern that dictates
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distribution strategy. Similarly, public acceptance of vaccines, influenced by

cultural, social, and educational factors, is crucial in planning effective distribution

and achieving herd immunity. Understanding transmission rates is also pivotal for

prioritizing vaccine distribution areas and determining the urgency of response.

Additionally, the cost of vaccine production, a key factor in affordability

and accessibility, is especially vital in global health strategies. Thus, we did

the sensitivity analysis from the perspective of vaccine effectiveness, vaccine

acceptance rate, vaccine price, and disease transmission rate. Our sensitivity

analysis demonstrates how our model adapts to diverse scenarios, thereby affirming

its robustness and practical applicability. This analysis is not just theoretical;

it is a vital tool in preparing for the challenges of future unknown vaccination

distribution pandemics.

Initially, we vary the two main drivers of the vaccination campaign, that

are the vaccine effectiveness (parameter α
(da)
a ) and the vaccine acceptance rate

(parameter β
(da)
aw ). In our sensitivity analysis, we test vaccination effectiveness

rates varying from 0.75 to 0.95 in increments of 0.05. Furthermore, we change

the value of the acceptance rate parameter β
(da)
aw from low to high, enabling us to

simulate the impact of varying vaccination acceptance rate on the total number of

vaccines allocated.

Figure 2.12 presents the percent increase in both the total number of vaccines

allocated and the total SC costs, highlighting the impact of varying vaccine

effectiveness and acceptance rates on these parameters. Specifically, Figure 2.12a

implies that when the vaccine effectiveness increases to 0.95, fewer vaccines are

allocated compared to the number of vaccines allocated under vaccine effectiveness

of 0.85, 0.8, and 0.75. As expected, a higher vaccine effectiveness enhances the
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(a) Vaccine effectiveness

(b) Vaccine acceptance rate

Figure 2.12 Sensitivity of results with varying vaccine effectiveness and vaccine
acceptance rate.
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impact of all allocation strategies. Notably, in extreme scenarios where the vaccine

effectiveness rate is null (represented by the parameter α
(da)
a = 0), all allocation

strategies have a consistent, non-efficacious performance. This trend of reduced

vaccine allocation with increased effectiveness rate naturally extends to SC cost

implications. Figure 2.12 illustrates that higher vaccine effectiveness not only

refines the allocation process but also contributes to a more cost-efficient SC

operation. Enhanced effectiveness at 0.95 leads to an obvious decrease in SC

costs, reflecting the efficiency gains from needing fewer vaccines to achieve public

health goals.

Figure 2.12b shows the percent changes in both the optimal number of

vaccines allocated and total SC costs under different vaccine acceptance rates when

the vaccination effectiveness rate is fixed. The results reveal that as the acceptance

rate increases, the vaccine allocation witnesses a proportional increase. This trend

reflects the model’s responsiveness to dynamic public demand and emphasizes its

drive toward achieving herd immunity. It is also worth noting that the model’s

optimization benefits become more pronounced with increasing acceptance rates.

This suggests that as more individuals show willingness to get vaccinated, the

model’s allocation strategies become increasingly crucial in ensuring the most

impactful and efficient distribution. Furthermore, we observe the same trend

where higher vaccine acceptance rates lead to increased total SC costs. This

trend underscores the necessity for strategic resource planning to navigate the

challenges of increasing vaccine demand while balancing public health goals with

the imperative of cost-effective distribution.

Then, we extended our sensitivity analysis by employing a multi-parametric

approach that simultaneously varies key parameters, specifically vaccine effec-
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tiveness and vaccination acceptance rates. This comprehensive analysis is vital

for guiding policy formulation and operational strategies in vaccine distribution,

particularly for resource allocation planning during pandemics. We defined

five distinct scenarios to explore the interplay between vaccine effectiveness and

acceptance rates, and their combined impact on vaccine allocation and SC costs.

Scenario A is characterized by high vaccine effectiveness (0.95) and high acceptance

rate (1), representing an ideal vaccination context. Scenario B represents a

situation of high vaccine effectiveness (0.95) with low acceptance (0.1), whereas

Scenario C explores the converse scenario, with low vaccine effectiveness and high

acceptance rate. Scenario D presents a more challenging case with both low vaccine

effectiveness and acceptance rates. Lastly, Scenario E investigates a scenario with

moderate levels of both vaccine effectiveness (0.85) and acceptance (0.5). Figure

2.13 describes the critical influence of both vaccine effectiveness and acceptance

rates under these scenarios.

The analysis reveals a detailed landscape where each scenario influences

vaccine distribution and associated costs distinctly. According to Figure 2.13,

Scenario C exhibits the highest vaccine allocation, a consequence of its lower

vaccine effectiveness combined with a high acceptance rate. This scenario

necessitates an increased allocation of vaccines to fulfill public health objectives

due to vaccine’s low efficacy, leading to increased SC costs. In contrast, Scenario

B demonstrates the lowest vaccine allocated, suggesting that acceptance rate

significantly influences the extent of vaccine distribution efforts. It is also observed

the increase in total vaccine allocated aligns directly with the SC costs. For

example, Scenario C experienced the most significant rise in costs due to its

extensive distribution requirements. This observation indicates that higher vaccine
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Figure 2.13 Sensitivity analysis with varying both vaccine effectiveness and
acceptance rate.

effectiveness can enhance cost-efficiency across the vaccine distribution network.

Furthermore, the scenario with moderate effectiveness and acceptance presents a

balanced approach, incurring higher logistical costs than minimal scenarios but

remaining more manageable compared to the most challenging scenarios.

Then we change the base values of the vaccine production cost (parameter

CP amt) to observe the changes in results. This analysis is paramount to

understand how cost fluctuations in real-world scenarios might influence vaccine

allocation strategies. Specifically, we propose three scenarios by changing the cost

of three types of vaccines. Scenario “A1”: This serves as our baseline, representing

the simulation-optimization outcomes when vaccine costs are at their original

values. Scenario “A2” represents a case where Pfizer’s cost increased 50% while

keeping all other vaccines’ costs at their original price. Scenario “A3” represents

a case in which Moderna’s cost increased 50% while the costs for other vaccines
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remain unchanged. Scenario “A4” represents a case where Janssen vaccine’s cost

witnesses a 50% increase, with other vaccine costs kept at their initial values.

Figure 2.14 shows the proportion of vaccines allocated for each type of vaccine

namely, Pfizer, Moderna, and Janssen under these scenarios.

Figure 2.14 Sensitivity analysis under varying vaccine cost.

From the results presented in Figure 2.14, we observe the consistent

allocation patterns for scenarios A2 and A4 when compared with the baseline

scenario A1. This consistency suggests that despite the cost modifications, the

costs for Pfizer and Janssen remain competitive, keeping their allocation levels

largely unchanged. In contrast, scenario A3 reveals a distinct change in allocation

dynamics when Moderna is expensive than the two other vaccines. Under this

scenario, Pfizer vaccines are more allocated due to less cost. Janssen’s allocation

also witnesses a marginal increase, likely as a compensatory strategy to offset the
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reduced Moderna allocations. Overall, the proportion of vaccines allocated for

each type is more when the cost of vaccines is reduced, as expected.

We further vary the main parameter within the COVASIM model: the

infection transmission rate. While this parameter is meticulously calibrated from

historical data, considerable inherent uncertainties remain about the evolving

dynamics of the pandemic and people’s behaviors during mass vaccination periods.

Therefore, we define three scenarios to observe substantial changes in results.

Scenario “B1” represents a case in which the transmission rates are the same

across all states. Scenario “B2” represents a case where the transmission rates for

highly populated states are doubled while keeping other states rates the same as in

Scenario B1. Similarly, Scenario “B3” indicates that the transmission rates for less

populated states are halved, with rates for the remaining states unchanged from

Scenario B1. Figure 2.15 presents the total number of vaccines allocated under

these three scenarios, with perturbed transmission rates.

From the results presented in Figure 2.15, it becomes evident that there is a

pronounced increase in the total number of vaccines allocated under Scenario B2,

a direct consequence of increased transmission rates in densely populated states.

In contrast, Scenario B3 does not exhibit significant changes in allocation strategy.

This substantial allocation in Scenario B2 can be attributed to the increased

transmission rates in highly populated states, leading to an increased demand

for vaccines to address the larger number of infections. The results highlight the

transmission probability plays a significant role, especially in areas with dense

populations. This analysis suggests that the impact of the pandemic is largely

determined by the efficacy of vaccination campaigns in curbing infections at the

early phases of transmission.
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Figure 2.15 Sensitivity analysis under different transmission rate scenarios.

Our model demonstrates remarkable adaptability to key pandemic

parameters, a feature pivotal for its application to future vaccination programs.

This flexibility encompasses varying scenarios of vaccine effectiveness and vaccine

acceptance rates, alongside its responsiveness to cost fluctuations affecting

vaccine distribution. Furthermore, the model accounts for changes in disease

transmission dynamics, a critical factor in modeling pandemic spread and

response strategies. These characteristics— flexibility in vaccine effectiveness and

acceptance, economic adaptability, and responsiveness to epidemiological changes

—are essential for a modelling framework designed to extend its applicability

beyond COVID-19, preparing it for the unpredictable nature of future health

pandemics.

In real-world scenarios, as the pandemic continues to evolve, a consistent

stream of new data emerges, including updates on vaccine efficacy, changes in
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public health behaviors, and the emergence of novel viral variants, the necessity

for a dynamic modeling approach becomes clear. A static model might be

limited in its ability to address these changes, potentially leading to suboptimal

solutions. However, our iterative simulation-optimization framework is designed

for adaptability, continuously updating based on real-time data to align with

the pandemic’s evolving dynamics. This approach not only enhances vaccine

demand forecasting but also allows the model to refine strategies in response

to the pandemic. Furthermore, this adaptability extends beyond the immediate

context of COVID-19, ensuring the model’s relevance and effectiveness in managing

future pandemics with unknown characteristics. By continuously integrating

real-time data and adapting to emerging trends, our model establishes itself as

a dynamic and robust tool, bridging the gap between theoretical modeling and

practical application. This makes it particularly suited for the complexities and

uncertainties inherent in future pandemic management.

2.6 Managerial Implications

The results of this study provide valuable insights for policymakers and managers

to optimize vaccine distribution strategies in various ways:

• The extension of Covasim provides valuable support for evidence-based

decision-making in pandemic management, accounting for uncertainties in

COVID-19 transmission dynamics and disease progression. It enables policy-

makers to accurately estimate COVID-19 spread, assess susceptible and

infected populations, and administer vaccine doses effectively across different

regions. This is particularly vital in managing the diverse challenges posed by

emerging COVID-19 variants like Alpha, Beta, Delta, and Omicron, where

vaccine strategies often evolve from a 2-dose to a multi-dose vaccination

program. The extended Covasim model, applicable to different vaccines

with multiple doses, equips healthcare managers with the necessary tools to
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formulate dynamic strategies, ensuring robust responses to the pandemic’s

changing landscape.

• Our model is designed to be run bi-weekly, a decision influenced by
the dynamic nature of pandemics and vaccination schedules, such as the
two-week interval between the first and second doses of the Pfizer vaccine.
This bi-weekly update frequency allows us to respond in a timely manner to
the changing dynamics of the pandemic, including variations in the number
of susceptible individuals, their exposure levels, recovery rates, and the
effectiveness of vaccines.

• The adaptability of our model is attributed to both the simulation-
optimization framework and the specific features of the VSC model. The
simulation-optimization framework provides a dynamic base that allows the
model continuously to update with real-time data, aligning closely with
the pandemic’s evolving dynamics. Our iterative simulation-optimization
framework ensures accurate vaccine demand estimation, susceptible and
infectious individuals, which then informs the optimization model to make
effective supply chain decisions, enabling the model to refine strategies in
response to the pandemic. Meanwhile, the VSC model itself is designed with
integrated features that enhance flexibility in operational decisions, such as
dynamic responses to demand fluctuations. This design aspect ensures that
the model can adapt its strategies effectively to meet changing distribution
needs, a critical factor for successful vaccine logistics. This adaptability
is crucial in ensuring that our VSC model remains an effective solution
for vaccine logistics, capable of effectively managing the complexities and
uncertainties inherent in global health crises.

• Our model not only adheres to government instructions but also adapts
to diverse scenarios like potential future pandemics, VSC fluctuations,
or sudden changes in public health strategies. The model’s capacity
to adapt is enhanced by comprehensive sensitivity analysis, focusing on
key factors like vaccine cost, acceptance rates, effectiveness, and trans-
mission rates. This analysis provides insights into the implications of
government policies on community immunization and vaccine allocation
decisions, thereby supporting decision-makers in their strategic planning.
Our findings highlight the critical role of transmission probability in vaccine
distribution strategies, emphasizing aggressive allocation in regions with
higher transmission risks.
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• VSC coordination during crises necessitates collaborative efforts between
governments to effectively manage vaccine distribution strategies. Our
research findings provide valuable insights for state and federal governments
to coordinate vaccine distribution at the state level, minimizing unnec-
essary distribution and storage, and enabling other states to meet demand
requirements. Our results reveal that states with larger populations are more
likely to receive higher vaccine allocation proportions, as the model prioritizes
vaccination in these regions. Our model offers essential decision-making
support, helping policymakers optimize vaccine distribution and storage
strategies based on factors like state population and vaccine acceptance rates.
These insights can encourage state governments to establish partnerships
with their local healthcare facilities and respond proactively to the increasing
demand for vaccination in their service regions.

• Incorporating multi-objective functions in vaccine network design provides
a powerful tool for addressing various dimensions simultaneously. Our
proposed model allows decision-makers and healthcare managers to consider
sustainability and cost factors in the VSC network. This enables them
to strike a trade-off between these factors and make informed decisions.
Given the increasing global concerns related to environmental issues and
global warming, particularly in the transportation of cold chain products
with high HFC gas emissions, our model can serve as a valuable roadmap
for policymakers to assess the level of emissions reductions achievable by
implementing greener practices at an increased cost. This information can
aid in the development of strategies for reducing environmental impacts while
ensuring efficient VSC operations.

2.7 Conclusion and Future Direction

We develop a simulation-optimization model for COVID-19 vaccine distribution.

We extend an agent-based model with three vaccination categories for different

doses. These categories represent the first, second, and booster shots for different

vaccine types. The simulation model estimates the number of infections and

disease values, which are then fed into the VSC model. The VSC model considers

warehouse locations, state repositories, and vaccine willingness to generate optimal

locations and allocation strategies across states and healthcare facilities for future
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planning. These results are then used as inputs to estimate the number of infections

and susceptible individuals for the same period.

We introduce a sustainable, dynamic VSC model that incorporates inventory

control, switching warehouses, and capacity expansion decisions, as well as the

environmental impact of GHGs besides CO2 emissions in transportation. The

proposed model is a bi-objective multi-period optimization problem that aims

to minimize economic features and environmental impacts in the VSC. We solve

the proposed model using the augmented ϵ-constraint approach. We apply our

simulation-optimization framework for vaccine location and allocation across all

U.S. states.

The proposed model was validated and tested on the cumulative number of

COVID-19 infections. Numerical tests in the case study show that the predicted

infection results closely match the real outbreak data. Furthermore, the results

indicate that there is a delay in observing the effect of vaccination on reducing the

number of infections, as it takes time for the vaccination to take effect. In addition,

when the vaccination capacity is limited, the model prioritizes the allocation of

first doses over second and booster shots for all three vaccine types because a

greater number of people can benefit from taking the first dose of the vaccines.

The model recommends locations for the regional warehouses coincide with

the actual decisions made by the government in the real-world scenario. The

findings related to warehouse locations indicate that the model prioritizes locating

a state repository in the state with the shortest distance from the vaccine regional

warehouse. Transportation and distance are the main contributors to costs and

greenhouse gas emissions associated with VSC. Thus, by reducing the distance that

vaccines need to be transported, the proposed model chooses the state repository
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closest to the selected regional warehouse. This, in turn, can help to reduce the

total costs and the impacts of global warming. Additionally, the model highlights

that states with higher population densities are more likely to receive additional

vaccines due to the larger number of infected individuals in those areas, as the

model gives priority to vaccinating people in these regions.

Our presented model is a preliminary effort in this field. There are several

potential research directions that could help to bridge the gap. One of the

potential directions could be the inclusion of the perishability factor of vaccines

into the model. Another suggestion would be to consider the uncertainty in input

parameters in both the Covasim simulation and optimization model. For instance,

incorporating uncertainty in the disease transmission rate, which significantly

affects most variables related to vaccine doses, and including the uncertain time

between taking the doses will be a fascinating future direction. Additionally,

the COVID-19 pandemic has highlighted the need to consider the resilience of

VSC networks to disruptions. Hence, another future research direction would be

to develop a resilient VSC network that increases the likelihood of continuous

functionality of VSC in the face of disruptions and the equitable distribution of

vaccines. Finally, studying specific vaccination strategies based on different risk

groups and prioritizing vaccine allocations to target groups, such as healthcare

workers, other essential workers, or patients with comorbidities, can be a crucial

future research avenue.
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CHAPTER 3

ASSESSING THE VALUE OF HETEROGENEOUS ELASTICITIES
FOR INCENTIVE-BASED RESIDENTIAL DEMAND RESPONSE

3.1 Introduction

3.1.1 Background and literature review

The increasing frequency of extreme weather events poses significant challenges

to the safe operation of electric power systems worldwide. When the power

system’s supply capacity approaches its limit, energy demand rises, increasing

the risk of system failures and operational costs, and potential financial losses

[75]. In 2022, the California Independent System Operator (CAISO) reported a

remarkable increase in power demand due to record-high temperatures throughout

summer heatwaves. This increase in demand placed considerable stress on the

electrical grid, significantly increasing the risk of rotating outages unless consumers

reduce their energy consumption to a greater extent [76]. Consequently, the need

to balance real-time energy supply and demand has led to increased utilization

of demand response (DR) programs. Several studies have emphasized that the

heightened uncertainty in electricity generation from renewable sources could

potentially destabilize the system if additional demand-side management measures

are not implemented [77, 78].

In the smart grid context, DR programs are increasingly being recognized

for their capability to mitigate peak loads and lower grid operational costs [79, 80].
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DR represents an effective solution to address reliability and efficiency issues in the

power grid, involving changes in end-consumers’ electricity consumption patterns

from their normal routines during peak hours. These programs offer substantial

benefits, including cost reduction, energy conservation, and grid stability [13, 81].

It also provides financial benefits for Load Serving Entities (LSE), entities that

purchase electricity at wholesale prices and supply it at a fixed rate. When the

wholesale price of electricity exceeds the flat rate charged to customers by LSE,

it becomes financially beneficial for them to motivate customers to reduce their

electricity usage by providing monetary rewards.

The U.S. Department of Energy reports that the residential sector accounts

for more than 38% of total electricity consumption in the United States, making

it a significant source of flexibility that the system can exploit. [77]. As

reported by the U.S. Federal Energy Regulatory Commission, despite 80% of the

potential peak load reduction being achieved by large industrial and commercial

customers [75], only a small proportion has been realized by the residential sector.

Thus, residential demand response holds significant potential to reduce electricity

consumption and costs, given the substantial size of the residential sector and its

sparse utilization.

DR programs are broadly categorized into price-based demand response

(PBDR) and incentive-based demand response (IBDR). PBDR programs charge

customers varying electricity prices throughout the day, whereas IBDR programs

provide specific financial incentives to customers for reducing their electricity usage

at peak hours [82, 83]. Research indicates that IBDR tends to be more effective

than PBDR, largely due to the direct ‘bonus’ benefits perceived by consumers [84].
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For instance, IBDR programs have been shown to significantly reduce peak load,

up to 93% in some U.S. cases [85].

Several studies have advanced our understanding of IBDR programs through

innovative models focused on financial incentives and demand management. The

foundational works of Ghosh et al.[86] and Aalami et al. [87] have addressed

structural aspects of DR programs, focusing on optimizing operational costs

and integrating interruptible/curtailable loads for effective demand management.

Furthermore, Zhong et al. [88]) and Li et al. [14] introduced novel consumer

engagement strategies, such as the Coupon Incentive-based Demand Response

(CIDR) and economic analyses of consumer coupons, encouraging consumer

participation in DR programs. Although elasticity plays a crucial role in numerous

DR programs, these studies have not delved into the detailed analysis of how the

heterogeneous nature of consumer sensitivities to incentives affect the outcomes

of these programs. This observation points to a critical gap, the need for focused

research on customer-specific elasticity within the IBDR framework.

A crucial aspect of IBDR programs is to accurately model how demand

changes with changes in financial incentives, an economic concept known as

elasticity [89]. A higher elasticity indicates that demand is more sensitive

to changes in price [90]. Elasticity is utilized for load consumption analysis

and forecasting, shaping the design of DR programs, particularly for small

customers. Elasticity shows the relationship between utilities’ financial incentives

and customer load changes [43].

To further improve the understanding of residential load profiles and

consumer behaviors, Asadinejad et al. [90] investigated the customer demand

response behavior and elasticity under IBDR programs, analyzing residential
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customers in the U.S. across various appliances and thermostat settings. Their

findings indicate that elasticity significantly varies among appliances, with HVAC

systems demonstrating higher elasticity due to their substantial energy

consumption, emphasizing the need for appliance-specific incentives in DR

programs. Similarly, Shi et al. [91] proposed an integrated model that combines

technical and social-behavioral factors to enhance IBDR programs, analyzing

appliance usage patterns via a large-scale survey of customers in Texas and New

York. Moreover, Lu et al. [92] explored the optimal bidding strategy of demand

response aggregators by modeling customer responsiveness behaviors under

different incentives. Pandey et al. [93] proposed an improved incentive-based DR

model to assess their individual and combined effects on the system’s economic

and technical performance for distribution networks.

3.1.2 Contributions

Despite the increasing implementation of residential DR programs in the U.S.,

participation levels remain below expectations. This under-performance is closely

attributed to the lack of a comprehensive understanding and utilization of

individual consumer behavioral patterns. Existing IBDR programs do not take full

advantage of the reduction potential: their incentive policies do not incorporate

(a) appliance-specific demand elasticity values, and (b) customer-specific demand

elasticity values. In other words, incentive pricing is based on an aggregate demand

model and is set to take on a same value across all customers and appliance types.

This has been a reasonable choice so far due to privacy issues and lack of granular

household electricity consumption data. However, with the growing proliferation

of smart meters and privacy-preserving technologies, it is time to re-envision how
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to better utilize the vast amount of electricity consumption data towards designing

more efficient IBDR programs.

In this study, we assess the value of incorporating heterogeneous elasticity

values in the optimal operations of LSEs with incentive-based demand response.

Three optimization problems with increasing levels of granularity related electricity

consumption behavior are introduced; (i) first problem uses a single aggregate

elasticity value, (ii) second problem uses appliance-specific elasticity values, and

(iii) third problem uses customer and appliance-specific elasticity values to model

demand. In each successive model, the LSE is also allowed to choose the incentive

reward amounts with matching granularity. Additionally, previous studies on DR

[88, 14, 90] have overlooked the critical impact of transmission line losses within

the distribution system. Given the implementation of DR programs in distribution

systems, it is essential to account for energy losses, especially due to the high

resistance-to-inductance ratios typical of low voltage networks. Thus, energy loss

is accounted for in our third optimization problem (the first and second problems

do not model separate customers, so we cannot include network loss into them).

Note that estimating the specific elasticity values is out of the scope of this work

but we refer the readers to [90].

Comparing the outputs of the above-mentioned three models allows us to

uncover nuanced insights into customer model design in IBDR programs. We

believe that these findings are invaluable for grid participants and policymakers

in creating more accurate and effective models for residential IBDR. The main

contributions of this research are as follows:

• We model the optimal decision making process of an LSE by formulating
it as optimization problems with varying levels of granularity in consumer
elasticity. The comparison of the three different models reveals that the
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economic value of implementing an IBDR pricing scheme that is appliance-
specific is significant. On the other hand, the economic value of further
adding customer-specific granularity into the incentive pricing scheme is not
as significant.

• The proposed optimization problems model self-owned generators and
storage devices of the LSE and describe the dynamics of the electric storage
devices. Furthermore, the third optimization problem (which has the highest
granularity) models a realistic grid setup by incorporating transmission line
losses through branch power flow equations. Through detailed modeling
of the electric grid’s dynamics and operational constraints, we are able
to analyze the intricate interplay between different grid components (e.g.,
locational marginal price versus storage charging status), which we can then
use to enhance the operation of IBDR programs.

3.2 Problem Formulation

In Figure 4.1, we explain the hierarchical architecture of the incentive-based

demand response as applied in the current work, featuring key components

including ISO, LSEs, customers, and appliances. For LSEs, the ISO determines

the price, known as the Locational Marginal Price (LMP). In the proposed model,

the LSE plays a key role in managing electricity demand. At each time step, it sets

an incentive price, which is then broadcast to the customers. Customers receive

this incentive pricing information and autonomously decide how to adjust their

appliance usage. The compensation each customer receives is a function of the

incentive price and their subsequent reduction in appliance-specific load.

The LMP represents the economic value of electricity across different regions,

accounting for the costs associated with losses and congestion under current

operational conditions. It becomes financially consequential for LSEs when the

LMP exceeds the flat rate charged to customers as it necessitates LSEs to purchase

electricity at prices higher than the flat rates they offer to end-users, resulting in
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Figure 3.1 Hierarchical architecture of incentive-based demand response for the
current work.

direct economic losses. This serves as a catalyst for LSEs to implement demand

reduction strategies, which not only offset their economic losses but also encourages

efficient energy consumption, especially during peak demand periods when the

system operates close to the stability margin.

In this work, we consider an LSE that operates an integrated system

including self-owned generators and storage facilities. The LSE either purchases

(via market by paying LMP), discharges (from storage devices), or generates

electric power and injects it through the distribution feeder in order to serve

its customers. The network is modeled as a distribution network (tree network

structure) with AC nonlinear power flow equations and line losses. Given forecast

values for LMP and estimates of the elasticity values, the LSE solves a multi-period

optimization problem through which it identifies the optimal series of incentive

pricing for IBDR and also the optimal operational decisions. The incentive price
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for IBDR is a crucial component of the LSE’s objective function, aligning the

management of electricity demand with economic efficiency and the behavioral

patterns of the customers.

3.2.1 Model formulation

In our research, we present three distinct models, each with varying degrees of

complexity and specificity. We use indices i, j, k ∈ N to denote network nodes,

where each node acts as an aggregation of customers served by that node. We

will use the word node and customer interchangeably (i.e., node i is equivalent to

customer i). The nodes are connected via transmission lines, belonging to set E .

Each node (customer) is associated with multiple appliances, indexed by a ∈ A.

The LSE owns a set of generators g ∈ G and storage units s ∈ S, each with its

specific characteristics and constraints. Time periods are indexed by t ∈ T .

Model 1 lays the foundation by utilizing an aggregate elasticity value (ϵ).

This model provides a broad, collective perspective on total demand but lacks the

details of individual appliance or consumer-specific behaviors.

Model 2 enhances our analysis by integrating appliance-specific elasticity

(ϵj). It offers a more detailed view by accounting for the demand for each

appliance individually. In this model, the focus shifts to understanding how

the variation in elasticity values across different appliances impacts the optimal

incentive pricing for IBDR. Model 3, the most detailed model, incorporates both

customer and appliance-specific elasticity(ϵi,j). This model enables us to formulate

demand reduction with precision for each customer-appliance combination, offering

critical insights for load aggregators to optimize incentive pricing and reduce costs

effectively. While all three models offer valuable perspectives, our dissertation will
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Table 3.1 Parameters

Symbol Description

LMP t Locational marginal price at time t

CF Fixed flat rate charged to customers

D0
i,a,t Base demand for customer i, appliance a, time t

Cg Generation cost coefficient for generator g

Cc
s Charging cost coefficient for storage unit s

Cd
s Discharging cost coefficient for storage s

CRmax/min Max/min reward value

E
max/min
s Max/min energy level for storage s

Xmax
g Max capacity for generator g

P c,max
s Max charging power level for storage s

P d,max
s Max discharging power level for storage s

ηc
s Charging efficiency rate for storage s

ηd
s Discharging efficiency rate for storage s

ϵ, ϵa, ϵi,a Elasticity (varying levels of specificity)

ϕ,ϕa,ϕi,a Reduction ceiling (varying levels of specificity)

ri,j Resistance of line connecting node i and j

xi,j Reactance of line connecting node i and j

focus on Models 2 and 3, as they provide a more detailed and granular analysis

of electricity demand crucial for effective load management. They also enable us

to understand the impact of modeling appliance and consumer-specific elasticity,

uncovering nuanced patterns and insights. The parameters and decision variables

can be found in Tables 3.1 and 3.2.

3.2.2 Power flow and storage constraints

The resistance to reactance ratios in distribution systems are large compared to

that of transmission systems, which lead to significant line losses. Therefore, in our

study, we incorporate power flow constraints and line losses into the DR program

90



Table 3.2 Decision Variables

Symbol Description

Dt Demand at time t

Di,t Demand for customer i, time t

Di,a,t Demand for customer i, appliance a, time t

∆Di,a,t Demand reduction for customer i, appliance a, time t

CRi,a,t Incentive reward for customer i, appliance a, time t

Yt Amount of purchased electricity at time t

Xg,t Generated electricity for generator g, time t

P c
s,t Charging power level for storage s, time t

P d
s,t Discharging power level for storage s, time t

Ps,t Net power level for storage s, time t

Es,t Stored energy level for storage s, time t

Pi,j,t Active power from node i to node j at time t

Qi,j,t Reactive power from node i to node j at time t

Ii,j,t Complex current from node i to node j at time t

Dimg
i,t Reactive demand on node i at time t

Vi,t Complex voltage on node i at time t

losst Total network loss at time t

for residential load management using the branch flow model [94, 95, 96]. Unlike

traditional bus injection models that focus on nodal variables such as bus current

and power injections [97], the branch flow model emphasizes the currents and

power flows on individual branches [96, 98]. The branch flow model’s emphasis on

branch-specific dynamics allows for a more convenient modeling of power flow and

loss within radial distribution networks [96].

The power flow equations are presented in Equations (3.1) through (3.6).

Equation (3.1) defines the relationship between voltage, current and apparent

power. It is important to note that this equation represents a convex relaxation
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of the original equality constraint. As detailed in [94, 95], this relaxation is shown

to be exact under certain conditions. Equations (3.2) and (3.3) represent the real

power balance and the reactive power balance, respectively. The Voltage difference

across the grid is expressed in Equation (3.4). The input feeder is modeled in

equation (3.5). Equation (3.6) quantifies the total losses within the distribution

grid served by the LSE.
P 2
i,j,t +Q2

i,j,t

|Vi,t|2
≤ |Ii,j,t|2 (3.1)

Pi,j,t =
∑

k:(j,k)∈E

Pj,k,t + ri,j|Ii,j,t|2 +Dj,t (3.2)

Qi,j,t =
∑

k:(j,k)∈E

Qj,k,t + xi,j|Ii,j,t|2 +Dimg
j,t (3.3)

|Vi,t|2 − |Vj,t|2 = 2(ri,jPi,j,t + xi,jQi,j,t)

− (r2
i,j + x2

i,j)|Ii,j,t|2 (3.4)∑
g∈G

Xg,t +
∑
s∈S

P d
s,t + Yt −

∑
s∈S

P c
s,t

−D0,t =
∑

i:(0,i)∈E

P0,i,t (3.5)

losst =
∑
i∈I

∑
j∈J

ri,j|Ii,j,t|2 (3.6)

Incorporating loss into DR programs can significantly enhance distribution

system efficiency by optimizing network performance and reducing overall energy

costs [99, 100]. High losses indicate that a significant portion of the generated

power is not reaching the end-users, leading to wasted energy during transmission.

Failure to capture loss in IBDR models will not only underestimate the amount

of power that needs to be acquired at each time period, but will also lead to

sub-optimal incentive pricing schemes, thereby undermining the effectiveness of

IBDR programs.
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As distributed energy storage and generator devices are integral to modern

power systems [101], we also integrate these components into our models. In

doing so, our model gains a heightened capability to optimize energy distribution

and effectively manage DR, leading to more robust and adaptable strategies in

residential load management. The following equations describe the constraints

related to LSE-owned storage and generators. Equation (3.7) embeds the time-

dependent transition in stored energy level. Equation (3.8) models the storage

charging and discharging with their respective efficiency rates. Equation (3.9)

imposes limits on energy storage. Equations (3.10) and (3.11) imply the bounds

on discharging and charging power, respectively. The generation limit is set in

Equation (3.12).
Es,t = Es,t−1 + Ps,t (3.7)

Ps,t = (ηc
sP

c
s,t −

1

ηd
s

P d
s,t) (3.8)

Emin
s ≤ Es,t ≤ Emax

s (3.9)

P d
s,t ≤ P d,max

s (3.10)

P c
s,t ≤ P c,max

s (3.11)

Xg,t ≤ Xmax
g (3.12)

3.2.3 Model 1: aggregate elasticity

We begin by presenting Model 1, which is the simplest but lays the foundation for

the following models. The LSE aims to minimize the net cost (3.13) comprising

terms associated with purchasing cost, fixed rate received from consumers,

incentive reward payments, self-generation costs, and storage operation costs.

Equations (3.14)-(3.15) ensure that the realized electricity demand is the

baseline demand minus demand reduction, which relates to the aggregate elasticity,
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ϵ. Equation (3.16) imposes the demand reduction limit by using a predetermined

factor ϕ. In practice, this factor is determined as the point from which further

reduction is unlikely to happen due to essential usages. Equation (3.17) provides

a range of incentive values that the LSE can select from and (3.18) states that the

total supply of electricity should be equal to the demand across all times. Finally,

we have the storage/generator constraints and the non-negativity constraints on

all the decision variables; the latter omitted for brevity.

min
T∑
t=1

[
LMP t · Yt −CF ·Dt + CRt ·∆Dt

+
∑
g∈G

CgXg,t +
∑
s∈S

(Cd
sP

d
s,t +Cc

sP
c
s,t)

]
(3.13)

s.t. Dt = D0
t −∆Dt (3.14)

∆Dt = ϵ(
CRt

CF
)D0

t (3.15)

∆Dt ≤ ϕD0
t (3.16)

CRmin ≤ CRt ≤ CRmax (3.17)∑
g∈G

Xg,t +
∑
s∈S

P d
s,t + Yt = Dt +

∑
s∈S

P c
s,t (3.18)

Equations (3.7)-(3.12)

3.2.4 Model 2: appliance-specific elasticity

Previous studies such as [90] have shown that the elasticity values can vary

significantly across different appliance types. Therefore, in what follows, we

increase the fidelity of the IBDR model by incorporating appliance-specific

elasticity values. In accordance to this change, equations (3.21)-(3.24) are

appliance-specific counterparts of equations (3.14)-(3.17) in Model 1. Equation

(3.20) simply states that the demand at any given time is the summation of all
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the appliance-specific demands. As before, we omit the non-negativity constraints

in our presentation for brevity. Note that the LSE now has the option to choose

different incentive rewards for different appliances.

min
T∑
t=1

[
LMP t · Yt −CF ·Dt +

∑
a∈A

CRa,t∆Da,t

+
∑
g∈G

CgXg,t +
∑
s∈S

(Cd
sP

d
s,t +Cc

sP
c
s,t)

]
(3.19)

s.t. Dt =
∑
a∈A

Da,t (3.20)

Da,t = D0
a,t −∆Da,t (3.21)

∆Da,t ≤ ϕaD
0
a,t (3.22)

∆Da,t = ϵa

(
CRa,t

CF

)
D0

a,t (3.23)

CRmin ≤ CRa,t ≤ CRmax (3.24)

Equations (3.7)-(3.12), (3.18)

3.2.5 Model 3: customer and appliance-specific elasticity

In Model 3, we increase the fidelity of the IBDR model one step further by

incorporating customer and appliance-specific elasticity values. In accordance to

this change, Equations (3.27)-(3.30) are customer-appliance-specific counterparts

of Equations (3.14)-(3.17) in Model 1. Equation (3.26) simply states that the

demand at any given time is the summation of all the customer-appliance-specific

demands. For Model 3, we not only include the storage/generator constraints but

also capture the line losses via the power flow equations of the branch flow model,

(3.1)-(3.6). Again, non-negativity constraints are omitted for brevity. Note that

the LSE now has the option to choose different incentive rewards for different

customers and appliances.
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min
T∑
t=1

[
LMP t · Yt −CF ·Dt +

∑
i∈N

∑
a∈A

CRi,a,t∆Di,a,t

+
∑
g∈G

CgXg,t +
∑
s∈S

(Cd
sP

d
s,t +Cc

sP
c
s,t)

]
(3.25)

Dt =
∑
i∈N

∑
a∈A

Di,a,t (3.26)

Di,a,t = D0
i,a,t −∆Di,a,t (3.27)

∆Di,a,t ≤ ϕi,aD
0
i,a,t (3.28)

∆Di,a,t = ϵi,a

(
CRi,a,t

CF

)
D0

i,a,t (3.29)

CRmin ≤ CRi,a,t ≤ CRmax (3.30)∑
g∈G

Xg,t +
∑
s∈S

P d
s,t + Yt ≥ Dt + losst +

∑
s∈S

P c
s,t (3.31)

Equations (3.1)-(3.12)

3.3 Results

In this section, we implement the proposed models to a realistic test case and

examine the impact of model fidelity (specific elasticity values, line losses) on

IBDR programs. Subsection 3.3.1 describes the construct of the test case used for

applying the proposed IBDR models. Section 3.3.2 offers comparative analyses of

the three models, employing real-world residential data to illustrate their efficacy

and applicability.

3.3.1 Description of test case

In this test case, we consider a IBDR scenario in Essex County, New Jersey. The

LMP data is collected from the PJM website [102]. The fixed rate (CF ) charged

from the LSE to customers is set at $120/MWh. The generation cost coefficient
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is established to be $90/MWh. Regarding storage parameters, the initial stored

energy level is set to 4 MWh, with minimum and maximum storage levels of 0

MWh and 12 MWh, respectively. Charging and discharging efficiency rates are

0.9, and the cost coefficients for both charging and discharging are standardized

at $0.1/MWh, bench-marked based on the work of [101].The P c,max
s and P d,max

s

are set to 4 MW, while Xmax
g is 1 MWh.The maximum and minimum values for

the incentive reward CRmax/min are $50/MWh and $0/MWh, respectively. The

values for ϕa were chosen to be 0.8, 0.8, 0.8, 0.7 and 0.5 for dishwasher, dryer,

washer, lighting, HVAC, respectively. The value for ϕ is computed as the weighted

average of ϕa, where the weights are determined by the relative demand of each

appliance. Lastly, ϕi,a values are randomly sampled from normal distributions

with mean ϕa and standard deviation 0.01.

We considered five different residential appliances: (1) Heating, Ventilation,

and Air Conditioning (HVAC), (2) lighting, (3) dishwasher, (4) washer, and (5)

dryer. The elasticity values are derived from the study conducted by [90] and listed

in Table 3.3. We can observe that lighting exhibits the highest elasticity, with a

value of 0.42. This indicates consumers are more responsive to incentives when it

comes to energy savings from lighting. In contrast, the HVAC system displays the

lowest elasticity value at 0.11, suggesting a reluctance among consumers to modify

their heating or cooling usage in response to incentives. The elasticity values

for other appliances, such as dishwashers, washers, and dryers, show variability,

falling between these two extremes. The analysis underscores the necessity for

DR programs to be finely attuned to the distinct usage patterns and preferences

of consumers across different appliances. To generate customer-appliance-specific
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Table 3.3 Appliance-specific Elasticity Values

Appliance Elasticity

Dishwasher 0.13

Washer 0.27

Dryer 0.33

Lighting 0.42

HVAC 0.11

elasticity values, ϵi,a, we randomly sampled from normal distributions with mean

ϵa and standard deviation 0.02.

To generate a baseline demand data, we utilized the time-series end-use

load profiles provided by the National Renewable Energy Laboratory (NREL)

[13]. This dataset offers detailed insights into energy consumption patterns across

various residential and commercial building types in the United States. Within

this dataset, the data is segmented by building type (single-family homes, offices,

and restaurants), and further categorized by end-use (heating, cooling, lighting,

etc.), in 15-minute intervals. The test case used in this research was generated by

overlaying demand data from 33 single-family detached buildings onto the IEEE

33-bus system (which provide the resistance and reactance values of transmission

lines).

The models are evaluated over a planning horizon of one month, from

January 1, 2018, to February 1, 2018, including 743 time periods. Computations

were conducted on a desktop computer equipped with an Intel i7 CPU and 64.0

GB of memory, using Python 3.6.8 in the Visual Studio Code environment.
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3.3.2 Comprehensive study of the proposed models

In this section, we present the findings from our case study by running three

distinct models, each incorporating varying elasticity parameters to assess their

impact on customer behavior.

We begin with an output from Model 3, Figure 3.2, which offers a

comprehensive view of the overall dynamics between LMP, demand, electricity

market purchases, and losses over planning time. For clarity, this figure focuses

on the first 36 time periods. It is observed that loss accounts for a significant

portion of the total energy, which the LSE has to account for in addition to

the actual demand. As depicted, there are instances where the amount of

market purchase exceeds the actual demand plus loss. This suggests that in

certain periods, additional electricity is being purchased, potentially for storage

to accommodate future demand. This pattern highlights the complex decisions

involved in electricity market operations, where key decisions are influenced by a

variety of factors including anticipated future prices and needs, and network losses.

Figure 3.3 illustrates the overall demand and its reduction, with the orange

bars highlighting the extent of demand reduction achieved. The summation of the

blue bar and orange bar constitute the baseline demand. Figure 3.4 segments the

total demand reduction by appliance types. It is noted that the demand reduction

ratio is quantified as the demand reduction divided by the baseline demand for each

appliance type. From these analyses, it becomes evident that demand reduction is

most significant for lighting, attributed to customers’ higher willingness to reduce

its usage in response to incentives. Conversely, the dishwasher and HVAC exhibit

the smallest reduction due to their lowest elasticity values.
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Figure 3.2 Analysis of LMP, demand, and market purchases against loss.
Demand, loss, and market purchases are measured in MWh on the left y-axis.
The LMP is represented by a green dotted line, measured in $/MWh on the right
y-axis.

Figure 3.5 presents a detailed analysis of appliance-specific reward levels.

This analysis, when compared with the findings from Figure 3.3, reveals important

insights into the allocation of incentives. Although the realized demand reduction

ratio is most significant for lighting, as highlighted in Figure 3.3, Figure 3.5

reveals that the total incentives paid out to customers to reduce HVAC usage

is comparable to that of lighting. This is attributed to the high baseline demand

for HVAC and its associated low elasticity value. In other words, it is much more

costly to reduce 1MWh of HVAC usage when compared to 1MWh of lighting

usage. These findings highlight the cost savings potential of implementing IBDR

programs with appliance-specific incentives.
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Figure 3.3 Analysis of total demand and its reduction.

Figure 3.6 provides a comprehensive breakdown of the various cost

components within the objective function. Notably, the purchasing cost stands

out as being significantly higher in comparison to the other costs. In scenarios

where the selling revenue exceeds the purchasing cost plus operating costs, we

observe a positive profit differential. This distinction underscores the importance

of strategic purchasing and selling decisions within the market to optimize

financial outcomes. On the other hand, the charging and discharging costs are

found to be negligible. The incentive reward costs are notable but not

overwhelming, which shows that the LSE is efficiently driving demand reduction

with relatively small additional costs.
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Figure 3.4 Realized demand reduction ratio by appliance type.

Table 3.4 Cost Function Values Across Models

Models Value

Model 1 (fixed elasticity) 1484.7

Model 2 (appliance elasticity) 1408.9

Model 3 (consumer & appliance elasticity) 1404.5

To illustrate the impact of granular elasticity values on DR program

outcomes, we present the economic efficiency of the proposed models through a

comparative analysis. Table 3.4 provides a comparison of the optimal objective

values achieved by each model.

From Table 3.4, we observe a significant reduction in the cost objective

value, transitioning from Model 1 to Model 3. Specifically, transitioning from

Model 1 to Model 2 yields an improvement in economic efficiency of approximately
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Figure 3.5 Total incentive reward amounts paid out to customers by appliance
type.

5.11%, indicating a substantial enhancement through the implementation of

appliance-specific elasticity. Further refinement in Model 3, which incorporates

both customer-specific and appliance-specific elasticity, results in a modest but

noteworthy improvement of approximately 0.31% over Model 2. The significant

benefit from Model 1 to Model 2 highlights the initial effectiveness of appliance-

specific customizations, whereas the smaller improvement from Model 2 to Model

3 indicates diminishing returns from more detailed, customer-specific elasticity.

To further elucidate the comparative cost-benefit implications for LSE across

the different models studied, Figure 3.7 provides a detailed visual representation.

This figure aims to clarify the economic outcomes of implementing each model,

103



5 10 15 20 25 30 35
Time (hours)

−1000

−750

−500

−250

0

250

500

750

1000

Co
st
 ($

)

Purchasing Cost
Generation Cost
Reward Cost
Charging Cost
Revenue

Figure 3.6 Breakdown of cost components within the objective.

highlighting the differences in cost components such as purchasing costs, generation

costs, revenue, and the total costs associated with each model.

Analysis of Figure 3.7 reveals that the purchasing cost is higher in Model 1

compared to Models 2 and 3, suggesting that the introduction of appliance-specific

and customer-appliance-specific elasticity can lead to significant savings in energy

procurement costs. Despite these variations, revenue appears relatively consistent

across all models. More importantly, Models 2 and 3 are observed to incur lower

total costs compared to Model 1, illustrating the economic benefits for the LSE

by leveraging granular elasticity values. This approach not only enhances energy

savings but also improves the financial performance of the LSE.
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Figure 3.7 Analysis of cost components across models.

3.4 Conclusion

This paper presents a comparative analysis of three distinct models, each

incorporating nuanced values of electricity elasticity. Model 1 employs fixed

elasticity as a baseline, Model 2 introduces appliance-based elasticity to reflect

the role of devices in residential life, and Model 3 extends this by including

both appliance and consumer-specific elasticity, emphasizing the importance of

understanding individual behaviors in DR programs. Moreover, a realistic grid

setup is modeled by incorporating transmission line losses through branch power

flow equations.

Our findings advocate the need and value for utilizing granular elasticity

information in operating IBDR programs to achieve maximal economic efficiency
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by exploiting the heterogeneous responsiveness of customers regarding different

appliances. Models 2 and 3 demonstrate considerable economic and operational

benefits over model 1, highlighting the advantages of nuanced models for LSEs.

Future Work: Given the diversity in consumer consumption habits, accurately

predicting users’ responses is challenging, which can lead to increased total costs

when user response behaviors are mischaracterized. IBDR programs often require

complete consumer information; however, acquiring complete data can be difficult.

Reinforcement Learning (RL) is identified as a promising approach to overcome

the limitations of incomplete information[103, 104]. Future research directions

include employing RL to better understand and predict consumer behaviors more

effectively, aiming to optimize dynamic pricing strategies and energy consumption

schedules. This direction seeks to minimize costs for service providers like LSEs

while improving the efficacy of DR programs.
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CHAPTER 4

A MULTI-AGENT REINFORCEMENT LEARNING FRAMEWORK
FOR DYNAMIC PRICING IN INCENTIVE-BASED DEMAND

RESPONSE PROGRAMS

4.1 Introduction

In the evolving landscape of energy management, demand response (DR) programs

have become pivotal for balancing electricity supply and demand, especially during

peak load periods. Modern information and communication technologies within

smart grid systems have significantly supported the efficacy of DR strategies,

establishing them as a fundamental component for enhancing grid reliability and

mitigating energy costs [105, 106]. The US Department of Energy defines DR

as programs that influence electricity consumption through dynamic pricing or

incentives during high market prices [107]. The integration of smart buildings

and intelligent infrastructure highlights DR’s capability to optimize energy

consumption and effectively manage load, contributing to a more resilient and

sustainable energy system.

The literature identified two categories of DR programs: price-based and

incentive-based [108]. Price-based DR (PBDR) programs encourage consumers to

adjust their energy usage according to fluctuating electricity prices. Incentive-

based DR (IBDR) offers consumers financial rewards or penalties to promote

reductions in energy consumption during peak demand periods [109]. While
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incentive-based programs foster positive and long-term consumer engagement

through voluntary participation, price-based programs, which penalize non-

compliance, may lead to more transient responses [110]. Although incentive-based

strategies have shown clear benefits in the industrial sector, they are less utilized in

the residential sector [111], which accounts for a significant portion of total energy

demand—approximately 40% [90]. Thus, this study aims to explore the potential

of IBDR in the residential sector to contribute to a more reliable and continuous

response.

Substantial research in DR has traditionally relied on deterministic models,

often employing predetermined pricing mechanisms such as Time-of-Use (TOU)

[112] and day-ahead pricing [113], or linear pricing strategies [114]. These models

typically assume a static framework and fail to accommodate the flexibility and

unpredictable fluctuations required in dynamic electricity market environments.

Additionally, model-based approaches to implementing IBDR programs require

detailed information about individual participants, raising concerns about privacy

and data availability [115]. Moreover, these approaches typically use traditional

optimization techniques like linear [116] and dynamic programming [6], which are

not suited for real-time computations involving large-scale participant groups.

While utility companies aim to estimate the impact of retail pricing

strategies on consumer behavior over time, current models typically focus only

on immediate load responses, ignoring subsequent interactions and longer-term

effects. Furthermore, service providers in practical smart grid systems face

substantial challenges in obtaining precise customer-side information including

current load demand levels and the customers’ willingness to change their

electricity usage based on varying retail prices [117]. Predicting the long-term
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effects of current pricing strategies on future customer behavior remains another

considerable challenge. This myopic view neglects the inherent variability and

uncertainty of energy demand, particularly in environments influenced by human

behavior and other unpredictable factors. Consequently, the lack of precision

in understanding and predicting consumer behavior continues to pose significant

challenges in designing effective dynamic pricing strategies for smart grids. This

underscores the need to develop methodologies that effectively manage IBDR

under unknown market conditions, accommodating immediate and future impacts

on the grid and consumer behavior.

Reinforcement Learning (RL) has emerged as a highly effective method

for decision-making in IBDR programs, leveraging its model-free approach that

requires no prior knowledge about the program structure or participant dynamics

[104, 118, 117]. This versatility allows RL to manage multiple agents, enhancing

scalability and enabling real-time control applications [104]. Moreover, RL’s

capability to model DR control programs as sequential decision-making problems

makes it particularly suited for developing dynamic pricing strategies in DR. RL

has been increasingly utilized in the residential sector for DR, primarily focusing on

home energy management within individual households. For example, Wen et al.

[119] employed RL techniques like Q-learning with eligibility traces to optimize

the timing of appliance operations and reduce energy costs by learning user

preferences and behaviors. Another innovative study develops Deep Q-Network

(DQN) to schedule household appliance loads, creatively using Atari game Tetris

environment, where flexible blocks represent the loads [120].

Recent advancements in dynamic pricing for DR programs have mainly

incorporated online RL techniques to enhance decision-making processes. Kim
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et al. [117] propose an online RL-based dynamic pricing and energy consumption

scheduling algorithm for microgrids, enabling service providers and consumers to

learn strategies that minimize costs and optimize energy distribution. Similarly,

Ghasemkhani et al. [121] apply online RL to dynamically adjust pricing strategies

in DR programs, effectively learning users’ unpredictable response functions and

achieving near-optimal load reduction without assuming fixed response models. Lu

et al. [107] presents a daily iterative dynamic pricing DR algorithm utilizing online

RL to optimize both service provider profits and consumer costs in a hierarchical

electricity market.

Although online RL offers significant advantages for dynamic decision-

making in DR programs, it comes with notable limitations. The method

requires prolonged interaction with consumers, which can lead to extended periods

of learning due to RL’s inherently slow convergence [103]. This prolonged

learning process may extend over months or years to develop effective policy.

Furthermore, the exploration aspect of online RL necessitates engaging with new

and potentially risky scenarios, which can introduce safety and system reliability

concerns [103, 107]. These challenges highlight the potential limitations of using

online RL in practical DR implementations, where time efficiency and system

safety are crucial.

Addressing the challenges associated with online RL, this paper explores the

potential of entirely offline RL methods, which leverage pre-existing datasets to

formulate effective and safe DR policies. While the applications of offline RL in

dynamic pricing for DR programs remain relatively underexplored, some studies

ventured into exploring its potential. For example, Jang et al. [122] utilize

offline RL to reduce energy consumption in office buildings through dynamic
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pricing. This study integrates offline pre-training with online RL to accelerate

the convergence process, effectively reducing both energy and data costs. In

another study, Xu et al. [103] introduce a fully offline RL method to design

dynamic pricing DR programs, utilizing data from smart meters without the need

for real-world consumer interactions. They employ a data augmentation method

and Deep Q-network (DQN) algorithms within an MDP framework to develop

high-performance DR pricing policies.

Multi-Agent RL (MARL) is increasingly applied to manage load scheduling

across multiple households, optimizing the balance between energy supply and

demand. Lu et al. [123] introduce a real-time, incentive-based DR algorithm that

aids service providers in purchasing energy flexibility from residential customers,

utilizing DNNs to predict market prices and demand uncertainties. This is followed

by RL to dynamically adjust incentive rates, ensuring profitability for both service

providers and customers. Similarly, other studies like [124, 125] enhance IBDR

programs using deep learning and RL. Wen et al. [124] focus on addressing future

uncertainties by forecasting day-ahead wholesale electricity prices, power load, and

photovoltaic power output, while Xu et al. [125] refine incentive rate calculations

to better reflect real-time customer demand fluctuations. Both studies contribute

significantly to increased profitability and grid stability.

Recently, Tilburg et al. [104] introduce a decentralized MARL method for an

IBDR program aimed at reducing aggregator costs by offering financial incentives

to residential consumers. They consider one agent representing the aggregator

and multiple residential agents. In this work [104], the target demand reduction

is set by the DSO, with residential participants responding to the incentives. The

participant agents use a Disjunctively Constrained Knapsack Problem (DCKP)
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optimization to respond to incentives by shifting or curtailing household appliances

to achieve the desired demand reduction while ensuring user satisfaction. In

contrast, our approach leverages a MARL framework that dynamically estimates

real-time demand for each household using a sigmoid function simulator to address

the limitations of the DCKP method. This method incentivizes consumers

differently based on their specific appliances and consumption patterns at various

times, offering a more granular and adaptive response. Furthermore, our model

does not predetermine reduction levels, so both the aggregator and consumers

can learn and adjust automatically through the RL framework to achieve optimal

energy reduction.

4.2 Problem Formulation and System Model

In this section, we present the hierarchical architecture of the IBDR system

employed in this study, highlighting its key components: the Independent System

Operator (ISO), Load Serving Entities (LSEs), customers, and their appliances.

The ISO sets the Locational Marginal Price (LMP), representing the economic

value of electricity across different regions by accounting for costs associated

with losses and congestion under current operational conditions. For LSEs,

the challenge arises when the LMP exceeds the flat rate charged to customers,

compelling them to purchase electricity at higher prices than they offer to

end-users, leading to direct economic losses. This necessitates the implementation

of demand reduction strategies to mitigate these losses and promote efficient energy

consumption, particularly during peak demand periods when the system is at risk

of instability.
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Figure 4.1 shows the architecture of the proposed DR approach. Our

approach features a MARL approach, incorporating multiple Residential Agents

(RAs). At each time step, the aggregator sets an incentive price based on

step-ahead predictions of participant electricity demands, LMP, and participants’

responses to the incentives. This incentive price is then broadcast to the

RAs, who adjust their appliance consumption accordingly. The RAs learn to

respond to incentives by shifting or curtailing the use of household appliances

(e.g., washers, dishwashers, dryers, lighting, and HVAC). The compensation

received by each RA is a function of the incentive price and their subsequent

reduction in appliance-specific load. The real-time RAs’ consumption (real

demand) is estimated through an internal simulator that separately manages

curtailable and non-curtailable appliances. This approach promotes a more

flexible, real-time automated system, maintaining capacity limits and enhancing

overall grid reliability and efficiency.

The proposed model employs a Markov Decision Process (MDP) framework

to address the problem of dynamic pricing in the IBDR system. The MDP

framework is suitable for sequential decision-making in stochastic environments,

defined by states, actions, transition probabilities, and rewards [126]. In our model,

the state space St includes consumer states and environmental variables such

as LMP, current demand Dt, and stored energy level Es,t. The action space A

consists of various incentive pricing signals for each RA as ai = {CRi
t}. Transition

probabilities P define the likelihood of moving from one state to another based

on the chosen actions. The reward function ri is derived from the equation

ri = LMPt × Yt − CF × Dt + CRi
t × ∆Dt, where Yt represents the amount of

purchased electricity. This reward function evaluates the immediate payoff from
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Figure 4.1 Hierarchical architecture of incentive-based demand response.

transitioning between states, focusing on both immediate and cumulative future

rewards. The cumulative reward r̂ is calculated as the sum of individual rewards

from all RA agents, r̂ =
∑N

i=1 ri. At each time step t, the RL agents observe the

current state St = {LMPt, Dt, Es,t}, select an action ai, receive a reward ri, and

transition to a new state, thereby learning to optimize their actions to maximize

the cumulative discounted return. The MDP framework for this study is shown in

Figure 4.2.

114



Figure 4.2 MDP framework in this study.

Our model uses a MARL framework, where each RA autonomously learns

to adjust its energy consumption based on incentive signals. Unlike traditional

deterministic methods, the proposed framework dynamically estimates real-time

demand for each household using a sigmoid function simulator to address uncer-

tainties and varying consumer behaviors. This allows the agents to continuously

learn and optimize their strategies through RL, balancing immediate and future

rewards to maximize overall efficiency.

We utilize a sigmoid function simulator to estimate real-time electricity

demand for each appliance within every household during each time period.

Appliances in each household are categorized into two subsets: curtailable

appliances CA and non-curtailable appliances NAC, with Dt =
∑

i(CA∪NCA)i

. Accordingly, two distinct simulators are deployed to manage the demand

estimation processes for these subsets. The sigmoid function is particularly chosen

for its ability to model the randomness in customer behavior, providing a realistic
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depiction of activation and deactivation thresholds. This allows for a more accurate

and dynamic response to varying energy consumption patterns and incentive

schemes.

• Non-Curtailable appliances (NCA): These appliances require uninter-
rupted operation once they start. Their operation cannot be shifted in time
or curtailed in power [127, 104]. Examples include washers, dishwashers, and
dryers, which must complete their cycles without interruption. To estimate
the real energy consumption for NC appliances, we use Equation (4.1):

PNCA
i,a,t =

1

1 + e−αi,a(priori,a−βi,a−ϕ
Cri,a,t
Crmean

)
(4.1)

where PNCA
i,a,t represents the probability of using NCA for consumer i at time

t. The parameter αi,a controls how fast the probability transitions from zero
to full probability of using the appliance. The variable priori,a indicates
the number of hours since the appliance was last used, while βi,a is the
number of hours since the last use that gives a 0.5 probability of using the
appliance. The constant ϕ scales the impact of the reward Cri,a,t offered to
consumer i for appliance a at time t. Finally, Crmean is the mean reward over
a specified horizon. This formula calculates the probability that a consumer
will use their NC appliances based on the time elapsed since the last use and
the reward offered for not using it, allowing for estimating real-time energy
consumption in a dynamic and probabilistic manner.

• Curtailable appliances (CA): These appliances allow for flexible power

consumption and can be managed either by shifting their operation time or

by reducing their power consumption [127, 128]. For example, lighting can be

dimmed, and HVAC setpoints can be adjusted to lower power usage without

immediately disrupting their functionality. Their real energy consumption

is estimated using Equation (4.2):

PCA
i,a,t =

βi,a

1 + e(ϕ
Cri,a,t

CF
−αi,a)

(4.2)

where PCA
i,a,t represents the probability of using CA like lighting and HVAC

systems for consumer i at time t. The CF denotes the fixed flat rate charged

to customers. This formula calculates the likelihood of adjusting power

consumption for curtailable appliances, considering the reward incentive and

fixed rate, enabling effective and responsive energy usage adjustments.
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4.3 Reinforcement Learning-Based DR Algorithm

The proposed MARL for IBDR (MARL-IBDR) framework leverages the inter-

action of multiple agents, each with distinct reward functions, to manage

residential energy consumption. In this framework, RAs focus on minimizing

their own costs by responding to incentive pricing signals, while the cumulative

reward r̂ is optimized to reflect overall energy efficiency. This interaction

creates a dynamic and non-stationary environment, as the optimal strategies

of the agents continuously evolve in response to each other’s actions. Unlike

traditional single-agent RL approaches, which assume a static environment,

MARL must address the complexities arising from these evolving interactions.

Despite these complexities, simultaneous learning within MARL-IBDR introduces

non-stationary problems, which challenge many theoretical guarantees of single-

agent RL, such as convergence [129, 104]. However, the simultaneous learning

approach is beneficial due to its simplicity and effectiveness in handling multi-agent

environments, making it a practical choice for complex real-world applications

[130, 131].

To balance exploration and exploitation, the MARL-iDR framework employs

an ϵ-greedy strategy with decay. Initially, agents select actions randomly with a

high probability (ϵ), which decreases over time, allowing for extensive exploration

during the early stages of training and more focused policy refinement later [132].

This method ensures that the agents thoroughly explore the action space before

converging on an optimal strategy.

Deep Q-Networks (DQNs) are utilized to handle the large and continuous

state spaces typical in residential energy management scenarios. DQNs are a
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state-of-the-art RL approach that uses neural networks to approximate the Q-

values of state-action pairs [126, 133]. This approach enables the efficient handling

of high-dimensional input spaces, making it suitable for complex environments.

One of the critical features of DQNs is the use of a separate target network,

which helps stabilize training by providing consistent target values for the Q-

learning updates. Additionally, DQNs employ experience replay, a technique where

the agent stores past experiences in a replay buffer and randomly samples from

this buffer to train the network [134, 133]. This process breaks the temporal

correlations between consecutive experiences, reducing the risk of the network

overfitting to recent events and improving overall learning stability. These features

collectively enhance the robustness and performance of DQNs in managing the

complexities of residential energy demand response.

The training procedure for the MARL-IBDR framework involves initializing

policy and target networks for each agent and training these networks over multiple

episodes, where each episode represents a single day divided into several time steps.

At each time step, the RAs first observe the state of their appliances and compute

control actions based on the ϵ-greedy policy. The aggregator then predicts the

overall demand and sets incentive prices. The RAs receive these incentive rates

set by the aggregator and adjust their appliance consumption accordingly. Each

agent’s actions and corresponding rewards are stored in the replay buffer, and

the networks are trained by sampling experiences from this buffer. This iterative

process continues, with rewards being calculated for RAs, and policies being refined

over time. The policy for each agent is determined using the following formula:

π(s) = argmax
a

Q(s, a | θ) (4.3)

118



CHAPTER 5

APPENDICES

The appendix provides detailed descriptions of the Covasim parameters used in

the study and includes detailed model validation results. It serves as a reference

for understanding the key variables and their descriptions, as well as showcasing

the accuracy of the model through comparison with real outbreak data.

5.1 Covasim Parameters

The Tabel 5.1 outlines the key parameters utilized in the Covasim model, which

are critical for simulating disease transmission and vaccination dynamics.

5.2 Model Validation Results

Figures 5.1 to 5.7 illustrate the results of model validation against the real outbreak

data for all the states in the US.
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Table 5.1 Description of Covasim Parameters

Parameter Description

λwt Disease transmission rate from Swt to Iwt in state w at time t

α1
a Proportion of individuals who get immunization by the first

shot of vaccine type a

α2
a Proportion of individuals who get immunization by the second

shot of vaccine type a

α3
a Proportion of individuals who get immunization by the third

shot of vaccine type a

πw The initial number of susceptible individuals in state w,
inputted from the agent-based simulation model

ωw The initial number of infections in state w, inputted from the
agent-based simulation model

θaw The initial number of individuals who have received the first-
dose type a ∈ {1, 2} vaccine shot in state w

ϑaw The initial number of individuals who have received the
second-dose type a ∈ {1, 2} vaccine shot in state w

ϕaw The initial number of individuals who have received the third-
dose type a ∈ {1, 2} vaccine shot in state w

σaw The initial number of individuals who have received the first-
dose type a ∈ {3} vaccine shot in state w

ηaw The initial number of individuals who have received the
second-dose type a ∈ {3} vaccine shot in state w

β1
aw The vaccine acceptance rate of the first shot for each vaccine

type a in state w

β2
aw The vaccine acceptance rate of the second shot for each

vaccine type a in state w

β3
aw The vaccine acceptance rate of the third shot for each vaccine

type a in state w
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Figure 5.1 Model validation against real outbreak data in the US.
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Figure 5.2 Model validation against real outbreak data in the US - continued.
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Figure 5.3 Model validation against real outbreak data in the US - continued.
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Figure 5.4 Model validation against real outbreak data in the US - continued.
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Figure 5.5 Model validation against real outbreak data in the US - continued.
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Figure 5.6 Model validation against real outbreak data in the US.
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Figure 5.7 Model validation against real outbreak data in the US.
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