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ABSTRACT 

INVESTIGATION OF CEBUS TRAFFIC ACROSS A ROUTER, 
WITH AND WITHOUT ACKNOWLEDGMENT 

by 
Wannakuwattawaduge Lalith Fernando 

A power line and twisted pair implementation of the Consumer Electronic 

Bus(CEBus) has great potential toward inexpensive home automation. Since the 

introduction of the CEBus Standard, there has been increasing efforts on evaluating its 

performance. However, most of the work has been performed for unacknowledged 

networks. Pan[18] was able to implement an acknowledged network for PL CEBus. In 

this thesis, the acknowledgment process has been taken one step further. The effect of 

acknowledgment on a Power Line and Twisted Pair CEBus network interconnected by a 

router is studied. CEBus network performance parameters such as message and packet 

delays, message throughput, and channel throughput have been evaluated in this 

simulation for packet lengths of 100, 300, and 600 bits. Acknowledged network 

performance has been confirmed to function well in terms of the delays and message 

throughputs over the practical range of the normalized offered load. For larger loads, the 

acknowledged network provides a more reliable performance, but at the expense of 

increased delays and reduced throughputs when compared with the unacknowledged 

network. 
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CHAPTER 1 

INTRODUCTION 

Home automation systems can increase comfort and security around the house and can 

also provide economic benefits through energy conservation. The concept involves 

granting, the user with complete control over every appliance and electrical equipment in 

the house, thus relieving him from tasks that require manual control. Several home 

automation systems were introduced to the market in the late 70s and the 80s, but these 

manufacturers did not address the problems of cross product compatibility and complete 

system integration. Hence, a variety of products that can only be controlled individually 

were introduced. A few of them are energy management units, security systems, lighting 

controllers, and entertainment systems. In 1983, the Electronic Industries 

Association(EIA) recognized the need to develop standards covering all aspects of home 

automation systems communication. After five years of study, the EIA released a home 

automation system communication standard known as Consumer Electronic Bus. 

The Consumer Electronic Bus (CEBus), is a computer network for the intelligent 

home able to provide a standardized communication interface to 6 different media. They 

are the PLBus (Power Line Bus), TPBus (Twisted-Pair Bus), CXBus (Coaxial Bus), 

SRBus (Infrared or Single-Room Bus), RFBus (Radio Frequency Bus) and FOBus 

(Fiber-Optic Bus). PLBus is likely to be the medium of choice for most appliances 

meant for retrofit installations since almost every house and business in the world is 

wired for electricity. Also TPBus promises to be the most useful high-speed medium in 

the majority of installations[2]. The CEBus is intended to support home communication 

for remote sensing, and control, status indication, security monitoring_ and control, energy 

management, entertainment facilities, lighting and home appliances. 



The CEBus standard, which is continually being updated and which was last 

released in October 1992, sets out to achieve several objectives. It should be easy to 

retrofit, and should be able to expand over time as new media and new technologies are 

adopted. The technical goals are versatility with both distributed and centralized control, 

simplicity of operation, low cost, compatibility regardless of manufacturer, support of 

multiple media and media independence. A new language, the Command Application 

Language (CAL), has been specifically designed for the CEBus for this purpose. It 

provides compatibility among supported devices and allows for extendibility over time as 

new features and services are introduced. 

The protocol layers of the CEBus follow the Open System Interconnection (OSI) 

architectural model of the International Organization for Standardization(ISO). By this 

required specification, the CEBus can be extended and interconnected to various media 

through a router, a bridge, or a gateway. However, only four of the seven OSI layers 

are used by CEBus. Some of the functionality associated with the Transport Layer has 

been built into the CEBus Application and Network Layers. The Session and the 

Presentation Lavers of the OSI model are not required for CEBus. So they have been 

omitted to reduce both packet length and device complexity. 

The architecture of the CEBus routers is layered in the same manner as CEBus 

nodes. However, in contrast to a CEBus node, a router has two Medium Access 

Control(MAC) Sublayers and Logical Link Control (LLC) Sublayers - a set for each 

medium connected to the router[16]. The design of the CEBus router is derived from 

the requirements for simple, low-cost consumer devices, or nodes, and minimal length 

packets. The functionality provided by the routers is complex, and would be expensive 

to include in each individual node in the network. Thus, the functional complexity of 

determining packet routes and storing information concerning network 

topology/connectivity is distributed to the routers. In a typical CEBus network, there 

might be many nodes and only a few routers, justifying the higher complexity and cost. 
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The CEBus protocol employs Carrier Sense Multiple Access with Contention 

Detection and Contention Resolution (CSMA/CDCR) for channel access. The channel 

access delay depends on the packet's priority, the station's queueing state and a random 

access delay time. Three classes of priority messages HIGH, STANDARD, and 

DEFERRED are supported in the CEBus protocol. Priority based channel access enables 

a higher priority message to preempt a lower priority message while the latter is waiting 

for channel access. 

In this thesis, the throughput and delay performance of traffic between the Power 

Line(PL) and the Twisted Pair(TP) media interconnected by a router is studied. The 

router is assigned to handle all three priority classes. Simulation results for the 

throughput and delay behavior are obtained for the acknowledged and unacknowledged 

cases. Simulation results were obtained by Yang and Manikopoulos[17] for 

unacknowledged connectionless service across a router which provides an exchange of 

data between peer Network Layers, but without the acknowledgment mechanism to 

verify the success of the transmission. Pan[18] developed the acknowledgment 

mechanism. and investigated the performance of PL CEBus, with and without 

acknowledgment. 	The present simulation model includes the acknowledgment 

mechanism, and successful transmission on the same channel(Local traffic) or successful 

transmission across the router to another channel(Non-Local traffic) can be verified. 

Two of the home automation systems currently available are X-10 and Smart 

House. X-10 is a one-way open loop system with limited potential for intelligent home 

control[?]. Smart House is currently aimed at the new construction market. Equipment 

for retrofits is still being developed[7]. Although EIA has invited both X-10 and Smart 

House to participate in its standard-setting activities, X-I0 has chosen not to, while 

Smart House is reviewing the EIA standard to ascertain whether portions may be 

incorporated into Smart House[6]. 



CHAPTER 2 

CEBUS ARCHITECTURE AND PROTOCOL 

2.1 CEBus Architecture 

The OSI model is utilized in the design of the CEBus. Only four of the seven OSI layers 

are used in the CEBus as shown in Fig.2.1. The Data Link Layer is divided into the 

Medium Access Control (MAC) Sublayer and the Logical Link Control (LLC) Sublayer. 

By enabling different MAC Sublayers to be interchanged with a universal LLC Sublayer, 

different channel access techniques can be used, thereby increasing the flexibility of the 

Data Link Layer operation. 

2.1.1 Layer System Management 

The Layer System Management (LSM) 	provides 	an interface mechanism 

between non-adjacent layers, initializing and maintaining the peer-to-peer protocol of 

each of the layers or sublayers. In concept, it is adjacent to each of the layers or 

sublayers, and performs various network administrative functions such as reading and 

setting parameter values in different sublayers and resetting Layer entity to a known 

state. It also notifies different layers/sublayers of significant events in the LSM or in the 

other layers/sublayers of the node [1]. 

2.1.2 Physical Layer 

The Physical Layer provides the direct physical connection to the communication 

medium for transfer of data. It provides the characteristics to activate, maintain and 

deactivate the physical links passing the stream of communication symbols. The Physical 

Layer exchanges symbols with the Data Link Layer, encoding and decoding the 

4 



Fig. 2.1 CEBus Architecture 

5 
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symbols to and from the medium states. The states required to represent the symbols are 

generated on the medium by the Physical Layer. 

The signal encoding for PL control channel will be Non Return to Zero (NRZ). 

Pulse Width Encoding using the symbols "1", "0", "EOF", "EOP". EOF(End Of Field) 

denotes the end of a packet field while EOP (End Of Packet) serves to terminate the 

checksum field and delimit message packets. These symbols are encoded using a swept 

frequency carrier coupled to the power line. 

The carrier will consist of a sinusoidal 	waveform that is swept linearly 

from 203 KHz to 400 KHz for 19 cycles, back to 100 KHz in one cycle, then back to 

203 KHz in 5 cycles during a 100µsec interval. This carrier sweep period represents the 

shortest symbol time, called the Unit Symbol Time. During longer symbol times, the 

carrier sweep repeats for a multiple of the Unit Symbol Time(UST) [1]. 

On the PL medium, the encoding of the symbols will be performed using the 

SUPERIOR and INFERIOR states. During the preamble of the CEBus packet, the 

presence of the carrier on the PL will represent the SUPERIOR state, and the absence of 

the carrier will represent an INFERIOR state. During the non-preamble part of the 

message, the frequency swept carrier is continually transmitted and encodes the different 

symbols by reversing the phase of the carrier sweep at the beginning of each new sweep. 

This can be seen clearly in Fig. 2.2(b). If SUPERIORθ1 and SUPERIORθ2 are used to 

denote the different phase versions of the SUPERIOR state, then they are opposite in 

phase, regardless of the value of the phase. In the Figure SUPERIORθ1 will be used to 

denote the phase of the carrier transmitted during the preamble. 

The time to transmit the shortest data symbol, "I" or ONE, on the PL network is 

defined as the Unit Symbol Time (UST). Since 1 UST is equivalent to 100µsec, the data 

rate of the Power Line is 10,000 ONE bits per second ± 0.1% over the operating 
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Fig. 2.2 (a) PL control channel preamble encoding example, and (b) non-preamble 
encoding example 
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temperature and humidity range of the PL devices. The following table displays the four 

CEBUS encoded symbols and their transmission times. 

To make detection of the preamble easier, the unit symbol time is longer during 

the preamble than the message portion of the packet.(Fig. 2.2(a) ) While the unit symbol 

time is longer(114µs vs. 100µs), the SUPERIORθ 1 carrier sweep remains constant 

throughout the packet. Hence, during the preamble, the time the medium is in the 

INFERIOR state varies, occupying the time between SUPERIORS 1 carrier sweeps. 

Table 2.1 Symbol Duration for PL 

Symbol Transmission time 

ONE 100µs ± 100ns = 1 UST 

ZERO 200µs ± 200ns = 2 UST 

EOF 

 

300µs ± 300ns = 3 UST 

EOP 400µs ± 400ns = 4 UST 

A Twisted Pair(TP) network consists of one or more twisted pair cables attached 

at a TP distribution device and ending at a network tap. The cable consists of four 

twisted pairs referred to as TP0 through TP3. TP0 provides control channel, DC power, 

and data channels to attached devices. TP1-3 provide additional data channel resources 

to the devices in the network. Coupling between TP networks and/or other CEBus 

media can be accomplished by coupling between TP0 control channel and other CEBus 

media control channel across a router. .An optional data bridge could be used for 

coupling the data channels between TP and other CEBus media[10]. 
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The control channel for Twisted Pair occupies the bandwidth from 2 to 64 KHz. 

This channel is used to exchange CEBus protocol information and to transport device 

control information. No other use of this channel is permitted. 

The TP control channel uses a differential bipolar signal employing three signal 

levels to encode the CEBus symbols "1", "0", "EOF", and "EOP". The three signal levels 

are used to represent the two media states of SUPERIOR and INFERIOR. A 

SUPERIOR state is represented by the presence of either a positive or negative 

differential voltage swing about the average DC supply voltage present on the TP 

medium. The absence of any voltage swing, or in other words zero voltage swing with 

respect to the average DC supply voltage, will represent an INFERIOR state. 

The encoding of the symbols is strictly related to the time the INFERIOR or 

SUPERIOR state remains on the media, not whether the INFERIOR or SUPERIOR 

state is used[9]. Any symbol can be defined by either a SUPERIOR or INFERIOR state. 

The " I" symbol is represented by the shortest interval of the SUPERIOR or INFERIOR 

state, the "0" is twice the interval of "1", the "EOF" is three intervals, and the "EOP" is 

four intervals. ( Fig. 2.3 ) 

The signaling rate for TP control channel will be 10 K ONE bits per-

second ± 5% over the operating temperature and humidity range of the attached 

devices. This rate gives the following symbol times for the four CEBus encoded symbols. 

Table 2.2 Symbol times for TP 

ONE 100µs ± 	5 us 

ZERO 200 µs ± 	5 its 

EOF 300 µs ± 	5 us 

EOP 400 µs ± 	5 us 
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Fig.2.3 Bipolar Encoding example for TP control channel 

2.1.3 Medium Access Control Sublayer 

The Medium Access Control (MAC) Sublayer performs the function of transmitting and 

receiving Protocol Data Units from the Logical Link Control Sublayer (LPDU's). Only 

unacknowledged connectionless service is offered. The final form of the data for 

transmission is assembled in the MAC Sublayer. The MAC Sublayer incorporates an 

LPDU into a Medium Access Control PDU, or MPDU, before transmission. Then the 

MPDU is transmitted through the Physical Layer after obeying the channel access 
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protocol. The channel access protocol used in CEBus is Carrier Sense Multiple Access 

with Contention Detection and Contention Resolution (CSMA/CDCR). 

When the MAC Sublayer receives an MPDU from the Physical Layer, the 

MPDU Header is stripped away by the MAC Sublayer, and the remaining 

portion(LPDU) is passed up to the Logical Link Control Sublayer. Validation of the 

received frames is also performed through the use of the frame check sequence. 

Fig. 2.4 CEBus frame generation 

The MAC frame is formulated as it passes through each of the layers of the 

CEBus model. The user interface defines the CAL commands and header that make up 

the Application Layer PDU(APDU). This APDU is passed down to the CEBus Network 

Layer where routing and flow control information is appended. Then the new NPDU 

passes through the Logical Link Control Sublayer and Medium Access Sublayer, gaining 

control and addressing information. These processes will be explained in more detail as 

each CEBus Layer is discussed in detail in the following sections. 

The normal MAC frame consists of the Preamble field (PRE), Control field 

(Control), Destination Address field (DA), Destination House Code field (DHC), Source 

Address field (SA), Source House Code field (SHC), information field and the Frame 
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Check Sequence (FCS) field[13]. The contents of each field are a sequence of 0(ZERO) 

and 1(ONE) symbols. All fields except the FCS field are terminated with an EOF symbol.  

The FCS field is terminated with the EOP symbol.  

Fig. 2.5 Normal MAC Frame Format 

The frame format for the JACK consists of fewer fields. The "Acknowledge" 

frame has only a Preamble field, Control field, Information field and a Frame Check 

Sequence field. The information field can be up to 2 bytes long. This field may only 

contain data relevant to the Data Link Layer(MAC and LLC Sublayers), such as 

remaining Data Link Layer buffer space. Any information about the higher layers is not 

allowed. Normally. this field will be empty (Null). 

Fig. 2.6 IACK Frame Format 

2.1.4 Logical Link Control (LLC) Sublayer 

The LLC Sublayer provides the Network Layer with the facility to transmit its packets 

onto the network and to receive incoming packets from the network. CEBus Logical 

Link Control Sublayer service may be one of two types. They are "unacknowledged 

connectionless service" or "acknowledged connectionless service". 
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(a) Unacknowledged Connectionless Service 

Unacknowledged connectionless service accommodates an exchange of data between 

peer LLC Sublayers without the use of an acknowledgment mechanism. Thus, the 

success or failure of a transmission cannot be verified. The term "connectionless" implies 

that no connection, or virtual circuit, is set up to handle the transfer between the LLC 

Sublavers. The peer LLC will be either the destination node, Brouter, or Router on the 

local medium. A transmission can be sent to a specific address, multicast to a group of 

addresses, or broadcast to all addresses in a particular home system. 

(b) Acknowledged Connectionless Service 

For Acknowledged connectionless service, the LLC Sublayer's Immediate 

Acknowledge(IACK) facility is used to improve the chances of successful message 

delivery between peer LLC Sublayers. Acknowledged connectionless service provides 

IACKs on a hop-by-hop basis and not end-to-end. That is, a transmission to a node in 

the same medium(Local Transmission) is acknowledged by the destination node. But a 

Non-Local transmission across a router is acknowledged by the router, and not the 

destination node. Multicast and broadcast transmissions are prohibited in order to 

prevent collisions between simultaneous, multiple acknowledgments. 

By dividing the CEBus Data Link Layer into two sublayers, a certain degree of 

modularity is achieved. Since different media types require different channel access 

methods, different MAC Sublayers could be added without changing the LLC 

Sublayer. Thus, the medium access technique is transparent to a universal Logical Link 

Control Sublaver. 
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2.1.5 Network Layer 

The job of the CEBus Network Layer is to dynamically maintain a tree structure in the 

network topology, correctly route packets between dissimilar media, prevent duplicate 

packets originating from IR/RF, and provide flow control functions for the Application 

Layer's segmented packet service. The Network Layer is capable of providing either 

unacknowledged connectionless service or acknowledged connectionless service. 

Design criteria for topology and routing are derived from the nature of the 

CEBus network, which is the operation of consumer devices. Rules for interconnecting 

various media must ensure flexibility in installation. Routing must be carried out to 

minimize the delay between user command and device response. 

The Network Layer Protocol Data Unit (NPDU) is the unit of information which 

is generated in the Network Layer in a transmitting node and expected by the Network 

Laver in a receiving node. The NPDU is exchanged between peer Network Layers in the 

network nodes or between nodes and routers. 

The Network Layer creates the NPDU from an APDU and some additional 

control parameters passed down from the Application Layer in an N DATA_REQUEST 

service primitive. Once the NPDU is formed it is passed down to the Data Link Layer 

along with additional control parameters in an LL_DATA_REQUEST or an 

LL_ACK_DATA _REQUEST. Once in the Data Link Layer, these pieces of information 

are incorporated into a frame containing control information, addresses and error 

detection data. The final product is the MAC Layer PDU, or MPDU, which is passed 

down to the Physical Layer for transmission. PDUs created by a higher layer have to be 

handled as an indivisible entity by the lower layers. 

A received MAC frame is stripped of the MPDU Header and passed up to the 

LLC Layer where the control field is taken out. The remaining portion, or NPDU, is 

passed up to the Network Layer where its contents are recognized. If the receiving node 

is a Router or Brouter, the NPDU is used to make routing decisions and to generate a 
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frame onto the next medium. If the receiving Network Layer belongs to a network node, 

then the NPDU is disassembled and passed up to the Application Layer. 

2.1.6 Application Layer 

The CEBus Application Layer is the highest in the CEBus node. It provides the user 

interface to the CEBus network and supports a Common Application Language (CAL) 

through which manufacturers may communicate with other devices in the network[8]. 

The Application Layer is functionally divided into four elements: the user element, the 

CAL element, the message element, and the association control element. 

The user element is the interface to the process which controls the CEBus 

devices. This process, named the application process, performs actions requests by 

remote devices. such as TURN ON or TURN OFF, and generates requests to other 

devices on the network. The user element invokes the services of the CAL to formulate 

CAL commands and relay requests from the application process to remote devices on the 

network. Incoming CAL commands are also processed and the required task is relayed 

to the application process by the CAL element. The CAL element is also responsible for 

resource allocation and segmentation. Long messages are divided into shorter segments 

to fit into one CEBus frame. 

The CAL element subscribes to the services of the message transfer element to 

relay the CAL commands to their destinations. The message transfer element calls on the 

services of the Network Layer to accomplish this task. 

The association control element allows the association of two application 

processes. This part of the service has not yet been specified[21]. The information 

exchange between peer Application Layers is accomplished using Application Layer 

Protocol Data Units(APDUs). An APDU consists of the CAL command and a header 

appended by the message transfer element. 
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Fig. A.11 Message and Packet delay vs. Normalized offered load 
for 100 bit Local packets, without IACK 
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Fig. A.12 Message and Packet delay vs. Normalized offered load 
for 100 bit Local packets, with IACK 
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Fig. A.13 Message and Packet delay vs. Normalized offered load 
for 100 bit Non-Local packets, without IACK 
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Fig. A.14 Message and Packet delay vs. Normalized offered load 
for 100 bit Non-Local packets, with IACK 
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Fig. A.15 Message throughput vs. Normalized offered load 
for 100 bit Local packets, with and w/o IACK 
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Fig. A.16 Message throughput vs. Normalized offered load 
for 100 bit Non-Local packets, with and w/o IACK 



REFERENCES 

1. The Electronic Industries Association's, EIA Home Automation System(CEBus), 

EIA Interim Standard, October 1992. 

2. Davidson, K. " CEBus: A New Standard in Home Automation," CIRCUIT CELLER 

INK, Aug./Sep. 1989, pp. 40-52. 

3. Schwartz, M. Telecommunication Networks: Protocols, Modeling and Analysis, 

Addison-Wesley, Reading, MA., 1988. 

4. Bertan, B. R. "Simulation of MAC-Layer Queueing and Priority Strategies of 
CEBus," IEEE Transactions.  on Consumer Electronics, Vol. 35, No. 3, 

Aug. 1989. 

5. Markwalter, B. E., and S. K. Fitzpatrick, "CEBus Network Layer Description," 
IEEE Transactions on Consumer Electronics, Vol. 35, No. 3, Aug. 1989. 

6. Hanover, G. "Networking the Intelligent Home," IEEE Spectrum, Oct. 1989, 

pp. 48-49. 

7. Stauffer, H. B. "The SMART HOUSE System," The Computer Applications 

Journal, Feb. 1993, pp. 14-23. 

8. Fisher. J. "Switched-On CEBus: A CAL Interpreter," The Computer Applications 

Journal, Feb. 1993, pp. 24-31. 

9. Davidson, K. "Putting the Wraps on CEBus," The Computer Applications Journal, 

Feb. 1993, pp. 42-46. 

10. Evans, G. "The EIA Consumer Electronic Bus Twisted Pair Network," IEEE 

Transactions 017 Consumer Electronics, Vol. 37, No. 2, May 1991, pp. 101-107. 

11. Pakkam, S. R., and C. N. Manikopoulos, "Performance Evaluation of the 

Consumer Electronic Bus," IEEE Transactions on Consumer Electronics, 

Vol. 36, No. 4, Nov. 1990, pp. 949-953. 

12. Yang. J., and C. N. Manikopoulos, "Router Connected Physical Media in 

Networking the Intelligent Home," IEEE Transactions on Consumer 

Electronics, Vol. 38, No. 1, Feb. 1992, pp. 30-36. 

13. Hofmann, J. "The Consumer Electronic Bus Infrared System," IEEE Transactions 

on Consumer Electronics, Vol. 37, No. 2, May 1991, pp. 122-128. 

64 



65 

14. Hussain, A., and A. D. Robbi, "Delay Performances of Standard and Modified 
CEBus Schemes," IEEE Transactions on Consumer Electronics, Vol. 38, No. 2, 
May 1992, pp. 77-84. 

15. Markwalter, B. E., S. K. Fitzpatrick, P. J. Hargaden, and S. C. Appling, "Design 
Influences for the CEBus Automation Protocol," IEEE Transactions on 
Consumer Electronics, Vol. 37, No. 2, May 1991, pp. 145-153. 

16. Hargaden, P. J., B. E. Markwalter, S. K. Fitzpatrick, and S. C. Appling, "Functions 
and Operations of CEBus Routers," IEEE Transactions on Consumer 
Electronics,V ol. 37, No. 2, May 1991, pp. 135-144. 

17. Yang, J., and C. N. Manikopoulos, "Performance Evaluation of a Three Priority 
CEBus Router," IEEE Transactions on Consumer Electronics, Vol. 39, No. 2, 
May 1993, pp. 107-114. 

18. Pan, M., and C. N. Manikopoulos, " Investigation of the PL CEBus Performance 
With and Without Acknowledgment," Master's Thesis, New Jersey Institute of 
Technology, Oct. 1993. 

19. Gburzynski, P., and P. Rudnicki, The LANSF Protocol Modeling Environment, 
Dept.of Computing Science, University of Alberta, Edmonton, Alberta, Canada, 
1991. 

20. Yang, J., and C. N. Manikopoulos, "Investigation of the Performance of Controlled 
Router for the CEBus," IEEE Transactions on Consumer Electronics, Vol. 38, 
No. 4, Nov. 1992, pp. 831-841. 

21. Douligeris, C., "Intelligent Home Systems," IEEE Communications Magazine, 
Oct. 1993, pp. 52-61. 


