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Figure 3.2 Illustration of the relationship between Avatar handoff time and the
average E2E delay between an MU and its Avatar.

Also, the Avatar handoff process consumes extra resources of the Avatar

(especially the bandwidth resource) [45–47], and thus degrades the performance of

tasks (which are offloaded from its MU) currently running in the Avatar. Therefore,

short handoff time can potentially reduce the task executing time, i.e., more resources

of an Avatar can be allocate to executing the offloaded tasks.

However, it is reported that migrating the whole Avatar between two cloudlets

over a network with stable 10 Mbps bandwidth and 50 ms Round Trip Time (RTT)

consumes over two hours [48]; this indicates that handing off a whole Avatar between

cloudlets cannot maintain the low E2E delay between the Avatar and its MU but

exhausts the resource of the network and the Avatar. The main reason for incurring

the unacceptable handoff time is to migrate the large volume of the Avatar’s virtual

disk over the network [48].

In order to significantly reduce the Avatar handoff time by avoiding virtual disk

migration during the handoff process, we propose to place a number of replicas of an

Avatar’s virtual disk in the suitable cloudlets [49]. The replicas of an Avatar2 are

synchronized with the Avatar’s virtual disk during a fixed time period (e.g., 5 min).

2The replicas of an Avatar are referred to as the replicas of the Avatar’s virtual disk.
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Thus, if an MU’s Avatar tries to hand off to the cloudlet which contains one of the

Avatar’s replicas, only the memory and the pre-handoff virtual disk dirty blocks of

the Avatar are needed to be transmitted to the destination cloudlet. The pre-handoff

virtual disk dirty blocks of the Avatar means the virtual disk dirty blocks that are

generated after the last replica synchronization process. For instance, as shown in

Figure 3.3, the Avatar’s replicas are synchronized at t1; meanwhile, the Avatar handoff

is triggered at t2, and thus the number of the virtual disk blocks, which are modified

during the interval between t1 and t2, are defined as the pre-handoff virtual disk

dirty blocks, which need to be migrated during the handoff process. Since the dirty

block generation rate of the virtual disk is relatively low, only very small portion of

the virtual disk is needed to be transmitted to the destination cloudlet, which will

significantly reduce the handoff time.

Figure 3.3 Illustration of pre-handoff virtual disk dirty blocks.

Essentially, the Avatar handoff problem can be decomposed into two subproblems,

i.e., the Avatar replica placement problem and the adaptive Avatar handoff problem.

The Avatar replica placement is to determine the location of each Avatar’s replica

based on its MU’s historical movement trace. The Avatar replica placement problem

is solved offline; for example, the placement of each Avatar’s replica can be updated

during the midnight. After the replicas of Avatars have been deployed, the adaptive

Avatar handoff problem is used to determine the locations of all MUs’ Avatars based

on the MUs’ real-time movements as well as the network status (i.e., the average
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E2E delay among cloudlets and BSs). The adaptive Avatar handoff problem is solved

online, i.e., the locations of all MUs’ Avatars can be updated in each time slot (e.g.,

30 minutes).

It is worth noting that the Avatar handoff problem is not to determine the

suitability of offloading tasks from an MU to its Avatar. Many methods have been

investigated to solve the task offloading decision problem [50–52], i.e., MUs would

determine whether a tasks is suitable to be offloaded based on the wireless channel

condition, complexity of the task, and the configuration of the mobile device such that

the energy consumption of the mobile device is minimized and the task execution time

is reduced. The Avatar handoff problem is used to determine the location of each

Avatar in order to further improve the performance of task offloading by reducing the

network delay incurred in the wired networks.

3.1 Avatar Replica Placement

Migrating the whole virtual disk of an Avatar during the Avatar handoff process incurs

unbearable handoff time and increases the traffic load of the SDN-based cellular core

significantly. Thus, in order to avoid the virtual disk migration during the Avatar

handoff process, we propose to deploy a number of the Avatar’s replicas among the

cloudlets. As we mentioned before, an Avatar’s replica refers to a software copy

of the Avatar’s virtual disk. Note that the initial purpose of creating replicas of a

virtual disk is to avoid data losses owing to hard disk failures [53, 54]. For example,

in the Hadoop distributed file system, each block has three replicas by default [55].

Here, we try to place the replicas of an Avatar in suitable cloudlets in order to avoid

virtual disk migration during the Avatar handoff process. For instance, as shown in

Figure 3.4, if an Avatar’s replica has already been deployed in Cloudlet 2, handoff the

Avatar from Cloudlet 1 into Cloudlet 2 only needs to migrate virtual memory, virtual

disk dirty blocks, and vCPU states of the Avatar. This can significantly reduce the
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volume of data need to be migrated, thus tremendously reducing the Avatar handoff

time. Here, we define the cloudlet, which contains one of an Avatar’s replicas, as the

Avatar’s available cloudlet. Thus, we say that an Avatar can only be handed off to its

available cloudlets in order to avoid virtual disk migration during the Avatar handoff

process.

Figure 3.4 Handoff an Avatar into a cloudlet

Note that it is unnecessary and inefficient to place the Avatar’s replicas in all

the cloudlets in the network because increasing the number of replicas for each Avatar

increases the capital expenditure (CAPEX) of the cloudlet provider (by implementing

more storage space in the cloudlets) as well as the synchronization traffic (i.e., the

traffic incurred by synchronizing the contents among the replicas of each Avatar) in

the SDN based cellular core. Meanwhile, placing the Avatar’s replicas in the cloudlets,

which are never visited by the MU, cannot benefit the communications between the

MU and its Avatar. Therefore, it is important to optimally place a limited number

of replicas for each Avatar among the cloudlets so that the average E2E delay during

a period ∆T (e.g., one day) between the MU and its Avatar can be minimized (by

utilizing Avatar handoff) when the MU roams in the network.

Normally, the Avatar’s replicas will be placed where its MU will commonly visit

(it has been demonstrated that about 10% to 30% of all human movement can be

explained by their social relationship, while 50% to 70% is attributed to periodic

behaviors [56]; thus, we believe that the dynamics of future human movement can
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Figure 3.5 Illustration of the optimal Avatar replica placement.

be reliably predicted based on the mathematical models [56–58]), such as home and

workplace. However, this is not the optimal Avatar replica placement strategy. For

instance, suppose the cloudlet network topology is shown in Figure 3.5, which contains

7 BS-Cloudlet (BSC) combinations3, and two replicas of MU i’s Avatar need to be

placed. Meanwhile, suppose the occurrence probability of MU i in BS j’s coverage

area, denoted as pij
4 (where j = 1, 2, · · · , 7), is also shown in Figure 3.5. Thus,

traditionally, two replicas will be placed in BSC-1 and BSC-2 (because pi,1 and pi,2

are the two largest values, implying that MU i will most commonly visit BSC-1 and

BSC-2). Yet, deploying the two replicas in BSC-1 and BSC-7 may be the optimal

solution for MU i. This is because, first, the value of pi,2 and pi,7 are close; second,

BSC-1 and BSC-2 are adjacent to each other, and so the E2E delay between MU i

and its Avatar is low even if MU i is in the BSC-2’s coverage area and its Avatar

is in BSC-1. On the contrary, since BSC-7 is far away from BSC-1, the E2E delay

may be unbearable if MU i is in the BSC-7’s coverage area and its Avatar is in

3A BSC combination indicates that a BS is attached to a dedicated cloudlet.
4pij = the total time that MU i stays in the BS j′s coverage area

the total time period (i.e., one day)
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BSC-1, and thus placing the 2nd replica in BSC-7 may improve the average E2E

delay significantly.

Therefore, we conclude that the value of pij is not the only determinant to

affect the performance of the Avatar replica placement. The E2E delay among

different BSCs can also affect the performance of Avatar replica placement. Table 3.1

summarizes the main notations applied in the Avatar replica replacement problem.

Table 3.1 List of Important Notations in Avatar Replica Replacement

Notation Definition

I Set of all the MUs.

J Set of all the BSs.

K Set of all the cloudlets.

xik A binary variable indicating the location of replica for MU i’s Avatar.

tjk Average E2E delay between BS j and cloudlet k.

yijk A variable indicating the location MU i’s Avatar.

∆T A fix time period (e.g., one day).

τi Average E2E delay between MU i and its Avatar during ∆T .

pij Occurrence probability of MU i in BS j’s coverage area during ∆T .

κ Total number of replicas for each MU’s Avatar.

3.1.1 System model

Let I, J and K be the set of MUs, BSs and cloudlets, respectively. Denote xik as a

binary variable indicating one replica of MU i’s Avatar (i ∈ I) is located in cloudlet

k (i.e., xik = 1, where k ∈ K) or not (i.e., xik = 0). Meanwhile, let tjk be the average

E2E delay between BS j and cloudlet k. The value of tjk (j 6= k) can be measured

and recorded by the SDN controller [59,60]. Note that if j == k, we say that cloudlet

k is BS j’s attached cloudlet. Moreover, denote yijk as a binary variable indicating
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MU i’s Avatar is located in cloudlet k (i.e., yijk = 1) or not (i.e., yijk = 0) when MU

i is in BS j’s coverage area. Let τij be the average E2E delay between MU i and its

Avatar when MU i is in the BS j’s coverage area, then we have:

τij =
∑
k∈K

tjkyijk. (3.1)

Denote τi as the average E2E delay between MU i and its Avatar during the

period ∆T (e.g., one day); meanwhile, let pij be the predicted occurrence probability

of MU i in BS j’s coverage area during the period ∆T ; then, we have:

τi =
∑
j∈J

pijτij =
∑
j∈J

∑
k∈K

pijtjkyijk. (3.2)

The optimal Avatar replica placement for each MU i (i ∈ I) is to minimize its

average E2E τi during the period ∆T . Thus, we formulate the problem as follows:

P0 : arg min
xik, yijk

∑
j∈J

∑
k∈K

pijtjkyijk (3.3)

s.t.
∑
k∈K

xik = κ, (3.4)

∀j ∈ J ,
∑
k∈K

yijk = 1, (3.5)

∀j ∈ J ∀k ∈ K, yijk ≤ xik, (3.6)

∀k ∈ K, xik ∈ {0, 1} , (3.7)

∀j ∈ J ∀k ∈ K, yijk ∈ {0, 1} , (3.8)

where κ is the total number of replicas that can be deployed among the cloudlets for

each MU’s Avatar. Constraint (3.4) requires that exactly κ replicas are placed for

MU i. Constraint (3.5) indicates that MU i’ Avatar should be located in exactly one

cloudlet when MU i is in BS j’s coverage area. Constraint (3.6) implies that MU i’
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Avatar can only be located in a cloudlet if and only if the cloudlet contains one of

its replicas (i.e., in order to satisfy Constraint (3.6), yijk could equal to 1 iff xik = 1;

otherwise, yijk should be 0 if xik = 0). Constraints (3.7) and (3.8) implies xik and

yijk (j ∈ J and k ∈ K) are binary variables.

Lemma 1. The Avatar replica placement problem (i.e., P0) is NP-hard when κ > 1.

Proof. The formulation of the Avatar replica placement problem is equivalent to the

p-median problem [61] where κ = p > 1, and the p-median problem has been proved to

be NP-hard on a general network topology (note that it has been demonstrated that

the p-median problem can be solved in polynomial time O(n2p2) only if the network is

a tree [62]). Therefore, we need to demonstrate the topology of the proposed cloudlet

network is not a tree.

Based on the cloudlet network architecture, each BS can communicate with

all the cloudlets over the SDN based cellular core. Thus, the cloudlet network can

be considered as a complete graph in which every vertex represents the BS-cloudlet

pair. Every pair of distinct vertices is connected by a unique edge, which represents

a communications link with a dedicated cost in terms of the E2E delay. Therefore,

the Avatar replica placement problem is NP-hard.

3.1.2 LatEncy Aware Replica placemeNt (LEARN)

Inspired by the Lagrangian relaxation algorithm for solving the p-median problem

[63], we design the LatEncy Aware Replica placemeNt (LEARN) algorithm to

optimally place the replicas among cloudlets for each MU. The basic idea of LEARN

is to iteratively obtain the lower bound (LB) and upper bound (UB) of the Avatar

replica placement problem through Lagrangian procedure until the differece between

the LB and UB is less than a predefined value ψ.
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Specifically, we relax Constraint (3.5) in P0 to obtain the following Lagrangian

problem:

P1 : max
λj

min
xikyijk

L=
∑
j∈J

∑
k∈K

pijtjkyijk+
∑
j∈J

λj

(
1−
∑
k∈K

yijk

)

=
∑
j∈J

∑
k∈K

(pijtjk − λj) yijk +
∑
j∈J

λj, (3.9)

s.t. Constraints (3.4), (3.6), (3.7), (3.8),

where λj (∀j ∈ J , λj ≥ 0) are the Lagrangian multipliers. For fixed values of the

Lagrange multipliers λj, the above relaxed problem (i.e., P1) will yield an optimal

objective value that is an LB on any feasible solution of the original Avatar replica

placement problem (i.e., P0).

Lemma 2. Define vector ∆i = {∆ik|k ∈ K}, where ∆ik =
∑
j∈J

min (0, pijtjk − λj);

define the cloudlet set K′

i (K′

i ⊂ K), where
∣∣∣K′

i

∣∣∣ = κ and
{

∆ik|k ∈ K′

i

}
are the κ

number of the smallest values in vector ∆i. Then, for any given set of multipliers

λ = {λj|j ∈ J }, the optimal solution of the Lagrangian problem, denoted as X ∗i =

{x∗ik|k ∈ K} and Y∗i =
{
y∗ijk|j ∈ J , k ∈ K

}
, can be expressed as follows:

∀k ∈ K, x∗ik =


1, k ∈ K′

i.

0, otherwise.

(3.10)

∀j∈J ,∀k∈K, y∗ijk=


1, pijtjk−λj < 0 & x∗ik=1.

0, otherwise.

(3.11)

Proof. Obviously, in order to minimize the objective function of the Lagrangian

problem (i.e., P1), yijk should be chosen its maximum value if pijtjk − λj ≤ 0

(j ∈ J , k ∈ K) for any given set of Lagrangian multipliers λ = {λj|j ∈ J },
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otherwise, yijk = 0. Thus, by considering Constraint (3.6), the optimal solution of

y∗ijk is given by: y∗ijk = xik, if pijtjk − λj ≤ 0; y∗ijk = 0, otherwise.

By substituting the optimal solution of y∗ijk into L (Equation (3.9)), the

Lagrangian problem is transformed into:

min
xik
L =

∑
k∈K

∆ikxik +
∑
j∈J

λj (3.12)

s.t. Constraints (4.6), (4.8),

where ∆ik =
∑
j∈J

min (0, pijtjk − λj). For any given set of Lagrangian multipliers λ,

the above problem is trivial to solve, i.e., x∗ik = 1, if k ∈ K′

i (where K′

i is the set of κ

number of the cloudlets, which have the smallest values of ∆ik in ∆i = {∆ik|k ∈ K});

x∗ik = 0, otherwise. Thus, Equations (3.10) and (3.11) have been proved.

Note that solving the relaxed problem can provide the LB of the original Avatar

replica problem, i.e.,

LB =
∑
k∈K

∆ikx
∗
ik +

∑
j∈J

λj. (3.13)

However, the solution of the Lagrangian relaxation problem may not be the

feasible solution with respect to the original Avatar replica problem (P0), i.e.,

Constraint (3.5) may not be satisfied for the solution Y∗i =
{
y∗ijk|j ∈ J , k ∈ K

}
.

In order to obtain a feasible solution of the original problem, denoted as Y i ={
yijk|j ∈ J , k ∈ K

}
, we can simply allocate the Avatar of MU i to the cloudlet,

which has the lowest E2E delay among the cloudlets containing one replica of the

Avatar, when MU i is in BS j, i.e., for each j ∈ J , we have:

∀k∈K, yijk=

 1, tjk = min
{
tjk|k ∈ K′′

i

}
0, otherwise.

(3.14)
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where K′′

i is the set of available cloudlets (which contain one replica of MU i’s Avatar)

of MU i’s Avatar, i.e., K′′

i = {k|x∗ik = 1, k ∈ K}.

Substituting the feasible solution (i.e., Y i =
{
yijk|j ∈ J , k ∈ K

}
) into the

objective function of the original problem (i.e., Equation (3.3)), we have the UB

of the original problem:

UB =
∑
j∈J

∑
k∈K

pijtjkyijk. (3.15)

Note that the original problem always chooses its UB as its objective value

because the UB can guarantee the existence of the feasible solution. However,

selecting different values of Lagrange multiplier vector (i.e., λ) may generate different

values of the UB. Thus, by applying the subgradient method [64], we adjust the values

of Lagrange multipliers in each iteration in order to obtain the smaller value of UB.

The iteration terminates until UBopt−LB ≤ ψ, where UBopt indicates the best (i.e.,

smallest) value of UB that has been found in the previous iterations.

In the nth iteration (n > 1), the values of the Lagrangian multipliers λnj (j ∈ J )

are calculated based on the following expression:

∀j ∈ J , λnj =max

{
0, λn−1

j −θn
{∑
k∈K

y∗ijk
n−1−1

}}
, (3.16)

where λn−1
j are the Lagrangian multipliers generated in the previous iteration; y∗ijk

n−1

(j ∈ J , k ∈ K) are the optimal solution of P1 (i.e., the relaxed problem) in the

previous iteration, which can be calculated based on Equations (3.11) and θn is the

step length adopted in the nth iteration, which can be calculate based on the following

expression [65]:

θn =
α (UBopt − LBn−1)∑

j∈J

(∑
k∈K

y∗ijk
n−1 − 1

)2 , (3.17)
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where α (0 < α < 2) is a decreasing adaptation parameter and LBn−1 is the value of

LB in the previous iteration (i.e., LBn−1 =
∑
k∈K

∆ikx
∗
ik
n−1 +

∑
j∈J

λn−1
j ). The detail of

the LEARN algorithm is shown in Algorithm 1.

3.1.3 One example to illustrate the LEARN algorithm

Suppose there are three BSs in the network and each BS is attached to one cloudlet.

Assume the average E2E delay vector is T =


0 20 15

20 0 10

15 10 0

. There is an MU in the

network and the occurrence probability of the MU in the respective BSs during the

day is P= [0.5, 0.3, 0.2]. If we need to place two replicas (i.e., κ = 2) for its Avatar’s

virtual disk, then LEARN shall apply the following procedure to obtain the optimal

replica placement for the MU:

• Steps 1-2 in Algorithm 1: randomly select the initial values of Lagrangian multi-

pliers, e.g., λ= [5, 5, 5]; initialize LB = 0 and UBopt = +∞;

• Steps 4-5 in Algorithm 1: given the value of λ, calculate the values of X ∗ and

Y∗ for the MU based on Lemma 2; in this example, X ∗= [1, 1, 0] and Y∗ = 1 0 0

0 1 0

1 1 0

. Then, update the value of LB based on Equation (3.13); in this

example, LB = 0;

• Steps 6-7 in Algorithm 1: calculate the value of Y based on Equation (3.14). In

this example, Y =

 1 0 0

0 1 0

0 1 0

. Then, update the value of UB based on Equation

(3.15); in this example, UB = 3.5;

• Steps 8-11 in Algorithm 1: compare UB with UBopt; in this example, UB < UBopt,

and thus X opt = X ∗ = [1, 1, 0] and UBopt = UB = 3.5;

• Steps 12-13 in Algorithm 1: update the value of Lagrangian multipliers, i.e., λ,

based on Equation (3.16), and goes back to Steps 4-5 until UBopt − LB ≤ ψ.

The LEARN algorithm is executed offline, i.e., for a fixed period ∆T , LEARN

will update the replica placement for different MUs during the off peak hours. Also,
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