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ABSTRACT

FROM GEOGRAPHICALLY DISPERSED DATA CENTERS TOWARDS HIERARCHICAL EDGE COMPUTING

by
Abbas Kiani

Internet scale data centers are generally dispersed in different geographical regions. While the main goal of deploying the geographically dispersed data centers is to provide redundancy, scalability and high availability, the geographic dispersity provides another opportunity for efficient employment of global resources, e.g., utilizing price-diversity in electricity markets or utilizing locational diversity in renewable power generation. In other words, an efficient approach for geographical load balancing (GLB) across geo-dispersed data centers not only can maximize the utilization of green energy but also can minimize the cost of electricity. However, due to the different costs and disparate environmental impacts of the renewable energy and brown energy, such a GLB approach should tap on the merits of the separation of green energy utilization maximization and brown energy cost minimization problems. To this end, the notion of green workload and green service rate, versus brown workload and brown service rate, respectively, to facilitate the separation of green energy utilization maximization and brown energy cost minimization problems is proposed. In particular, a new optimization framework to maximize the profit of running geographically dispersed data centers based on the accuracy of the G/D/1 queueing model, and taking into consideration of multiple classes of service with individual service level agreement deadline for each type of service is developed. A new information flow graph based model for geo-dispersed data centers is also developed, and based on the developed model, the achievable tradeoff between total and brown power consumption is characterized.
Recently, the paradigm of edge computing has been introduced to push the computing resources away from the data centers to the edge of the network, thereby reducing the communication bandwidth requirement between the sources of data and the data centers. However, it is still desirable to investigate how and where at the edge of the network the computation resources should be provisioned. To this end, a hierarchical Mobile Edge Computing (MEC) architecture in accordance with the principles of LTE Advanced backhaul network is proposed and an auction-based profit maximization approach which effectively facilitates the resource allocation to the subscribers of the MEC network is designed. A hierarchical capacity provisioning framework for MEC that optimally budgets computing capacities at different hierarchical edge computing levels is also designed. The proposed scheme can efficiently handle the peak loads at the access point locations while coping with the resource poverty at the edge. Moreover, the code partitioning problem is extended to a scheduling problem over time and the hierarchical mobile edge network, and accordingly, a new technique that leads to the optimal code partitioning in a reasonable time even for large-sized call trees is proposed. Finally, a novel NOMA augmented edge computing model that captures the gains of uplink NOMA in MEC users’ energy consumption is proposed.
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CHAPTER 1

INTRODUCTION

The demand for online services including web search, online gaming, distributed file systems such as Google File System (GFS), and distributed Storage System such as BigTable and MapReduce is growing exponentially. This explosion of demand for online services has led to a multitude of challenges in Data Center Networks (DCNs) from DCN architecture design, congestion notification, TCP Incast, virtual machine migration, to routing in DCNs [67].

Most importantly, data centers electric power usage is growing at a rapid pace. In 2013, U.S. data centers consumed an estimated 91 billion kilowatt-hours of electricity, and as the fastest growing consumer of electricity, they are estimated to consume roughly 140 billion kilowatt-hours in 2020 which will cost $13 billion in electricity bill and emit 100 million metric tons of carbon pollution [25]. This huge average annual electricity consumption is due not only to the the continuing explosion of Internet traffic but also to the gravity of preparing DCNs as a scalable and reliable computing infrastructure. Online services run on hundreds of thousands of servers spread across server farms provisioned for the peak load. In fact, to assure the user demands satisfaction, the servers run 24/7 and in vast underutilization the majority of the time. To put this in perspective, the total power consumption at a data center includes the Base Load and Proportional Load. The base load indicates the power consumption even when some of the turned on servers are idle. On the other hand, the proportional load is the extra power consumption which is proportional to the CPU utilization of the servers and accordingly to the load. Therefore, even being idle, servers draw the base load power, thus incurring a substantial amount of annual energy use. However, in the past few years, more server capacities have
been virtualized to facilitate multiple Virtual Machines (VMs) being run on a single Physical Machine (PM).

Complying with all of our online activities but limiting the increasing energy demand in an environmentally friendly manner calls for innovations across different disciplines. Recently, a great deal of research has been done to cut the data center’s power consumption and accordingly the cost of electricity. A great part of the studies mainly aims at proposing new power management techniques by investigating the CPU and memory power consumption of the servers. For examples, Dynamic Voltage/Frequency Scale (DVFS) schemes like [53] have been deployed to reduce the CPU power and new techniques such as [28] have been proposed to adjust the power states of the memory devices in order to dynamically limit memory power consumption. However, the data center operators prefer to maintain a high level of reliability and uptime with their less expensive inefficient facilities rather than to install energy efficient devices at the cost of higher upfront price [25].

Opportunities to improve the data centers energy efficiency is not limited to the improvements in computing components. The energy consumption break down of data centers shows that a course of action is required to improve the energy consumption at other components like network equipment, electrical power delivery and conversion, cooling, and lighting. To this end, Power Usage Effectiveness (PUE) metric has been commonly adopted as a measure of data centers efficiency, and is defined as the ratio of the total energy consumed by the data center to that consumed by the Information Technology (IT) equipment (EPA report on server and data center energy efficiency, Final Report to Congress, Aug. 2007). Power delivery and cooling efficiency has been the subject of interest of many recent research papers, and a large number of studies have aimed at innovating networking components and topologies to shave the power consumed by the IT network.
Another approach which addresses the energy consumption in all components is referred to as green data centers. The concept not only tries to cut down the electricity consumption and its cost but also integrates renewable energy resources such as solar panels and wind farms into data centers, thereby promoting sustainability and green energy. The data center operators can assess the sustainability of their data centers using the Carbon Usage Effectiveness (CUE) metric along with PUE. CUE is defined as the ratio of the total $CO_2$ emissions caused by the total data center energy consumption to that by the IT equipment energy consumption. CUE has the ideal value of 0.0 which indicates no carbon use is associated with the data center operations [9].

Shaving the energy consumption and its cost via load shedding and load shifting ([64] and references therein) is another approach. Load shedding is associated with QoS degradation where data centers based on the Service Level Agreements (SLAs) decide to serve some types of the workload less effectively by utilizing less energy. On the other hand, load shifting algorithms investigate the possibility of shifting the load in time to run when for example cheaper electricity is available.

Moreover, the effectiveness of the geographical load balancing on the energy costs has been demonstrated in some studies. In the so called Geographical Load Balancing (GLB), the workload is distributed among Internet scale data centers spread across geographical diversity [52]. In fact, the Internet scale powerful data centers are few because of the scale and cost of the deployment and operation. These few numbers of data centers are generally dispersed in different geographical regions. The main goal of deploying such geo-dispersed data centers is not only to provide redundancy, scalability and high availability but also to more efficiently employ global resources such as utilizing price-diversity in electricity markets or utilizing locational diversity in renewable power generation [52] (see Figure 1.1). Therefore, the powerful data centers are generally deployed far away from a large majority of
users. To this end, Front-End (FE) servers are co-located with users. Each FE server receives requests from its nearby users and distribute the requests to the back-end servers at geo-dispersed data centers. In fact, each FE server functions as a workload distribution center that manages the workload by distributing the user requests to the appropriate data centers.

The selection of the appropriate data centers can be based on different parameters like server or content availability, the network distance between FE and data center, the efficiency of the data centers, the cost of the electricity, and availability of the renewable energy. Therefore, different workload distribution strategies can be adopted at each FE by considering different objectives like maximizing green energy utilization, minimizing the cost of electricity or maximizing the profit gained by running data center networks. On the other hand, each service request has to be handled within a deadline determined by the Service Level Agreement (SLA). Different parameters like the throughput of the connection between users and FE server, FE server and back end servers at the data center, and the
queuing and processing delay at the data center are contributing to the end-to-end delay of a service request [19]. The QoS at a data center is generally ensured by imposing an upper bound on the queuing delay at the data center which has been commonly modeled as M/GI/1 Processor Sharing (PS) queue or M/M/1 queue [52].

To benefit from the energy efficiency and sustainability advantages of greening, data centers have been recently integrated with a green power source such as wind turbine or solar panel. There are three different ways to green a data center. The first approach, called behind the meter, is to install renewable power generators at the data center location. In this case, the data center operator can own the power generation system itself or a third party can install the system and sell the generated power to the data center. However, the most efficient location to build a renewable power source is not always the same as the best location to build an efficient data center. Therefore, data center operators such as Google choose to either purchase Renewable Energy Certificates (RECs) or make Power Purchase Agreements (PPAs) to procure both power and RECs [5].

To maximize green energy utilization, one FE server can manage the distribution of its incoming workload to different data centers based on the availability of green energy. The available green energy at a data center can be determined by the green energy generation or storage at the data center. The generated on-site green energy at a data center can be predicted by taking into account of weather dependency of green energy. Specifically, when the renewable generator is a wind turbine, the prediction can rely on the foremost forecasting techniques which are based on Numeric Weather Prediction (NWP) of wind speed and power [61]. The prediction may include Very-Short Term Forecasting, Short Term Forecasting, Medium Term Forecasting and Long Term Forecasting techniques. If the case is solar generation, machine learning based prediction techniques can be employed. In the case of purchased green energy, although it is not possible to track the flows of green energy from grid, green energy
generation can be estimated via data center’s RECs. Moreover, when extra green energy is available, each data center can store green energy at energy storage devices and draw the energy from the storage device later.

While the data centers operate 24/7, the green energy is not a constant available resource to power them. Therefore, the data centers have to be connected to on-grid brown energy. In this case, we should note that the brown energy is procured in deregulated electricity markets.

Unlike the regulated electricity markets, in deregulated electricity markets such as day-ahead and real-time markets, the electricity prices vary during the day. The final prices are set based on the bidding process between the energy suppliers and consumers. Some studies also suggest that the data centers can participate in the bidding process and procure the electricity directly from the wholesale market [31]. However, the prices are not known to the data centers until the operating time. For example, the day-ahead prices are usually revealed several hours up to one day in advance while the real-time prices are known only a few minutes in advance. Therefore, the electricity price forecasting methods have to be employed when participating in bidding process.

GLB can be considered as an opportunity to reduce the cost of electricity by utilizing electricity price diversity at different locations. In other words, in order to minimize the electricity cost, each FE server can manage the workload by sending the requests to the data center locations with cheaper price of electricity.

In the past few years, a small and cohesive body of work investigated workload distribution across multiple data centers and the researchers came up with a variety of policies and algorithms. The social impacts of geographical load balancing is explored in [52] and two distributed algorithms are provided that can be used to compute the optimal routing as well as provisioning decisions for Internet-scale systems. Another couple of research papers approach the problem by employing the mixed integer
programming [51, 54]. Also, Ghamkhari et al. [30] addressed the trade-off between minimizing a green data center’s energy costs and maximizing its revenue. Also, Zhao et al. [69] took into consideration of dynamic VM pricing and designed a new algorithm to maximize the long-term cloud provider’s profit.

Recently, fog computing paradigm [12] was introduced by Cisco as a new platform in which the goal is to support the requirements of Internet of Things (IoTs) varying from low latency, mobility, geo-distribution to location awareness [13]. To this end, the fog computing platform was designed as a multi-tiered architecture in which different parts of an IoT application can be deployed on the IoT device, fog platform and a data center as three different tiers. In the past few years, several efforts have developed similar concepts to the fog computing. Most notably, three years before the introduction of fog computing, the idea of cloudlet as a trusted, resource-rich computer which is well-connected to the Internet and available for use by nearby mobile devices was introduced in [58]. The notion of the cloudlet or a ”data center in a box” has been further developed by a research team at Carnegie Mellon University by introducing and developing various mechanisms [22,34,50,59,60]. In parallel with the development of fog computing and the cloudlet concept, the so called Mobile Edge Computing (MEC) idea has being standardized by an Industry Specification Group (ISG) lunched by the European Telecommunications Standards Institute (ETSI) [36]. MEC recognized as one of the key emerging technologies for 5G networks aims at providing computing capabilities in proximity of Mobile Users (MUs) and within the Radio Access Network (RAN), thereby reducing the latency and improving the Quality of Service (QoS) [36]. Moreover, MEC is becoming an important enabler of consumer-centric IoT with potential applications such as smart mobility, smart cities, and location-based services [23]. Therefore, in such user-centric IoT concept in which the users participate in sensing and computing tasks, computation-intensive tasks still need to be offloaded to either the cloud or the computing resources at the edge.
A large and cohesive body of work investigated the major limitations of Mobile Cloud Computing (MCC), e.g., the radio access associated energy consumption of mobile devices and the latency experienced over Wide Area Network (WAN), and the researchers came up with a variety of policies and algorithms. For instances, the computation offloading problem via joint optimization of the communication and computation resources is explored in [8] and a message-passing approach for the same problem is proposed in [40]. A cloudlet network planning approach for mobile access networks is introduced in [17] which optimally places the cloudlet facilities among a given set of available sites and then assigns a set of access points to the cloudlets by taking into consideration of the user mobility. Chiang et al. [21] summarized the opportunities and challenges of edge computing in the networking context of IoT and indicated that the fog concept can fill the technology gaps in IoT. Gonzalez et al. [32] also explored the state of the art of edge computing and its applications in IoT. Moreover, adaptive edge computing solutions for IoT networking are presented in [39], which aims to optimize traffic flows and network resources.

1.1 Contributions

We have made the following major contributions.

1.1.1 Green Versus Brown

Green and price diversities are considered as an opportunity to design a green and low cost GLB approach that not only can maximize the utilization of green energy but also minimize the cost of electricity. However, due to the different costs and different environmental impacts of the renewable energy and brown energy, such a GLB approach should tap on the merits of the separation of green energy utilization maximization and brown energy cost minimization problems. To this end, in this thesis, we propose the concept of decomposing the workload into the workloads
served by green and brown energy. In other words, the notion of green workload and green service rate, versus brown workload and brown service rate, respectively, to facilitate the separation of green energy utilization maximization and brown energy cost minimization problems.

The idea is to distinguish the servers at each data center based on the energy which is utilized to power them. In fact, some servers are turned on and powered by the available green energy (green servers) and the others if needed by purchasing brown energy (brown servers). Therefore, the distinction between green and brown workloads is made mainly based on the server which is utilized to serve the workload. In specific, the workload served by a green server is defined as the green workload and similarly the workload served by a brown server is defined as the brown workload. Moreover, using this idea, we can tackle the shortcoming in some studies, which propose an integrated optimization framework but under the assumption that local renewable generation is always less than the local power consumption. In fact, using the green versus brown concept, each data center utilizes green energy as much as possible, and purchases brown energy only when the green energy generation is not adequate to serve all incoming workloads.

Nevertheless, most of the existing studies in the field of geographically dispersed data centers either neglect an accurate queueing analysis or assume Poisson workload arrivals. Thus, in this thesis, we formulate an optimization framework for profit maximization which relies on the accuracy of the G/D/1 queue [30, 46] in capturing the workload distribution. In particular, we propose a new workload distribution strategy for geographically dispersed green data centers in which our strategy aims at maximizing the revenue and minimizing the energy expenditures. In a G/D/1 queueing model, the arrival rate of the requests can be modeled by a random process with an arbitrary and general probability distribution function like Gaussian processes that have received significant attention as accurate models for the arrival process. In
addition, assuming a fixed service rate for each time interval allows us to model the SLA-deadline as a finite-size queue. Our optimization-based workload distribution strategy taps on the merits of workload decomposition into green and brown workloads served by green and brown energy resources, respectively.

1.1.2 Fundamental Energy Trade-offs

Most of the proposed GLB strategies aim at reducing the energy cost or brown energy consumption via distributing the requests to the locations with cheaper price of electricity or higher renewable energy generation. However, such strategies may increase the total power consumption due to the fact that different data centers have different servers with different service capabilities, and also a request sent to different data centers experiences different network delays. In fact, consuming the same or even more amount of energy at one data center may handle less number of requests than another data center. In other words, the idea of sending a request to another data center with higher network delay or less service capability only in order to benefit from cheaper electricity or utilize more renewable energy may lead to a significant increase in the total power consumption.

The extra green energy generation at a data center can be injected into the power grid, and the data center can receive compensation for the injected power. In the case of electricity, the cheap electricity at a data center can be stored at energy storage devices to be utilized later when the electricity becomes more expensive. Therefore, the more green energy utilization or the cheaper electricity at the expense of increasing the total energy consumption is not necessarily the best option. To find the achievable tradeoffs between total power consumption and green energy utilization, we propose to model geo-dispersed data centers with an information flow graph. Note that this idea may be adopted to capture the achievable tradeoffs between total power consumption and the cost of electricity.
1.1.3 Hierarchical Mobile Edge Computing

In a MEC environment, a mobile subscriber/user can be considered as a person/entity with one or more IoT devices that can utilize the computing and storage capabilities at the edge. However, it is still desirable to investigate an efficient strategy that can be used to offer the computing and storage facilities, and accordingly the required communications bandwidth to a mobile subscriber. Such strategy not only has to allow the users to adapt their computing and communications capacities according to their requirements but also has to change its economics by allowing the users to pay only for the resources that they utilize. In this regard, the main challenge is the resource poverty at the edge where we are dealing with resource-poor computing facilities not big data centers. To this end, the current study aims to address the aforementioned issue by proposing an auction-based profit maximization approach in Chapter 4. While there are some studies that investigate auction models for the resource allocation in a cloud computing system, only a small body of work has studied auction mechanisms for the resource allocation in MEC. For example, Zhang et al. [68] modelled the resource allocation process of a mobile cloud computing system as an auction mechanism by taking into consideration of premium and discount factors and derived the optimal solutions of the resource allocation in their proposed auction mechanism. In addition, a concurrent Virtual Machine (VM) pricing and the distribution of VM instances across Physical Machines (PMs) in a data center are presented in [48]. Zheng et al. [70] developed an optimization model for the spot pricing system and answered the question of how users should bid for cloud resources. The auction model in this dissertation is inspired by the equilibrium pricing models, such as the model presented in [48] tailored for a cloud computing system, i.e., a data center. However, we face the issues of user mobility and the resource poverty at the edge when we apply such pricing models to an MEC environment, and thus, we propose a hierarchical network architecture as well as a two time scale resource
allocation approach to address these issues. Moreover, we formulate our auction model as a profit maximization problem in which the gained profit is established by considering not only the revenue of serving the VM demands and the electricity cost of running the computing and network facilities, but also the revenue lost due to network delay.

1.1.4 Capacity Provisioning

To shed some light on the idea of capacity provisioning, let’s consider distributed CCTV video cameras as a potential application of edge computing. For example, more than 400 CCTV video cameras are distributed over the state of New Jersey and they are generating a huge amount of video data each day. These data have to be processed and stored for different applications such as traffic congestion mitigation strategies. However, sending all of these data to a backend system such as Traffic Management Centers (TMC), which is equipped with computational and storage capabilities, is not practical due to two main reasons: 1) The opportunity to process video data and act on the processed data might be gone after the time it takes to send data all the way to TMC over the backhaul network. 2) Continuously capturing video on the cameras poses a permanent stress on the network paths to the centralized controller. One simple solution to mitigate the congestion on the backhaul network may offer buffering data at the intermediate network nodes for later transmission. This solution is not useful because cameras are capturing videos 24/7 and there will never be a future time when the backhaul network is not overwhelmed. Another solution towards this problem can be a distributed edge computing network architecture by leveraging the concept of the cloudlets. In such a distributed network architecture, each camera itself as well as the aggregation nodes in the network such as the network hubs and routers are all the potential sites to install the cloudlets. Therefore, two important questions must be answered about such a distributed edge computing architecture: 1) Should
we consider a flat or hierarchical design? 2) What is the size of each cloudlet, i.e., how much capacity should be provisioned at each cloudlet location? To this end, the current study aims to address the aforementioned issue by proposing a hierarchical capacity provisioning scheme. In fact, the idea here is to efficiently provision a total capacity budget at the edge while the distribution of the computation workload at different locations is given.

1.1.5 Optimal Code Partitioning

Computation offloading requires code partitioning to decide which tasks should be executed locally and which tasks should be offloaded to the mobile edge depending on different parameters such as energy and delay. Existing computation offloading problems in the literature such as [8, 26] propose joint optimization framework for the code partitioning problem and the radio resource optimization. Such joint optimization frameworks lead to Mixed Integer Nonlinear Programming (MINLP) models in which finding the optimal solution requires an exhaustive search over all the useful call graph partitions, i.e, all the configurations that satisfy the feasibility conditions. Accordingly, these schemes propose to find sub-optimal solutions for code partitioning and then optimize the radio resources for a given partitioning. A message-passing approach for the same problem is proposed in [40] which reduces the complexity of the computation offloading problem. However, the proposed model in [40] considers the code partitioning problem between a mobile device and only one remote location.

In summary, in Chapter 2:

- We develop a new model to maximize the profit of running geographically dispersed data centers. In our model, it is assumed that each data center is offering multiple classes of services and we take into account of individual SLA-deadline for each type of service. Also, we assume that each data center either has a renewable power source or is powered by a nearby wind or solar farm thereby taking into account of green energy. However, as the green energy resources may not be adequate to meet the QoS requirements for all incoming
workloads, each data center is also provisioned by on-grid energy. We further elaborate our model by taking into consideration of geographical electricity price diversity due to different electricity markets and time zones of the dispersed data centers.

• Based on the developed model, we design an optimal workload distribution strategy in terms of the gained profit by the data centers. The profit is defined as revenue − cost by considering the deadline, service income, penalty for the service requests of each class, and also both green and brown energy costs. Our strategy relies on the accuracy of the G/D/1 queueing model in capturing the workload distribution. Furthermore, we prove the convexity of our optimization and therefore its appropriateness for practical purposes. In the optimization frameworks such as [30] which are proposed for a single data center, the service rate is the only decision variable. As our model is an extension for a group of data centers, our objective function and the constraints are functions of both allocated workloads to the data centers and the service rate at each data center. In other words, we maximize the profit by not only optimizing the service rates at data centers but also allocating optimized workload to each data center. To prove the convexity of our problem, we introduce the average number of dropped requests at each data center as an extended SLA constraint and based on that we can prove the convexity of the whole problem by using the convexity of the perspective of a function.

• Our optimization model relies on the potential merit of the decomposition of the workload to the green and brown workloads thereby taking into account of different costs and different environmental impacts of green and brown energy. In this way, we can allocate the green workload to the data centers based on the availability and cost variation of the green energy at different locations. However, for the brown workload, our strategy takes into account of electricity price diversity and hence distinguishes the data centers by the price of electricity. In fact, we take into consideration of not only the cost of brown energy but also one time capital and maintenance expenses of renewable energy. Therefore, unlike some of the existing works in the literature, our optimal profit is not under the assumption that local renewable generation is always less than the local power consumption.

In Chapter 3:

• We define a new service efficiency parameter for geo-dispersed data centers based on an M/GI/1 Processor Sharing (PS) queue analysis by taking into consideration of the network delay.

• We develop a new information flow graph based model for geo-dispersed data centers to capture the tradeoff between the total and brown power consumption.

• Based on the developed model, we characterize the achievable tradeoff between total and brown power consumption.
In Chapter 4:

- We propose a Hierarchical Mobile Edge Computing (HI-MEC) architecture in accordance with the principles of LTE-Advanced backhaul network and introduce the notion of field, shallow and deep cloudlets.

- We propose a two time scale mechanism to allocate the computing and communications resources to the MUs. The importance of the proposed two time scale is due to the fact that the economics of computing resources cannot change as quickly as the traffic loads of the MUs. In particular, the decision about the price and distribution of the computing resources are made in longer time frames, while the bandwidth allocations are updated in shorter time slots. To this end, we formulate a Binary Linear Programming (BLP) aimed at maximizing the profit of the service provider and a convex optimization problem for bandwidth allocation. We also design heuristic algorithms to solve the BLP problem and a centralized solution is proposed for the bandwidth allocation problem.

- We evaluate the performance of the heuristic algorithms via extensive simulations.

In Chapter 5:

- We propose a hierarchical capacity provisioning scheme by considering a 2-tier edge computing network architecture consisting of shallow and deep cloudlets.

- We investigate two different network scenarios based on accurate queueing analysis. In particular, we study the case that the network delay between the shallow cloudlets and the deep cloudlet is negligible as well as the case in which the deep cloudlet is located somewhere deeper in the network, and thus the network delay between the shallow cloudlets and the deep cloudlet matters. We also formulate optimization problems for each case and investigate the solution to each problem by using stochastic ordering and optimization algorithms.

In Chapter 6:

- Inspired by distributed processing systems [11], we propose to use the shortest tree algorithm to optimally schedule tasks in mobile edge networks. More importantly, we extend the code partitioning problem to scheduling problem over time and a hierarchical mobile edge.
We investigate two different optimization scenarios. In particular, the first scenario aims at finding an optimal task scheduling for given radio parameters. In the second scenario, we investigate joint optimization of task scheduling and the mobile device’s transmission power, and show that by using the proposed scheduling scheme, the transmission power optimization problem becomes a disjoint problem from the task scheduling problem.
CHAPTER 2
PROFIT MAXIMIZATION FOR GEOGRAPHICAL DISPERSED GREEN DATA CENTERS

This chapter aims at maximizing the profit associated with running geographically dispersed green data centers, which offer multiple classes of service. To this end, we formulate an optimization framework which relies on the accuracy of the \( G/D/1 \) queue in characterizing the workload distribution, and taps on the

2.1 System Model

Figure 2.1 shows the proposed system model in which we consider a group of \( |N| \) data centers dispersed at different regions. Each data center is equipped with a collection of \( M_i \) homogeneous servers.

The data centers are supplied by multiple types of power. The major power supply of each data center is on-grid or brown energy. The data center has to pay brown energy prices according to its contract with the power company. The electricity pricing contract for each data center depends on the electricity markets at the data center’s location. If the market is regulated, the electricity price has a flat rate during the day. On the other hand, if the region is following a deregulated market, the price of electricity is varying. In most cases, the data center pays less during off-peak hours and more during on-peak period. Therefore, we note the price variability among data centers located at different locations and time zones.

To reduce the cost of electricity and to capitalize on the environmental and sustainability advantages of green energy, we assume that each data center either is equipped with a renewable power source or has access to a nearby renewable energy source such as solar panels or a wind farm. It is worth mentioning that we assume the available renewable energy at each data center can only be used to supply power locally.
Each data center is offering $|J|$ multiple classes of service like web services, video streaming, etc. Each type of service has its specific deadline according to the SLA.

The service requests are initiated by users and arrive at the workload distribution center. One or a group of servers can serve as the workload distribution center [29]. These servers can be treated as the front-end devices that exist in multi-data center Internet services like Google and Itunes [49]. The distribution center facilitates workload flexibility at the demand side. In other words, this center inspects the arriving requests from all users and manages the distribution of the incoming workload to the geographically dispersed data centers based on the availability of green energy and the price of electricity. In our formulation, the total power consumption at each data center takes into account of the Base Load and Proportional Load [30],

$$\text{Total Power Consumption at data center } i = m_i[P_{\text{idle}} + (E_{\text{usage}} - 1)P_{\text{peak}}] + m_i[(P_{\text{peak}} - P_{\text{idle}})U_i], \quad (2.1)$$

where the base load, $m_i[P_{\text{idle}} + (E_{\text{usage}} - 1)P_{\text{peak}}]$, indicates the power consumption even when all of the turned on servers are idle. The proportional load, $m_i[(P_{\text{peak}} - P_{\text{idle}})U_i]$, is the extra power consumption which is proportional to the CPU utilization of the
servers, $U_i$, and accordingly to the workload. It is worth mentioning that both base and proportional loads are computed based on the number of switched on servers, $m_i$, idle power, $P_{idle}$, and average peak power of a single server, $P_{peak}$. Moreover, due to different energy efficiencies at different data centers, the definition of the total power consumption incorporates the Power Usage Effectiveness (PUE) ratio, $E_{usage}$, thereby amalgamating the power consumption at facility for cooling, lighting, and other overhead [15].

2.2 Problem Formulation

We divide the running time of the data centers into a sequence of time slots at equal length, $T$, e.g., a few minutes. Our goal is to maximize the data centers’ total profit during the interval $T$. To this end, we propose an optimization problem to be solved at the beginning of each time slot in which we update the number of turned on servers as well as the allocated workload to each data center. Note that for the analysis, we consider a single time slot, e.g., $\Delta$ as the time slot of interest, and omit the explicit time dependence in the notations.

At the beginning of each time slot, we allocate the workload (total number of service requests) to the data centers based on the availability of green energy and the price of electricity. As the renewable energy and brown energy incur different costs and different environmental impacts, we decompose the total workload into the green and brown workloads. In fact, we distinguish the servers at each data center based on the energy which is utilized to power them. Some of the servers are turned on and powered by the available green energy (green servers), and the others, if needed, by purchasing brown energy (brown servers). Therefore, the distinction between green and brown workloads is made mainly based on the server which is utilized to serve the workload. Specifically, the requests served by a green server are defined as the green workload and similarly those by a brown server the brown workload.
The data center’s profit is modeled as Revenue – Cost, where the data center’s revenue is calculated based on the QoS requirements satisfaction and the cost indicates the energy cost. Owing to the limited computational resources at the data centers, the allocated requests to a data center are first placed in a queue before they can be processed by any available server. Accordingly, to satisfy the QoS requirements, the queueing delay for each service request should be limited by a deadline. If the data center can handle the service requests by the deadline, it receives the service income. Otherwise, it has to pay penalty to its customers. These three parameters, i.e., the deadline, service income, and penalty, depend on the type of service and are determined by the SLA [30, 47]. Thus, we assume that the waiting requests of different classes of service at each data center are placed in different queues. Denote $D_j$, $\delta_j$, and $\gamma_j$ as the deadline, service income, and penalty for the service requests of class $j$, respectively. The service requests that are not handled by the deadlines are discarded [65]. In our problem formulation which is based on the workload decomposition, we distinguish the profit gained by serving green workload from the brown workload as the green and brown profit, respectively. To this end, we assume the green and brown requests of each class are placed in two different queues at a data center. In the next two subsections, we will formulate the green and brown profits.

2.2.1 Green Profit Formulation

We assume that the request rate of each class of service at the workload distribution center is a random process with an arbitrary and general probability distribution function, and $\lambda_{nj}$ denotes the service request rate of class $j$ at time $n$. Let $\lambda_j$ be the average rate of receiving service requests of class $j$ at the workload distribution center within time slot $\Delta$ of length $T$. Also, $\sigma_j^2$ denotes the variance of the class $j$ service request rate’s probability distribution function. Request interarrival times are
assumed to be much shorter than a time slot duration, so that the request allocation can be based on the average arrival rate during the time slot.

We allocate \( \frac{\lambda_{g_{ij}}}{\lambda_j} \) fraction of the service requests to the data center \( i \)'s green servers. These requests are first placed in a particular queue on green servers. The input process to this queue, i.e., \( \lambda_{g_{ij}} = \frac{\lambda_{g_{ij}}}{\lambda_j} \lambda_n \), has the same general probability distribution function as the request rate of class \( j \). Thus, \( \lambda_{g_{ij}} \neq 0 \) and \( \sigma_{g_{ij}}^2 = (\frac{\lambda_{g_{ij}}}{\lambda_j})^2 \sigma_j^2 \) are the mean and variance of the input process to the corresponding queue, respectively.

Based on the aforementioned QoS model, the green revenue earned by the data center \( i \) for serving the green requests of different classes of service within a time slot can be calculated as,

\[
R_i(\lambda_{g_{ij}}, \mu_{g_{ij}}) = \sum_{j=1}^{J} \left[ (1 - P_L(\lambda_{g_{ij}}, \mu_{g_{ij}})) \delta_j \lambda_{g_{ij}} T - P_L(\lambda_{g_{ij}}, \mu_{g_{ij}}) \gamma_j \lambda_{g_{ij}} T \right],
\]

where \( P_L(\lambda_{g_{ij}}, \mu_{g_{ij}}) \) denotes the probability that the waiting time for a service request of class \( j \) exceeds its SLA-deadline. Note that \( \mu_{g_{ij}} \) denotes the green service rate, i.e., the rate that the requests of class \( j \) are removed (i.e., served) from the corresponding queue by the data center \( i \)'s green servers.

To obtain \( P_L(\lambda_{g_{ij}}, \mu_{g_{ij}}) \), the SLA-deadline is translated into the loss probability of a G/D/1 queue. In a nutshell, it is assumed the service rate that the service requests are removed from the queue, i.e., \( \mu_{g_{ij}} \), is fixed over the time slot. Thus, for instance, if there are \( Q_{ij} \) number of requests waiting in the queue upon the arrival of a new service request, it takes \( \frac{Q_{ij}}{\mu_{g_{ij}}} \) seconds until the new request can be handled by any available server. If \( \frac{Q_{ij}}{\mu_{g_{ij}}} \leq D_j \), then the new request can be handled before the deadline. Therefore, the SLA-deadline can be modeled by a finite-size queue with length \( \mu_{g_{ij}} D_j \). In other words, in order to handle a new request by the SLA-deadline, it has to enter a queue with length \( \mu_{g_{ij}} D_j \) [30]. According to queueing analysis [46], the loss probability of the finite-size queue can be accurately estimated from the tail of the queue length distribution for any general probability distribution. However, it is known that the estimation yields the highest level of accuracy when the service
request rate is characterized by a Gaussian process \([46]\). Therefore, through out the rest of this thesis, the request rate of each class of service, accordingly the input process to the queues is assumed to be a Gaussian process, and the loss probability can be obtained as,

\[
P_L(\lambda_{gij}, \mu_{gij}) = \alpha(\lambda_{gij}, \mu_{gij}) e^{-\frac{1}{2} \min_{n \geq 1} M_n(\lambda_{gij}, \mu_{gij})},
\]

(2.2)

where

\[
\alpha(\lambda_{gij}, \mu_{gij}) = \frac{1}{\lambda_{gij} \sqrt{2\pi \sigma_{gij}^2}} e^{-\frac{(\mu_{gij} - \lambda_{gij})^2}{2 \sigma_{gij}^2}} \int_{\mu_{gij}}^{\infty} (r - \mu_{gij}) e^{-\frac{(r - \lambda_{gij})^2}{2 \sigma_{gij}^2}} dr,
\]

(2.3)

and for each \(n \geq 1\),

\[
M_n(\lambda_{gij}, \mu_{gij}) = \frac{(D_j - d_i) \mu_{gij} + n(\mu_{gij} - \lambda_{gij}))^2}{n C_{\lambda_{gij}}(0) + 2 \sum_{l=1}^{n-1} (n-l) C_{\lambda_{gij}}(l)},
\]

(2.4)

where \(C_{\lambda_{gij}}(l)\) is the autocovariance of the class \(j\) service request rate’s probability function at data center \(i\), and we have \(\sigma_{gij}^2 = C_{\lambda_{gij}}(0)\). Also, \(d_i\) is the network delay experienced by a request from the workload distribution center to data center \(i\).

The green power consumption at each data center depends on the number of switched on green servers as well as the CPU utilization of each green server. The total number of switched on green servers at data center \(i\) can be expressed based on the total green service rate as \(m_{gi} = \sum_{j=1}^{\mid J \mid} \frac{\mu_{gij}}{k_j}\), where each server can handle \(k_j\) service requests of class \(j\) per second. Also, within the interval of \(T\), each switched on green server handles \(\frac{T(1-P_L(\lambda_{gij}, \mu_{gij}))}{m_{gij} k_j}\) requests of class \(j\) \([30]\). Thus, the total CPU busy time of each server can be obtained as \(\sum_{j=1}^{\mid J \mid} \frac{T(1-P_L(\lambda_{gij}, \mu_{gij}))}{m_{gij} k_j} \lambda_{gij}\). By dividing the total server busy time by \(T\), we have the CPU utilization \(U_{g_i} = \sum_{j=1}^{\mid J \mid} \frac{(1-P_L(\lambda_{gij}, \mu_{gij})) \lambda_{gij}}{m_{gij} k_j}\).
Therefore, referring to the definition of power consumption in (6.1), the total green power consumption in data center $i$ at the time of interest can be expressed as,

$$E_i(\lambda_{g_{ij}}, \mu_{g_{ij}}) = (P_{idle} + (E_{usage} - 1)P_{peak}) \sum_{j=1}^{\lvert J \rvert} \frac{\mu_{g_{ij}}}{k_j} + (P_{peak} - P_{idle}) \sum_{j=1}^{\lvert J \rvert} \left(1 - \frac{P_L(\lambda_{g_{ij}}, \mu_{g_{ij}})}{k_j}\right) \lambda_{g_{ij}}. \quad (2.5)$$

Note that the total number of the green servers at each data center, and accordingly the green service rate is limited by the available green energy at the time slot of interest. Let $W_i$ be the available green energy at data center $i$ within the time slot. $W_i$ is predicted at the beginning of the time slot, and depends, for example, on wind speed and solar irradiance. Similar to some other published theses in the literature such as [29, 30] it is assumed that the time slot is small enough (e.g., every few minutes). Therefore, while the amount of renewable energy is changing at different time of a day, it is reasonable that solar irradiance and wind speed are relatively stable within a slot. We assume $C_{g_i}$ is the cost of renewable energy at data center $i$. The cost of green energy generation includes one time capital and maintenance expenses. The average unit cost of renewable energy can be obtained by averaging over the total amount of energy generated during the whole operation period. Therefore, the total green profit gained by all the data centers during the time slot of interest can be calculated as $Profit_g = \sum_{i=1}^{\lvert N \rvert} (R_i(\lambda_{g_{ij}}, \mu_{g_{ij}}) - C_{g_i}TE_i(\lambda_{g_{ij}}, \mu_{g_{ij}}))$.

### 2.2.2 Brown Profit Formulation

If green energy generation is not adequate to serve all incoming workload, brown energy is purchased. Brown energy is considered as an additional resource to power on additional servers referred to as the brown servers. We allocate $\lambda_{b_{ij}} = \frac{\lambda_{b_{ij}}}{\lambda_{ij}} \lambda_{nj}$ service requests, as the brown requests, to the data center $i$’s brown servers. These requests are first placed in their particular queue on brown servers, and $\lambda_{b_{ij}} \neq 0$ and $\sigma_{b_{ij}}^2 = \left(\frac{\lambda_{b_{ij}}}{\lambda_{ij}}\right)^2 \sigma_j^2$ are the mean and variance of the input process to the queue, respectively.
When using brown energy, we note the different deregulated electricity markets of data centers located at different regions. Denote $C_{bi}$ as the price of electricity at data center $i$ within the time slot of interest. In order to benefit from the electricity price diversity, the distribution center can employ the day-ahead electricity price forecasting methods [7, 66]. Therefore, the total brown profit gained by all the data centers during the time slot of interest can be calculated as, $Profit_b = \sum_{i=1}^{|N|} (R_{bi}(\lambda_{bij}, \mu_{bij}) - C_{bi}TE_{bi}(\lambda_{bij}, \mu_{bij}))$. In the next section, we propose an optimization framework for the service request distribution. The objective of our framework is to maximize the total profit earned by the data centers within each time slot. Our optimization framework uses the results of renewable energy and electricity price forecasting methods.

### 2.3 Optimization Framework

In order to maximize the total profit earned by the data centers, we update the allocated workload and the service rates for each data center. In fact, we seek to maximize the total profit by optimizing the allocated green and brown requests (i.e., $\lambda_{gij}$ and $\lambda_{bij}$) as well as the green and brown service rates (i.e., $\mu_{gij}$ and $\mu_{bij}$) within each time slot. To this end, the following optimization problem is proposed to be solved at the beginning of the time slot of interest,

$$\max \sum_{i=1}^{N} (Profit_g + Profit_b)$$

subject to

$$0 < \lambda_{gij} \leq \mu_{gij}, \forall i \in N, \forall j \in J,$$
0 < \lambda_{gij} \leq \mu_{bij}, \ \forall i \in N, \ \forall j \in J, \quad (2.8)

\sum_{j=1}^{|J|} \frac{\mu_{gij}}{k_j} \leq \left\lfloor \frac{W_i(t)}{P_{peak} P_{usage}} \right\rfloor, \ \forall i \in N, \quad (2.9)

\sum_{i=1}^{|N|} (\lambda_{gij} + \lambda_{bij}) = \lambda_j, \ \forall j \in J, \quad (2.10)

\lambda_{gij} P_L(\lambda_{gij}, \mu_{gij}) \leq TH_j, \ \forall i \in N, \ \forall j \in J, \quad (2.11)

\lambda_{bij} P_L(\lambda_{bij}, \mu_{bij}) \leq TH_j, \ \forall i \in N, \ \forall j \in J, \quad (2.12)

where the inequality constraints (6.9), (6.8) are to lower bound the service rate of each queue by the average of the input process to that queue and are necessary for stabilizing the service request queue. In addition, the inequality constraint (2.9) is used to limit the green service rates by the available renewable energy in which we make full CPU utilization assumption. Also, we use equality constraint (2.10) to allot all the requests of each class to the data centers based on the average rate of receiving service requests. Moreover, by inequality constraints (2.11), (2.12), we add an extended SLA requirement in which the average number of dropped requests at each queue is upper bounded by a constant TH_j.

The proposed optimization problem is a convex optimization problem, as proven in the following theorem, and consequently can be solved by efficient optimization techniques, such as the interior point method (IPM).
Theorem 2.3.1. The constrained optimization problem (6.7) is a convex optimization problem if data centers are profitable for each class of service and

\[ \mu_{g_{ij}} \geq 1 \quad \text{and} \quad \mu_{b_{ij}} \geq 1, \forall \ i, j \quad (2.13) \]

Proof. To show the convexity of the proposed optimization problem, we require to prove [14]:

- The objective function, i.e., Profit\(_g\) + Profit\(_b\), is concave.
- The inequality constraint functions are convex.
- The equality constraint functions, i.e., \( \sum_{i=1}^{\vert N \vert} (\lambda_{g_{ij}} + \lambda_{b_{ij}}) - \lambda_j \), are affine.

Since the corresponding functions of the constraints (6.9), (6.8), (2.9) and (2.10) are all linear, we start by proving the convexity of the following function,

\[ f(\lambda_{g_{ij}}, \mu_{g_{ij}}) \triangleq \lambda_{g_{ij}} P_L(\lambda_{g_{ij}}, \mu_{g_{ij}}) - TH_j, \ \forall i \in \vert N \vert, \ \forall j \in \vert J \vert. \quad (2.14) \]

From (5.3), as \( e^{-x} \) is non-increasing, we have

\[ P_L(\lambda_{g_{ij}}, \mu_{g_{ij}}) = \max_{n \geq 1} \alpha(\lambda_{g_{ij}}, \mu_{g_{ij}}) e^{-\frac{1}{2} M_n(\lambda_{g_{ij}}, \mu_{g_{ij}})}. \quad (2.15) \]

Since max preserves convexity [14] and \( TH_j \) is constant, the function \( f(\lambda_{g_{ij}}, \mu_{g_{ij}}) \) is proven to be convex if we can prove the following function,

\[ f_n(\lambda_{g_{ij}}, \mu_{g_{ij}}) = \lambda_{g_{ij}} \alpha(\lambda_{g_{ij}}, \mu_{g_{ij}}) e^{-\frac{1}{2} M_n(\lambda_{g_{ij}}, \mu_{g_{ij}})}, \quad (2.16) \]

is convex for each \( n \geq 1 \).

After reordering the terms in (5.4), we can show that,

\[ \alpha(\lambda_{g_{ij}}, \mu_{g_{ij}}) = \frac{\sigma_{g_{ij}}}{\lambda_{g_{ij}} \sqrt{2\pi}} \left[ 1 - \frac{(\mu_{g_{ij}} - \lambda_{g_{ij}})^2}{2 \sigma^2_{g_{ij}}} \right] \int_{-\infty}^{\infty} e^{-\frac{1}{2} u^2} du \quad (2.17) \]
By substituting $\sigma_{g_{ij}} = (\frac{\lambda_{g_{ij}}}{\lambda_j})\sigma_j$ in (2.17) and (5.5) respectively, and after simple algebraic manipulation we have,

$$\alpha(\lambda_{g_{ij}}, \mu_{g_{ij}}) = \frac{C_{v_j}}{\sqrt{2\pi}}\left[1 - \frac{1}{C_{v_j}}(\mu_{g_{ij}} - 1)e^{\frac{1}{C_{v_j}}(\mu_{g_{ij}} - 1)^2} \int_{\frac{1}{C_{v_j}}(\mu_{g_{ij}} - 1)}^{\infty} e^{-\frac{u^2}{2}} du\right]$$ (2.18)

and

$$M_n(\lambda_{g_{ij}}, \mu_{g_{ij}}) = \frac{((D_j - d_i + n)(\mu_{g_{ij}} - 1) + (D_j - d_i))^2}{\rho_{n_j}}$$ (2.19)

where $C_{v_j} = \frac{\sigma_j}{\lambda_j}$ is the coefficient of variation of the class $j$'s service request rate. Also,

$$\rho_{n_j} \triangleq n C_{v_j}^2 + 2 \sum_{l=1}^{n-1} (n - l) C_{v_j} \lambda_j$$ (2.20)

Equations (2.18) and (2.19) indicate that $f_n(\lambda_{g_{ij}}, \mu_{g_{ij}})$ is the perspective of the following function,

$$g_n(\mu_{g_{ij}}) = \alpha(\mu_{g_{ij}})e^{-\frac{1}{2}M_n(\mu_{g_{ij}})},$$ (2.21)

where

$$\alpha(\mu_{g_{ij}}) = \frac{C_{v_j}}{\sqrt{2\pi}}\left[1 - \frac{1}{C_{v_j}}(\mu_{g_{ij}} - 1)e^{\frac{1}{C_{v_j}}(\mu_{g_{ij}} - 1)^2} \int_{\frac{1}{C_{v_j}}(\mu_{g_{ij}} - 1)}^{\infty} e^{-\frac{u^2}{2}} du\right]$$ (2.22)

and

$$M_n(\mu_{g_{ij}}) = \frac{((D_j - d_i + n)(\mu_{g_{ij}} - 1) + (D_j - d_i))^2}{\rho_{n_j}}.$$ (2.23)

If $g_n(\mu_{g_{ij}})$ is convex, so is its perspective function $f_n(\lambda_{g_{ij}}, \mu_{g_{ij}})$ [14]. Therefore, we continue our proof by proving the convexity of $g_n(\mu_{g_{ij}})$. Let’s define

$$t \triangleq \frac{(\mu_{g_{ij}} - 1)}{C_{v_j}}$$ (2.24)

Then, we have

$$g_n(t) = \alpha(t)e^{-\frac{1}{2}M_n(t)}$$ (2.25)
\[
\alpha(t) = \frac{C_{v_j}}{\sqrt{2\pi}}[1 - te^{t^2/2} \int_t^\infty e^{-u^2/2} du]
\]

and

\[
M_n(t) = \frac{((D_j - d_i + n)C_{v_j}t + (D_j - d_i))^2}{\rho_{n_j}}.
\]

Then, the function \(g_n(\mu_{n,j})\) is proven to be convex if we can show for each \(n \geq 1\),

\[
g''_n(t) = e^{-\frac{1}{2}M_n(t)}(\alpha''(t) + \alpha(t)\frac{M''_n(t)}{4}) - \alpha'(t)M'_n(t) - \alpha(t)\frac{M''_n(t)}{2} \geq 0
\]

By simple algebra, we can show that,

\[
\alpha'(t) = (t^2 + 1)\alpha(t) - \frac{C_{v_j}}{\sqrt{2\pi}t}
\]

and

\[
\alpha''(t) = (t^2 + 3)\alpha(t) - \frac{C_{v_j}}{\sqrt{2\pi}}
\]

By substituting (2.29) and (2.30) in \(g''_n(t)\), we have

\[
g''_n(t) = \frac{\alpha(t)e^{-\frac{1}{2}M_n(t)}}{t}[t^3 - t^2M'_n(t) + (3 + \frac{M''_n(t)}{4} - \frac{M''_n(t)}{2})t - M'_n(t) + \frac{C_{v_j}}{\sqrt{2\pi}\alpha(t)}(M'_n(t) - t)]
\]

Now, we show (2.28) for all \(t \geq 0\).

First, since \(nC_{v_j}^2 \leq \rho_{n_j} \leq n^2C_{v_j}^2\), we can show that,

\[
\frac{M''_n(t)}{4} - \frac{M''_n(t)}{2} \geq t^2 - 1
\]

Then, from the following upper and lower bounds [6]

\[
\frac{2}{t + \sqrt{t^2 + 4}} \leq e^{t^2/2} \int_t^\infty e^{-u^2/2} du \leq \frac{2}{t + \sqrt{t^2 + \frac{8}{\pi}}}
\]

we have,

\[
\frac{C_{v_j}}{\sqrt{2\pi}}[1 - \frac{2t}{t + \sqrt{t^2 + \frac{8}{\pi}}}] \leq \alpha(t) \leq \frac{C_{v_j}}{\sqrt{2\pi}}[1 - \frac{2t}{t + \sqrt{t^2 + 4}}]
\]
which indicates \( \alpha(t) \geq 0 \) and we can show that
\[
\frac{C_{v_i}}{\sqrt{2\pi}\alpha(t)} \geq \left( \frac{t + \sqrt{t^2 + 4}}{2} \right)^2 \geq t^2 + 1 \tag{2.35}
\]

From (2.35) and (2.32), the following inequality holds,
\[
g''_n(t) \geq \frac{\alpha(t)e^{-\frac{1}{2}M_n(t)}}{t}[t^3 - t^2 M'_n(t) + (3 + t^2 - t)(M'_n(t) - t)] = \alpha(t)e^{-\frac{1}{2}M_n(t)}(t^2 + 1) \geq 0 \tag{2.36}
\]

Therefore, for all \( t \geq 0 \), i.e., \( \mu_{g_{ij}} \geq 1 \), \( g_n(\mu_{g_{ij}}) \) and consequently \( f(\lambda_{g_{ij}}, \mu_{g_{ij}}) \) is convex.

The convexity of the following function:
\[
f(\lambda_{b_{ij}}, \mu_{b_{ij}}) \triangleq \lambda_{b_{ij}} P_L(\lambda_{b_{ij}}, \mu_{b_{ij}}) - TH_j, \ \forall i \in N, \ \forall j \in J, \tag{2.37}
\]
can be similarly be proven and we conclude the convexity of inequality constraints (2.11), (2.12).

Now, we prove the concavity of the objective function. Note that the nonnegative weighted sum of concave functions is concave [14]. Also, the functions \(-\lambda_{g_{ij}} P_L(\lambda_{g_{ij}}, \mu_{g_{ij}})\) and \(-\lambda_{b_{ij}} P_L(\lambda_{b_{ij}}, \mu_{b_{ij}})\) are concave. Therefore, by rewriting the objective functions based on \(-\lambda_{g_{ij}} P_L(\lambda_{g_{ij}}, \mu_{g_{ij}})\) and \(-\lambda_{b_{ij}} P_L(\lambda_{b_{ij}}, \mu_{b_{ij}})\), we can show that if the data centers are profitable for each class of service, i.e.,
\[
\delta_j + \gamma_j - \frac{P_{peak} - P_{idle}}{k_j} \max(C_{b_i}, C_{g_i}) \geq \delta_j - \frac{P_{peak} - P_{idle}}{k_j} \max(C_{b_i}, C_{g_i}) > 0, \ \forall i \tag{2.38}
\]
the objective function is concave and the proof is complete. \( \square \)

It is worth mentioning that the G/D/1 model in [46] is valid only for the range of service rates, \( \mu_{g_{ij}} \geq \lambda_{g_{ij}} \) and \( \mu_{b_{ij}} \geq \lambda_{g_{ij}} \), which we have already considered in our constraints. Therefore, even if we do not allocate any workload to a data center, the service rate has to be set greater than one for the problem to be convex.
2.4 Simulation Results

We consider $|N| = 3$ data centers offering $|J| = 2$ different classes of service. Each data center is integrated with a wind farm as a renewable power source. It is assumed that the data centers are located at three different regions with deregulated electricity market. Our simulation data are based on the trends of wind power and electricity price shown in Figures 2.2 and 2.3, respectively, which are updated every hour. We simulated the total workload of two classes of service using two sample days of the requests made to the 1998 World Cup web site [4] shown in Figure 2.4. Also, for each turned on server, we have assumed $P_{peak} = 0.2$ kw, $P_{idle} = 0.1$ kw, and $E_{usage} = 1.2$.

Figure 2.5 compares the normalized profit gained by running three data centers. As shown in this figure, the curves represent the normalized profit of our proposed
optimization problem and the design which is based on M/M/1 queueing [55]. The normalized profit gain is calculated as \((Profit - Profit_{Base})/(Profit_{Max} - Profit_{Base})\) where \(Profit_{Base}\) is the profit obtained when \(\mu = \lambda\) and \(Profit_{Max}\) is the maximum of the profit curve obtained by simulation [30]. We can see that the proposed design outperforms the normalized profit gain of M/M/1 queueing because the G/D/1 queueing model can capture the workload distribution more accurately than M/M/1. In other words, this figure demonstrates that the gained profit of the G/D/1 queuing model is closer to the maximum profit obtained via simulations as compared to the M/M/1 queuing model.

Figure 2.6 demonstrates the better performance of our proposed design than the design in [30] adapted for the case of multiple data centers. While Figure 2.6(a) compares the gained profits of 24 hours operation of the data centers, Figure 2.6(b)
Figure 2.4 Total incoming workload.

shows the gained profit of a sample time slot versus the relative increase in green energy. As demonstrated in Figure 3.6(a), our design yields higher profit as compared to the design in [30] adapted for the case of multiple data centers that cannot fully utilize the green resources. To understand this reason, we note the result in Figure 2.6(b). As we can see in this figure, while our proposed design has a better performance for the initial available wind power, we can improve the gained profit of both designs by increasing the wind power. After a 30% increase in the wind power, our proposed design achieves its maximum profit since at this point the utilized wind power is higher than the total required power to serve all the incoming requests. Meanwhile, the design in [30] adapted for the case of multiple data centers achieves its maximum profit after a 80% increase in the wind power.
Figure 2.5 Normalized profit gain.

Figure 2.7(a) and (b) demonstrate the allocated green workloads of the first and second class of service to each data center, respectively. For example, the trend of wind power indicates that after hour 15 most of the green workload is assigned to data center 1 where the highest wind power is available. However, from hours 10 to 13, the available wind power at data center 1 is lower than the other data centers, and thus less of the green workload is allocated to this data center. Finally, Figure 2.8 shows the allocated brown workloads of the first and second class of service to each data center. For example, as shown in the Figure 2.8(a), from hours 8 to 11, all of the left over of the requests of both classes (the requests that are not served by green energy) are allocated to data center 2 where the price of electricity is the lowest. Moreover, from hours 4 to 8, the available wind power is adequate to serve all the requests of both classes of service, and the brown workload is thus not allocated to
the data centers. In other words, from hours 4 to 8, the available wind power is the key decision factor to allocate workloads among the data centers.
Figure 2.7 Allocated green workload to the data centers. (a) First class of service. (b) Second class of service.
Figure 2.8  Allocated brown workload to the data centers. (a) First class of service. (b) Second class of service.
CHAPTER 3

A FUNDAMENTAL TRADEOFF BETWEEN TOTAL AND BROWN POWER CONSUMPTION IN GEOGRAPHICALLY DISPERSED DATA CENTERS

This chapter aims at deriving a fundamental tradeoff between the total and brown power consumption associated with geographical dispersed data centers, where utilizing more green energy mostly happens at the cost of increasing the total power consumption. To this end, we define a new service efficiency parameter for data centers in satisfying the QoS requirements based on the queueing analysis. More importantly, we propose the idea of modeling geo-dispersed data centers with an information flow graph to capture a total-brown power consumption tradeoff region. Accordingly, we characterize the achievable tradeoff between total and brown power consumption.

3.1 System Model and Problem Formulation

Figure 3.1 shows the proposed system model in which we consider a group of $N$ data centers dispersed at different regions. The service requests are initiated by users and arrive at a Workload Distribution Center (WDC). One or a group of servers can serve as the workload distribution center [29]. These servers can be treated as the front-end devices that exist in multi-data center Internet services like Google and Itunes [49]. The distribution center facilitates workload flexibility at the demand side. In other words, this center inspects the arriving requests from all users and manages the distribution of the incoming workload to the geo-dispersed data centers. We divide the runtime of the data centers into a sequence of time slots at equal length, $T$, e.g., a few minutes. Our goal is to capture a fundamental tradeoff between the total and brown power consumption. To this end, we propose an optimization problem to be solved at the beginning of each time slot in which we update the number of the allocated requests to each data center. Note that for the analysis, we consider a single
time slot, e.g., $\Delta$ as the time slot of interest, and omit the explicit time dependence in the notations.

The data centers are supplied by both on-grid and renewable types of power. The main power supply of each data center is on-grid or brown energy. To capitalize on the environmental and sustainability advantages of green energy, we also assume that each data center either is equipped with a renewable power source or has access to a nearby renewable energy source such as solar panels or a wind farm. Let $W_i$ be the total available renewable power at data center $i$ at the beginning of the time slot.

The allocated requests to a data center are first placed in a queue before they can be processed by any available server. We model each queue as an M/GI/1 PS queue which has been commonly adopted in modeling the waiting time of the requests at a data center in many studies like [52]. Therefore, the queuing delay at data center $i$ can be computed as $\frac{1}{\mu_i - \lambda_i}$, where $\lambda_i$ and $\mu_i$ are the allocated requests to data center $i$ and the service rate of a single server at data center $i$, respectively. Also, $m_i$ represents the total number of servers at data center $i$. The total number of servers that are turned on and run at full utilization can be computed as $m_i = \frac{P_i}{P_{peak} E_{usage}}$, where $P_i$ is

![Figure 3.1 System model.](image-url)
the power consumption of data center $i$. $P_{\text{peak}}$ also indicates the average peak power of a turned on server in handling a service request. Moreover, $E_{\text{usage}}$ is the Power Usage Effectiveness (PUE) of a data center and is defined as the ratio of the data center’s total power consumption to the power consumption of the servers [31,42].

To satisfy the QoS requirements, the queueing delay for each service request should be limited by a given deadline determined by the Service Level Agreement (SLA) between the data centers and clients. Let $D$ be the SLA deadline. Therefore, according to our queuing delay, the allocated rate to each data center is upper bounded by

$$\lambda_i \leq \frac{P_i}{P_{\text{peak}}E_{\text{usage}}} (\mu_i - \frac{1}{D - d_i}),$$  \hspace{1cm} (3.1)$$

where $d_i$ denotes the network delay from the workload distribution center to data center $i$. The workload distribution center sorts $N$ data centers based on $\alpha_i \triangleq \mu_i - \frac{1}{D - d_i}$ such that $\alpha_{i-1} \geq \alpha_i$.

Denote $\lambda_T$ as the total number of requests arrived at the workload distribution center at the beginning of the time slot. To capture the tradeoff between the total and brown power consumption, we model geo-dispersed data centers with an information flow graph. The information flow graph is a directed acyclic graph which includes three types of nodes: (i) a single source node (S), (ii) some intermediate nodes, and (iii) data collector nodes [27,41]. As depicted in Figure 3.2, the workload distribution center can be thought as the source node which is the source of original requests (WDC node). Also, the intermediate nodes are data centers, and data collector node can correspond to the users that receive processed requests. The information flow graph, which models the geo-dispersed data centers, varies across time. At any given time, each node in the graph is either active or inactive. At the initial time of each time slot, the WDC node as the only active node contacts all $N$ data center nodes and sorts them based on the service efficiency parameter, i.e., $\alpha_i$. Then, it connects to a
set of the first $k$ data center nodes, i.e., $i = 1, ..., k$, with capacities of the edges equal to the allocated workloads to these nodes. It is assumed the total service provided by all the available renewable energy at these $k$ data centers is not more than the required service to serve all the arriving requests. In fact, brown energy consumption is also required to serve all the requests and satisfy the QoS requirements. As the first data center has the highest service efficiency parameter and is assumed to have enough resources to satisfy the QoS requirements, it is more efficient to consume the brown energy only at this data center. Therefore, we have $P_1 = \min(P_T, P_b + W_1)$.
and \( P_i = \min(\max(P_T - P_b - \sum_{j=1}^{i-1} W_j, 0), W_i) \) for \( i = 2, \ldots, k \), where \( P_b \) is the brown power consumption, and \( P_T \) is assumed to be the total power consumption of all \( k \) data centers. Note that the brown power consumption depends on the number of connected data center nodes to the WDC node, i.e., \( k \). In other words, in our model, connecting to different number of data centers will result in different amount of brown power consumption, and accordingly total power consumption. From this point onwards, WDC becomes and remains inactive, and selected data center nodes become active. Note that each data center node is represented by a pair of incoming and outgoing nodes connected by a directional edge whose capacity is the maximum number of requests that the data center can handle by the deadline. Finally, when the deadline comes, the data collector node becomes active and connects to the data center nodes to receive the processed requests. The edges that connect from the data center nodes to the data collector node are assumed to have infinite capacity, i.e., users have access to all the processed requests. In the next section, we will show how this model can capture the whole trade-off region between the total and brown power consumption.

### 3.2 Total-Brown Power Consumption Trade-off

In this section, we will characterize the optimal total-brown power consumption tradeoff region. As mentioned earlier, our workload allocation strategy needs \( k \) active data center nodes to connect to, and has to be designed such that the WDC node allocates \( \lambda_1 = \frac{\min(P_T - P_b + W_1) \alpha_1}{P_{\text{peak}} E_{\text{usage}}} \) requests to the first node and \( \lambda_i = \frac{\min(\max(P_T - P_b - \sum_{j=1}^{i-1} W_j, 0), W_i) \alpha_i}{P_{\text{peak}} E_{\text{usage}}} \) requests to nodes \( i = 2, \ldots, k \).

**Theorem 3.2.1.** For some given \((k, P_T)\), there exists \( P_b^*(k, P_T) \) such that if \( P_b \geq P_b^*(k, P_T) \), the points \((k, P_b, P_T)\) are feasible, i.e., \( P_b - P_T \) tradeoff is achievable. If \( P_b \leq P_b^*(k, P_T) \), it is information theoretically impossible to serve all the arriving
requests by the deadline. The threshold function $P_b^*(k, P_T)$ is,

$$
\hat{P}_b(k, P_T) = \begin{cases} 
\frac{\lambda_T P_{peak} E_{usage} - \sum_{j=1}^{k} W_j \alpha_j}{\alpha_1}, & P_T \in [f(k), \infty) \\
\frac{\lambda_T P_{peak} E_{usage} - \sum_{j=1}^{i-1} W_j (\alpha_j - \alpha_i) - P_T \alpha_i}{\alpha_1 - \alpha_i}, & P_T \in [f(i-1), f(i)),
\end{cases}
$$

(3.2)

where

$$
f(i) \triangleq \frac{\lambda_T P_{peak} E_{usage} - \sum_{j=1}^{i} W_j (\alpha_j - \alpha_1)}{\alpha_1},
$$

(3.3)

and $i = 2, \ldots, k$.

Note that the tradeoff region which is verified in (5.6) has two extremal points corresponding to the minimum $P_T$ and the minimum $P_b$, respectively. The point that minimizes $P_T$ is always achieved when we send all the requests to the first data center. In (2), this point can be verified by letting $i = 2$, i.e., $(P_b, P_T) = (\lambda_T P_{peak} E_{usage} - \sum_{j=1}^{2-1} W_j (\alpha_j - \alpha_2) - P_T \alpha_2, f(1))$. On the other hand, the point that minimizes $P_b$ is achieved when $P_T = f(k)$, i.e., when we send the requests to all available data centers.

Proof. Consider a given information flow graph. The minimum cut is a cut between the source node (WDC node) and the data collector node in which its total sum of the edge capacities is the smallest. According to Figure 3.2, the capacity of the WDC-data collector minimum cut can be computed as

$$
C = \min(P_T, P_b + W_i) \frac{\alpha_1}{P_{peak} E_{usage}} + \\
\sum_{i=2}^{k} \min(\max(P_T - P_b - \sum_{j=1}^{i-1} W_j, 0), W_i) \frac{\alpha_i}{P_{peak} E_{usage}}.
$$

(3.4)
If $C$ is larger than or equal to the total number of requests ($\lambda_T$), the data collector node can receive all the processed requests by the deadline, and so the workload distribution strategy can meet the SLA requirements. To derive the optimal tradeoff between $P_b$ and $P_T$, one can fix $P_T$ and $k$ (to some integer values) and then find the minimum value of $P_b$ that satisfies $C \geq \lambda_T$. To this end, we define $\hat{P}_b(k, P_T)$ as follows:

$$\hat{P}_b(k, P_T) \triangleq \min P_b$$

subject to: $C \geq \lambda_T$. \hspace{1cm} (3.5)

Note that $C$ is a function of $P_b$. Therefore, $C(P_b)$ can be computed by considering the possible intervals of $P_b$.

$$C(P_b)P_{peak}E_{usage} = \begin{cases} 
 P_b(a_1) + \sum_{j=1}^{k} W_j a_j, & P_b \in (0, P_T - \sum_{j=1}^{k} W_j] \\
 P_b(a_1 - a_k) + P_T a_k + \sum_{j=1}^{k} W_j (a_j - a_k), & P_b \in (P_T - \sum_{j=1}^{k} W_j, P_T - \sum_{j=1}^{k-1} W_j] \\
 \vdots \\
 P_b(a_1 - a_2) + P_T a_2 + W_1 (a_1 - a_2), & P_b \in (P_T - \sum_{j=1}^{2} W_j, P_T - W_1].
\end{cases}$$

As a result by noting $C \geq \lambda_T$ and letting $\hat{P}_b(k, P_T) = C^{-1}(\lambda_T)$, we have

$$\hat{P}_b(k, P_T) = \begin{cases} 
 \lambda_T P_{peak}E_{usage} \sum_{j=1}^{k} W_j a_j, & \lambda_T P_{peak}E_{usage} \in A \\
 \lambda_T P_{peak}E_{usage} \sum_{j=1}^{i} W_j (a_j - a_1) - P_T a_1, & \lambda_T P_{peak}E_{usage} \in B,
\end{cases}$$

where $A \triangleq (\sum_{j=1}^{k} W_j a_j, P_T a_1 + \sum_{j=1}^{k} W_j(a_j - a_1)]$ and $B \triangleq (P_T a_1 + \sum_{j=1}^{i} W_j(a_j - a_1), P_T a_1 + \sum_{j=1}^{i-1} W_j(a_j - a_1))].$ By changing the conditions in the above expression from $\lambda_T P_{peak}E_{usage}$ to $P_T$, our tradeoff region, i.e., (5.4), is derived. \hfill \Box
3.3 Numerical Results

We consider $k = 6$ data centers, each integrated with a wind farm as a renewable power source. Our simulation data are based on the trends of wind power and the total workload shown in Figures 3.3 and 3.4, respectively. Figure 3.5 shows the tradeoff curves between the total and brown power consumption for different values of $D$, which is the deadline to serve the requests. The tradeoff curves in this figure confirm that we can decrease brown power consumption by increasing the total power consumption. Also, the green power utilization-total power consumption tradeoff
Figure 3.5  Total-brown power consumption tradeoff curves for different values of $D$.

Figure 3.6  Green power utilization-total power consumption tradeoff curves for different values of $D$. 
Figure 3.7  Total-brown power consumption tradeoff curves at different hours of day.

curves for different values of $D$ are shown in Figure 3.6. The green energy utilization is defined as the consumed wind power divided by the total available wind power at 6 data centers. Figures 3.5 and 3.6 demonstrate that the curve corresponding to the highest deadline outperforms that of the curves with lower deadline values. Finally, Figure 3.7 provides the total-brown power consumption tradeoff at some sample hours of the day when $D = .1$. As shown in Figure 3.7, for example, the tradeoff curve at hour 12PM outperforms those of the other curves due to the less number of arrival requests.
CHAPTER 4
TOWARD HIERARCHICAL EDGE COMPUTING

The multi-tiered concept of Internet of Things (IoT) devices, cloudlets and clouds is facilitating a user-centric IoT. However, in such three tier network, it is still desirable to investigate efficient strategies to offer the computing, storage and communications resources to the users. To this end, this Chapter proposes a new hierarchical model by introducing the concept of field, shallow, and deep cloudlets where the cloudlet tier itself is designed in three hierarchical levels based on the principle of LTE-Advanced backhaul network. Accordingly, we explore a two time scale approach in which the computing resources are offered in an auction-based profit maximization manner and then the communications resources are allocated to satisfy the users’ QoS.

4.1 System Model

Figure 4.1 shows our proposed HI-MEC architecture designed for provisioning mobile edge computing services by an edge-computing service provider (a service provider in short). Based on the principles of LTE-Advanced backhaul network [57], we introduce the notion of field, shallow and deep cloudlets. In particular, in a HI-MEC environment, we have several field cloudlets as the resource-poor facilities co-located with Small Cell enhanced Node Bs (SCeNBs). The shallow cloudlets as the resource-middle class facilities are also hosted at the first level of aggregation nodes, i.e., at Point of Presences (PoPs). Moreover, in order to leverage the resource-rich facilities, we consider one deep cloudlet for each HI-MEC environment located at mobile backhaul. In the proposed hierarchical model, each SCeNB is assumed to be connected to one PoP using a dedicated last mile link. Moreover, there is a dedicated aggregation link between each PoP and the aggregation node. In other words, each field cloudlet has access to only one shallow cloudlet connected via a dedicated last mile link, and
Figure 4.1 System model.

Table 4.1 Description of Symbols

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A \subseteq \mathbb{N})</td>
<td>Set of provisioned SCeNBs as the APs</td>
</tr>
<tr>
<td>(C \subseteq \mathbb{N})</td>
<td>Set of all cloudlets</td>
</tr>
<tr>
<td>(A_c \subseteq A)</td>
<td>Set of field cloudlets</td>
</tr>
<tr>
<td>(C_s \subseteq C)</td>
<td>Set of shallow cloudlets</td>
</tr>
<tr>
<td>(c_s \in C_s)</td>
<td>Deep cloudlet</td>
</tr>
<tr>
<td>(A_c \subseteq A)</td>
<td>Set of APs connected to shallow cloudlet (c_s \in C_s)</td>
</tr>
<tr>
<td>(C_a \subseteq C)</td>
<td>Set of cloudlet locations connected to AP (a \in A)</td>
</tr>
<tr>
<td>(V \subseteq \mathbb{N})</td>
<td>Set of offered VMs</td>
</tr>
<tr>
<td>(P \subseteq \mathbb{N})</td>
<td>Set of available types of PMs</td>
</tr>
<tr>
<td>(P_c \subseteq P)</td>
<td>Set of available types of PMs at cloudlet location (c \in C)</td>
</tr>
<tr>
<td>(M_{pc} \subseteq \mathbb{N})</td>
<td>Available number of PMs of type (p \in P) at cloudlet (c \in C)</td>
</tr>
<tr>
<td>(R \subseteq \mathbb{N})</td>
<td>Set of resource types such as memory</td>
</tr>
<tr>
<td>(D_v \subseteq \mathbb{N})</td>
<td>Maximum allowed data transfer to/from VM type (v \in V) within a time frame</td>
</tr>
<tr>
<td>(r_{vk} \subseteq \mathbb{N})</td>
<td>Base bandwidth of VM type (v \in V)</td>
</tr>
<tr>
<td>(RD_{vrc} \subseteq \mathbb{N})</td>
<td>Resource demand of VM type (v \in V) for resource type (r \in R)</td>
</tr>
<tr>
<td>(RS_{pr} \subseteq \mathbb{N})</td>
<td>Resource supply of PM type (p \in P) for resource type (r \in R)</td>
</tr>
<tr>
<td>(R_{ca} \subseteq \mathbb{N})</td>
<td>Capacity of the last mile link between AP (a \in A) and its connected shallow cloudlet (c_s \in C_s)</td>
</tr>
</tbody>
</table>
| \(R_{cs} \subseteq \mathbb{N}\) | Capacity of the aggregation link between shallow cloudlet \(c_s \in C_s\) and the aggregation node
| \(\mathcal{B} \subseteq \mathbb{N}\) | Set of bids submitted for all types of VMs |
| \(\mathcal{B}_c \subseteq \mathbb{B}\) | Set of bids submitted at AP location \(a \in A\) |
| \(\mathcal{B}_v \subseteq \mathbb{B}\) | Set of bids submitted for VM type \(v \in V\) at AP location \(a \in A\) |
| \(T_b \subseteq \mathbb{N}\) | Desired VM type of \(b \in \mathcal{B}\) |
| \(\tau_{vk} \subseteq \mathbb{N}\) | Corresponding willingness price of the \(k\)th bid in \((1, \ldots, |\mathcal{B}_v|)\) |
| \(x_{vk;\mathcal{B}_v} \subseteq \{0, 1\}\) | Binary decision variable that indicates whether the \(k\)th bid in sequence \((1, \ldots, |\mathcal{B}_v|)\) is served or not. \(x_{vk;\mathcal{B}_v} = 1\) if the \(k\)th bid is served, and \(x_{vk;\mathcal{B}_v} = 0\) otherwise |
| \(y_{pm;c} \subseteq \{0, 1\}\) | Binary decision variable that indicates whether the \(m\)th PM of type \(p \in P\) at cloudlet \(c \in C\) is on or not. \(y_{pm;c} = 1\) if the \(m\)th PM is on, and \(y_{pm;c} = 0\) otherwise |
| \(z_{pb;m;c} \subseteq \{0, 1\}\) | Binary decision variable that indicates the assignments of bid \(b \in \mathcal{B}\) to the \(m\)th PM of type \(p \in P\) at cloudlet \(c \in C\). \(z_{pb;m;c} = 1\) if bid \(b \in \mathcal{B}\) is assigned to \(m\)th PM of type \(p \in P\) at cloudlet \(c \in C\), and \(z_{pb;m;c} = 0\) otherwise |
| \(q_c \subseteq \mathbb{N}\) | Cost of electricity at cloudlet location \(c \in C\) |
| \(P_{idle} \subseteq \mathbb{N}\) | Idle power consumption of PM \(p \in P\) |
| \(P_{peak} \subseteq \mathbb{N}\) | Average peak power consumption of a VM type \(v \in V\) |
| \(P_{power} \subseteq \mathbb{N}\) | Total power consumption (including that of network facilities) divided by the power consumption at the cloudlets |
all shallow cloudlets are connected to the deep cloudlet via aggregation links and mobile backhaul. The main advantage of the HI-MEC architecture is to efficiently manage the fluctuations in user demands while taking into consideration of the limits in available resources at the edge. The HI-MEC network can efficiently handle the peak loads at an AP location. In other words, when the computing capacity of a field cloudlet is not enough to handle the loads from its corresponding MUs, the loads are handled by utilizing the shallow and deep computing facilities at higher levels. We assume that the network has been optimally designed in terms of the connections of the SCeNBs to the PoPs by taking into consideration of different parameters like link lengths and capacities. A list of the most symbols is summarized in Table 4.1. However, in order to ease the reading, the symbols used in Section 4.4 are not included in this table and are explained in the corresponding sections.

We consider a two time scale model in which the running time of the HI-MEC environment is divided into a sequence of time frames at equal length, $T$, e.g., five minutes. Each time frame itself is also divided into a sequence of time slots at equal length, $\tau$, e.g., a few seconds. Our goal is to maximize the service provider total profit during the time frame $T$ and minimize the total delay experienced by the users during the time slot $\tau$. Note that for the analysis, we consider a single time frame, e.g., $\Delta$ as the time frame of interest (or a single time slot, e.g., $\delta$ as the time slot of interest) and omit the explicit time dependence in the notations through the paper.

4.1.1 Provider Side

The service provider provides the MUs (users in short) by a set of computing and communications facilities as an augmentation to their mobile device capacities. The computing facilities are provisioned as different types of Virtual Machines (VMs) running on Physical Machines (PMs) located at different cloudlet sites. To manage the fluctuations in user demands while taking into consideration of the limitations of
available resources at the edge, the service provider should consider a flexible pricing methods in which the resources are priced according to the demands. To this end, we consider an auction-based pricing model such as Amazon’s Elastic Compute Cloud (EC2) spot pricing [1, 48, 70]. In such strategy, the service provider updates the prices for each type of VM at the beginning of each time frame that depend on the available resources and demands. The minimum granularity in offering the computing resource is assumed to be one VM instance in one time frame. The service provider also renders the required communications bandwidth between the users and the VMs, i.e., the SCeNBs as the Access Points (APs) as well as the network connection between the APs and the cloudlet locations.

4.1.2 Demand Side

The service provider tenders the communications and edge-computing facilities as a service to the MUs. The MUs can benefit from the provided service, e.g., by offloading their mobile applications, and hereby prolong their device battery life-time. However, the users must submit their demand bids for the offered service stating their maximum willingness price for their desired VM type. The maximum willingness price can be decided using the spot price history. We assume that the users can submit their bids at any time but the service provider runs the auction at the beginning of each time frame in which the bids above the spot price are served, and those below the spot price are rejected. In fact, it is assumed that the demand bids are submitted based on the required VM type but the service provider will guarantee communications bandwidth for the served bids. Without loss of generality, if a user demands more than one instance of a specific type of VM type, we treat the requested instances as different bids but with the same maximum willingness price.
4.2 Problem Formulation

The service provider not only has to decide the final price, which depends on the number of served bids for each type of VM, but also has to determine the assignments of the VMs among the cloudlet locations such that the communications requirements are also guaranteed. To this end, we propose an auction-based profit maximization problem to be solved by the service provider. The profit gained by running the proposed HI-MEC environment is assumed to be given by the revenue of serving the VM demands minus the electricity cost of running the computing and network facilities, and the revenue lost due to network delay.

4.2.1 Revenue

The revenue of the service provider in a time frame depends on its decision about the spot price for each type of VM. We consider a local pricing approach in which the price for a specific type of VM varies from one AP location to another AP depending on the demand and supply but all the served bids in one AP location pay an identical price, i.e., equilibrium price per instance of a VM type. On the other hand, at each AP location, for a given type of VM, only those bids whose respective prices are greater than or equal to the equilibrium price can be served with their desired VM instances. We thus establish the revenue of the service provider in one time frame as,

\[
R = \sum_{a \in A} \sum_{v \in V} \sum_{k=1}^{B_{a}^v} x_{v,k,a} \left( k \cdot c_{v,k,a} - (k - 1) \cdot c_{v,k-1,a} \right)
\]  

(4.1)

where we assume that the binary variables \( x_{v,k,a} \) are decided such that \( x_{v,k,a} \leq x_{v,k-1,a} \). In the presented definition for revenue, for example, at AP location \( a \), the final local price for one instance of VM type \( v \), is set to the maximum willingness price of the last served bid in sequence \((1, ..., |B_{a}^v|)\). In other words, all the bids with willingness prices above this bid are served, and on the other hand, all the bids with willingness prices
prices below this bid are rejected. The total revenue is thus calculated by summing over all the bids in sequence \((1,...,|B|)\) with consideration of their willingness prices \((e^v_{k,a})\). Going from the \((k - 1)th\) bid to the \(k\)th bid, if \((x^v_{k,a} = 1)\), the new revenue, \(k * e^v_{k,a}\), is added to the summation and the previous revenue, \((k - 1) * e^v_{k-1,a}\), is deducted from the summation.

4.2.2 Electricity Cost
The electricity cost of the service provider depends on different variables like the number of turned on PMs at each cloudlet and the distribution of the VMs among the PMs. Following the power consumption model adapted for data centers \([15,30,43,45]\), the total electricity cost (EC) in one time frame can be computed as,

\[
EC = TE_{usage} \left( \sum_{b \in B} \sum_{c \in \mathcal{C}} \sum_{p \in \mathcal{P}} \min(|B|, M^p) \sum_{m=1}^{\min(|B|, M^p)} q^v_{b,m,c} P_{peak}^{T_b} + \sum_{c \in \mathcal{C}} \sum_{p \in \mathcal{P}} \sum_{m=1}^{\min(|B|, M^p)} q^v_{c,m,c} P_{idle}^{p} \right) 
\]

where the first term corresponds to the electricity cost of VMs’ power consumption and the second term is to consider the related cost of PMs’ idle power consumption. In fact, we take into consideration of both a fixed electricity cost which is due to the idle power consumption of a PM and a variable electricity cost which is attributed to the extra power consumption of the VMs running on that PM. Moreover, we incorporate the Power Usage Effectiveness (PUE) ratio, \(E_{usage}\), to amalgamate the power consumption at the network facilities.

4.2.3 Lost Revenue
The proposed architecture is a MEC architecture where the users expect to experience a low latency connecting to their VMs. Therefore, for QoS satisfaction, we incorporate a lost revenue into our profit maximization problem due to the network delay
experienced by the users. The idea is to first serve the bids as close as possible to the edge, and then allocate bandwidth to those bids that have to be served at a shallow/deep cloudlet due to high demands at their corresponding AP locations. In other words, field cloudlets have to be the first priority to serve a bid while shallow and deep cloudlet facilities have the second and third priorities, respectively.

Let $r_b$ be the bandwidth allocated to bid $b$ on all the links that it has to go through. For example, if bid $b$ is served at the deep cloudlet, $r_b$ is allocated to bid $b$ on all corresponding last mile, aggregation and mobile bakchual links. In other words, there is a dedicated link of capacity $r_b$ between the corresponding AP of bid $b$ and its assigned cloudlet location. Since the users are interested in their QoS, rather than their allocated bandwidth, we translate the allocated bandwidth to our lost revenue.

In a nutshell, at any time $t \in T$, we denote the traffic load of a given bid $b$ on its dedicated link, i.e., $r_b$, by $A_b(t)$. Therefore, within interval $T$, bid $b$ makes its dedicated link busy for $\frac{\int_0^T A_b(t) dt}{r_b}$ seconds. Thus, the link utilization for bid $b$ is $\frac{\int_0^T A_b(t) dt}{Tr_b}$. Here, the network delay is related to the link utilization such that the less time is the link busy, the less network delay is experienced. The total traffic load of a bid within a time slot is upper bounded by its maximum data transfer to/from the VM, i.e., $\int_0^T A_b(t) dt \leq D^{T_b}$. Moreover, we assume that the allocated bandwidth of each bid is lower bounded by the base bandwidth of its VM type, i.e., $r_b \geq r^{T_b}_{\text{min}}$. Therefore, the link utilization of a bid is upper bounded with its maximum data transfer as well as the base bandwidth as follows,

$$\frac{\int_0^T A_b(t) dt}{Tr_b} \leq \frac{D^{T_b}}{Tr^{T_b}_{\text{min}}} \tag{4.3}$$

The idea is to incorporate this upper bound into our profit maximization which is solved every time frame and then update the bandwidth allocated to the bids every
time slot based on the traffic loads. We thus define our lost revenue as,

\[
LR = \sum_{a \in A} \sum_{b \in B_a} \sum_{c \in C_a} \sum_{p \in P} \sum_{m \in M^p_c} \xi_{a,c} z_{b,m,c}^p \frac{D T_b}{T_{b \min}}
\]

where \(\xi_{a,c}\) are the coefficients set by the service provider based on the importance of QoS compared to the profit and by taking into consideration of the link lengths between APs and their connected cloudlets. Moreover, the reason behind using the upper bound is to derive a QoS satisfaction which is VM type oriented.

### 4.3 Profit Maximization

Note that users can submit or cancel their bids or change their willingness prices. The AP location of a user changes when she moves to other location. Therefore, the service provider must update its decision on serving the bids periodically. To this end, we propose to maximize the auction-based profit at the beginning of each time frame.

#### 4.3.1 Binary Linear Programming

The proposed optimization problem is formulated as,

\[
\max_{x_{k,a}^v, y_{m,c}^p, z_{b,m,c}^p} (R - EC - LR)
\]

\[
C_1 : \sum_{c \in C_a} \sum_{p \in P} \sum_{m=1}^{\min(|B|,|M^p_c|)} z_{b,m,c}^p = x_{k,a,b}^v \quad \forall b \in B
\]

\[
C_2 : \sum_{b \in B} z_{b,m,c}^p R D T_b^r \leq R S_{r,p}^p y_{m,c}^p \quad \forall p, m, c, r
\]

\[
C_3 : \sum_{b \in B_a} \sum_{c \in C_a} \sum_{p \in P} \sum_{m=1}^{\min(|B_a|,|M^p_c|)} z_{b,m,c}^p r_{b \min}^T \leq R_a \quad \forall a
\]
\[ C4 : \sum_{a \in A_{v_a}} \sum_{b \in B_{v_a}} \sum_{p \in \mathcal{P}_{v_a}} \sum_{m=1}^{\min(|B_v|, M^p_{v_a})} z_{b,m,c}^p \leq R_{c} \forall c, \forall v_a \]

\[ C5 : \sum_{b \in B_{v_a}} \sum_{p \in \mathcal{P}_{v_a}} \sum_{m=1}^{\min(|B_v|, M^p_{v_a})} z_{b,m,c}^p \leq R_{c} \]

\[ C6 : x_{k,a}^v \leq x_{k-1,a}^v \forall v, a, 2 \leq k \leq |B_v^c| \]

\[ C7 : y_{m,c}^p \leq y_{m-1,c}^p \forall c, p, 2 \leq m \leq M^p_c \]

\[ C8 : x_{k,a}^v \in \{0, 1\} \forall v, a, 1 \leq k \leq |B_v^c| \]

\[ C9 : z_{b,m,c}^p \in \{0, 1\} \forall b, m, c, p \]

\[ C10 : y_{m,c}^p \in \{0, 1\} \forall m, c, p \]

(4.5)

where the objective is to maximize the profit defined as the \textit{Revenue} – \textit{ElectricityCost} – \textit{LostRevenue}. The equality constraint \( C1 \) in (5.6) is to ensure that the served bids are assigned to a PM at a cloudlet location connected to their AP locations. Inequality constraint \( C2 \) is also to lower bound the total resource demands of all the bids assigned to a PM by the resource supply of that machine. In addition, we use inequality constraints \( C3, C4 \) and \( C5 \) to bound the total minimum bandwidth of the bids traversing a link by the bandwidth capacity of that link. Note that \( C3, C4 \) and \( C5 \) are formulated for the last mile, aggregation and backhaul links, respectively. Moreover, by inequality constraints \( C6 \), we enforce the requirement of our defined
revenue function. Constraint C7 is designed to give priority to the PMs with lower running index at one cloudlet location over those with higher index at the same location. Finally, constraints C8, C9 and C10 are to restrict our variables to the binary choices. The computational complexity of the proposed BLP is exponential and corresponds to $O(2^{|B|^2 + |P| + |C|})$.

4.3.2 Heuristics

While the proposed BLP optimization model offers flexibility, finding an optimal solution presents computational complexity. The complexity grows fast with the number of bids and PMs. In order to obtain high quality solutions in a reasonable time, we propose two heuristic algorithms that employ VM pricing and VM distribution techniques [48]. The pseudo codes for VM pricing and VM distribution algorithms are shown in Algorithms 1 and 2, respectively. In fact, we follow a two phases approach.

In the first phase (Algorithm 1), for each type of VM at each AP location, we first estimate the serving cost of one VM instance, i.e., $\varphi^v_a$, by taking a weighted average over all suitable type of PMs across all connected field, shallow, and deep cloudlets to that location. In our cost estimation, we consider both electricity cost and the lost revenue (lines 2-19). We then identify the favorable number of the bids to be served, i.e., $\hat{k}^v_a$ and the final local price, i.e., $\omega^v_a$ such that the estimated profit is maximized (lines 21-26). Finally, for each AP $a$ and VM type $v$, we store all those bids with a rank less than or equal to $\hat{k}^v_a$ in the set of served bids, i.e., $S$ (line 27).

In the VM distribution phase (Algorithm 2), we first initialize an instance count $m^c_p$ for each type of PM at each AP location (lines 1-5). We then search the set of all the available PMs and the cloudlet locations to find a favorite PM, i.e., $\hat{p}$, at a favorite cloudlet, i.e., $\hat{c}$. For a given instance of a PM type at a given cloudlet, we scan the set of all the served bids and create a packing list for that machine, i.e., $L^p_c$. The
packing list for a PM is created based on its resource constraints and the possibility of serving a bid at that PM. We subsequently compute the utility function for each PM at each cloudlet location, i.e., $u^p_{c}$. Accordingly, both the favorite PM type and cloudlet location are identified by comparing all the utility functions (lines 8-25), and all the bids in the corresponding packing list, i.e., $L^p_{c}$, are assigned to one instance of $\hat{p}$ at $\hat{c}$ (lines 26-32). Finally, the assigned bids are removed from the set of served bids and this process is repeated until all the served bids are assigned or no suitable PM and cloudlet location is found for the VM assignment (lines 33-34). The complexity of the VM distribution presented in Algorithm 2 corresponds to $O(|B|^2 \times |P| \times |C|)$.

**Algorithm 1 VM pricing**

```plaintext
1: $S \leftarrow \emptyset$
2: for all $v \in V$ do
3:   for all $a \in A$ do
4:     $g^v_a \leftarrow 0$, $EC^v_a \leftarrow 0$
5:   for all $c \in C_a$ do
6:     for all $p \in P_c$ do
7:       if $p$.canHost($v$) = true then
8:         $y^v_{a,c} \leftarrow \min(M^v_{p}, |B^v_u|)$
9:         if $c \notin C_a \backslash C_f$ then
10:            $y^v_{a,c} \leftarrow \min(y^v_{a,c}, \frac{R^v_{a,c}}{R_{min}})$
11:       end if
12:       $g^v_a \leftarrow g^v_a + y^v_{a,c}$
13:       $f^v_{p,a,c} \leftarrow T_{q_{B}}(p_{peak}^{v} + \frac{p_{idle}^{v}}{R_{peak}} \sum_{r \in R} \frac{R_{D}^{v}_{c}}{R_{CPU}} + \frac{\xi_{a,c} \cdot D_{min}^{v}}{R_{min}})$
14:       $\phi^v_{a} \leftarrow \phi^v_{a} + g^v_{a,c} \cdot f^v_{p,a,c}$
15:       end if
16:     end for
17:   end for
18: end for
19: if $g^v_a > 0$ then
20:   $\phi^v_{a} \leftarrow \frac{\phi^v_{a}}{g^v_a}$
21:   $\tilde{\rho}_{a}^{v} \leftarrow 0$, $\omega_{a}^{v} \leftarrow 0$
22: for $k = 1 \rightarrow |B^v_u|$ do
23:   $\rho_{a}^{v} \leftarrow k \times (e_{a}^{v} - \phi_{a}^{v})$
24:   if $\rho_{a}^{v} \geq \tilde{\rho}_{a}^{v}$ then
25:      $\tilde{\rho}_{a}^{v} \leftarrow \rho_{a}^{v}$, $\omega_{a}^{v} \leftarrow e_{a}^{v}$, $\tilde{k}_{a}^{v} = k$
26:   end if
27: end for
28: $S \leftarrow S \cup \{b \in B^v_u | k_b = \tilde{k}_{a}^{v}\}$
29: end if
30: end for
```
Algorithm 2 VM distribution

1: for all $c \in C$ do
2:     for all $p \in P_c$ do
3:         $m^c_p \leftarrow 0$
4:     end for
5: end for
6: repeat
7:     $\bar{p} \leftarrow 0, \bar{c} \leftarrow 0, \bar{u} \leftarrow 0$
8:     for all $p \in P$ do
9:         for all $c \in C$ do
10:             if $p \in P_c$ then
11:                 if $m^c_p < M^p_c$ then
12:                     $L^p_c \leftarrow \emptyset$
13:                 end if
14:             end if
15:             for all $b \in S \cap B_c$ do
16:                 if $c\text{canHost}(a_b) \lor m^c_p \text{canHost}(L^p_c \cup b) = true$ then
17:                     $L^p_c \leftarrow L^p_c \cup b$
18:                 end if
19:             end for
20:             $u^p_c \leftarrow \frac{\sum_{b \in L^p_c} T_{ab} \cdot r_{T_{ab}}}{\bar{u} + \sum_{b \in L^p_c} r_{p_{peak}} + \sum_{b \in L^p_c} c_{can}}$
21:             if $u^p_c \geq \bar{u}$ then
22:                 $\bar{u} \leftarrow u^p_c, \bar{p} \leftarrow p, \bar{c} \leftarrow c$
23:             end if
24:         end for
25:     end for
26: end if
27: if $\bar{p} \neq 0$ then
28:     $y_{\bar{p}, \bar{c}} \leftarrow 1$
29:     $m^\bar{p}_\bar{c} \leftarrow m^\bar{p}_\bar{c} + 1$
30:     for all $b \in L^\bar{p}_\bar{c}$ do
31:         $x_{\bar{p}, m^\bar{p}_\bar{c}, \bar{c}} \leftarrow 1$ and update the capacity of all links between $a_b$ and $\bar{c}$ according to $r_{T_{ab}}$
32:     end for
33: end if
34: $S \leftarrow S \setminus L^\bar{p}_\bar{c}$
35: until $S = 0 \lor \bar{p} = 0$
4.4 Bandwidth Allocation

Based on the VM assignment in the previous section, we now define an optimization problem to find the optimal bandwidth allocated to each served bid, i.e., $r_b$. Our goal is to minimize the total network delay experienced by the served users on the link between their corresponding APs and cloudlets. Note that the delay between a user and AP which is related to the radio resource allocation is not the focus of this paper since it has already been addressed in other studies such as [8]. Let $\{1, ... , N\}$ be the set of all bids served at a shallow or deep cloudlet. $a_b$ and $c_b$ are also the corresponding AP and cloudlet locations of bid $b$, respectively. Moreover, we define $\{1, ... , M\}$ as the set of all the links in our HI-MEC environment including all the last mile, aggregation links and the mobile backhaul link. Let $v_{mb}$ be a binary variable such that $v_{mb} = 1$ if the traffic load of bid $b$ traverses link $m$.

4.4.1 Convex Optimization

We propose to solve the bandwidth allocation problem shown in (5.12) at the beginning of the time slot of interest. The objective of this optimization problem is to minimize the total delay experienced by the users who have been served at shallow cloudlets or the deep cloudlet location, by taking into consideration of the traffic load of each user at the beginning of the time slot of interest, i.e., $\lambda_b$. Constraints C1 and C2 are to bound the bandwidth allocated to bid $b$ by the the lower and upper boundary values $l_b$ and $u_b$, respectively. Note that these values are positive and decided by the service provider for example based on the VM types and the traffic loads. The lower bound $l_b$ is also lower bounded by the base bandwidth considered during the auction, i.e., $l_b \geq r_{T_{min}}$. Moreover, constraint C3 is to bound the bandwidth allocation by the physical bandwidth capacity of the links. In fact, the total bandwidth allocated to the bids traversing link $m$ is upper bounded by its capacity, i.e., $R_m$. 
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4.4.2 Centralized Optimal Solution

The proposed bandwidth allocation problem is a convex optimization with $2N + M$ constraints. The complexity of this problem may increase as the numbers of the served bids and the links increase. However, a HI-MEC network is assumed to be limited by the number of the links and the computing capacity to serve as few as several thousand bids. Therefore, it is desirable to derive a centralized optimal solution for this problem. To this end, we define the matrix $V = (v_{mb})_{M \times N}$ to show the traverse of the bids on each link based on our already defined binary variable $v_{mb}$.

Let $R = (R_1, ..., R_M)$ and $r = (r_1, ..., r_N)$ also be the vectors of the capacity of the links and the bandwidth allocated to the bids, respectively. To derive the optimal solution, we apply the method of Lagrange multipliers since the constraints of Problem (5.12) are linear, and the Kuhn-Tucher conditions are necessary and sufficient for an existing optimal solution [14,33].

**Theorem 4.4.1.** There exists $\gamma_m \geq 0$ ($m \in 1, ..., M$) such that $\forall b \in 1, ..., N$:

$$\hat{r}_b = \sqrt{\frac{\xi_{a_b, c_b} \lambda_b}{\sum_{m=1}^{M} \gamma_m v_{mb}}}$$  \hspace{1cm} (4.7)
\[ l_b \leq r_b \leq u_b, \]

and \( \forall m \in 1, \ldots, M \)

\[ \gamma_m((V.r)_m - R_m) = 0 \]  

(4.8)

where \( \hat{r}_b \) is the optimal solution for Problem (5.12).

Proof. Our proof is based on the assumption that the bandwidth allocation space of Problem (5.12) is a nonempty, convex and compact set and thus our objective function is strictly convex with respect to \( r_b \). Then, we define \( \alpha_b \geq 0 \) and \( \beta_b \geq 0 \ \forall b \in 1, \ldots, N \) as well as \( \gamma_m \geq 0 \ \forall m \in 1, \ldots, M \) as the Lagrange multipliers for constraints C1, C2 and C3 in problem (5.12), respectively. Therefore, the Lagrangian becomes,

\[
\mathcal{L}(r, \alpha, \beta, \gamma) = \sum_{b=1}^{N} \xi_{ab,cb} \frac{\lambda_b}{r_b} + \sum_{b=1}^{N} \alpha_b(l_b - r_b) + \sum_{b=1}^{N} \beta_b(r_b - u_b) + \sum_{m=1}^{M} \gamma_m((V.r)_m - (R)_m).
\]

To optimize the objective by applying the necessary and sufficient conditions, we have

\[ \Delta \mathcal{L}(\hat{r}, \alpha, \beta, \gamma) = 0 \iff \]

\[ -\xi_{ab,cb} \frac{\lambda_b}{r_b^2} - \alpha_b + \beta_b + \sum_{m=1}^{M} \gamma_m v_{mb} = 0 \ \forall b \in 1, \ldots, N \]  

(4.10)

and

\[ \alpha_b(l_b - \hat{r}_b) = 0 \ \forall b \in 1, \ldots, N, \]

\[ \beta_b(\hat{r}_b - u_b) = 0 \ \forall b \in 1, \ldots, N, \]

\[ \gamma_m((V.r)_m - (R)_m) = 0 \ \forall m \in 1, \ldots, M, \]  

(4.11)

where \( \hat{r} = (\hat{r}_1, \ldots, \hat{r}_N) \) is the optimal solution to Problem (5.12). Noting the values of the Lagrange multipliers in (6.2) and focusing on the general case when \( l_b < r_b < u_b, \)
Table 4.2 Computation Times Comparison Between Heuristic and Optimal.

<table>
<thead>
<tr>
<th></th>
<th>50 (bids)</th>
<th>100 (bids)</th>
<th>1000 (bids)</th>
<th>2000 (bids)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heuristic case 1</td>
<td>0.052 (s)</td>
<td>0.79 (s)</td>
<td>1.89 (s)</td>
<td>5.55 (s)</td>
</tr>
<tr>
<td>Optimal case 1</td>
<td>2.17 (s)</td>
<td>76.32 (s)</td>
<td>107.65 (s)</td>
<td>458.86 (s)</td>
</tr>
<tr>
<td>Heuristic case 2</td>
<td>0.31 (s)</td>
<td>0.94 (s)</td>
<td>2.716 (s)</td>
<td>5.75 (s)</td>
</tr>
<tr>
<td>Optimal case 2</td>
<td>2.53 (s)</td>
<td>31.99 (s)</td>
<td>97.34 (s)</td>
<td>570.53 (s)</td>
</tr>
</tbody>
</table>

one can conclude $\alpha_b = 0$ and $\beta_b = 0$. In fact, we are not interested in special cases when $r_b$ is equal to the boundary values. Therefore, by solving (5.21) for $\alpha_b = 0$ and $\beta_b = 0$, $\hat{r}_b$ is derived and the proof is complete.

The result of Theorem 4.4.1 indicates that the optimal bandwidth for each bid can be achieved by the optimal multipliers of its associated links. For example, when a bid is served at the deep cloudlet, its optimal bandwidth can be solved by the optimal multipliers of its associated last mile and aggregation links as well as the mobile backhaul link. Therefore, solving this problem in a distributed manner for the case that the numbers of bids and the links scale up can be investigated in a future work.

4.5 Simulation Results

In this section, we compare the results of the heuristic VM pricing and VM distribution algorithms with the optimal results in solving the proposed profit maximization problem (BLP). We consider a HI-MEC environment consisting of five AP locations, each co-located with a field cloudlet, and two PoPs, each equipped with a shallow cloudlet in which APs 1, 2, and 3 are connected to the first PoP, and APs 4 and 5 to the second PoP. The network model is also assumed to have a deep cloudlet. We fix the bandwidth capacity of all the links to 1Gbps. Moreover, we consider three types of VMs (m3 large, c3 xlarge, and r3 2xlarge) and three types of resources (CPU, memory, and storage) [1]. The cloudlets are assumed to be equipped with the same type of PM but different numbers of PMs are available at different hierarchical levels.
The power consumption of a PM is set to 0.7kWh and the power consumption of each type of VM is estimated accordingly based on its resource demands and the resource supply of the PM. The price of electricity is fixed to 2 cent/kWh. The price of the bids are generated randomly using a triangle distribution [48] assuming that the submitted price for each type of VM will not exceed its on-demand price available at [1].

CVX [2] combined with Gurobi [3] and MATLAB are used to simulate the BLP and the two phases heuristic approach. For performance evaluations, we study two cases, each with four different scenarios, i.e., 50, 500, 1000 and 2000 bids. In the first case study, we fix the ratio of bids submitted for three types of VMs as m3:c3:r3=2.5:1.5:1, corresponding to the case that the users are more interested in a smaller type of VM, i.e., m3. On the other hand, for the second case study, we change the ratio to m3:c3:r3=1:1.5:2:5 assuming that the users are more interested in a larger type of VM, i.e., r3. The AP locations for the bids are generated randomly in each case.

The computation time of the optimal approach (BLP) and the heuristic algorithm for different scenarios are compared in Table 4.2. While the heuristic algorithm provides the suboptimal solution within a few seconds, the computation time of the optimal approach grows fast with the number of bids. The reason is in accordance with our qualitative discussion of the complexities of the BLP and VM distribution algorithm in which the former grows exponentially with the number of bids and the latter is polynomial.

Figures 4.2 and 4.3 show the profits gained in one time frame for case 1 and case 2, respectively. The corresponding approximate ratios of the heuristic algorithm in Figure 4.2 are 0.989, 0.991, 0.987 and 0.982 for 50, 500, 1000 and 2000 bids, respectively. The ratios in Figure 4.3 also equal to 0.995, 0.995, 0.965 and 0.961 for 50, 500, 1000 and 2000 bids, respectively. As we can see in these figures, the heuristic
algorithm results in a profit quite close to the profit of the optimal approach. To understand the reason of this observation, we should analyze the performance of the heuristic approach in terms of the number of the served bids as well as the VM pricing. To this end, we compare the performance of the heuristic and optimal approaches by providing the ratio of the served bids in Figures 4.4 and 4.5 for case 1 and 2, respectively. Here, the ratio of the served bids is defined as the total number of served bids divided by the total number of submitted bids. As demonstrated in these
figures, the heuristic approach serves nearly the same number of bids as the optimal approach. We validate the performance of the VM pricing algorithm in Figure 4.6. Owing to similarity, we only compare two prices as examples, and we choose m3 for case 1 and r3 for case 2 since m3 and r3 are the most demanded VMs in case 1 and 2, respectively. As demonstrated in the figure, the estimated price of the heuristic VM pricing for most scenarios is slightly higher than the optimal price. This result is due to the reason that the heuristic VM pricing algorithm serves fewer bids than the
optimal one, as also confirmed by the results shown in Figures 4.4 and 4.5. Finally, we compare the average delay per bid of the heuristic algorithm with that of the optimal algorithm in Figure 4.7 for case 1. To obtain the average delay per bid, we solve the bandwidth allocation problem based on both the results of the heuristic VM pricing and distribution algorithms as well as the optimal approach. As we can see in this figure, the delay per bid achieved by the heuristic algorithm is slightly higher than that of the optimal approach.

Figure 4.6  Local prices comparison between heuristic and optimal approaches.
Figure 4.7 Average delay per bid comparison between heuristic and optimal.
CHAPTER 5
HIERARCHICAL CAPACITY PROVISIONING

The concept of fog computing is centered around providing computation resources at the edge of network, thereby reducing the latency and improving the quality of service. However, it is still desirable to investigate how and where at the edge of the network the computation capacity should be provisioned. To this end, we propose a hierarchical capacity provisioning scheme. In particular, we consider a two-tier network architecture consisting of shallow and deep cloudlets and explore the benefits of hierarchical capacity based on queueing analysis. Moreover, we explore two different network scenarios in which the network delay between the two tiers is negligible as well as the case that the deep cloudlet is located somewhere deeper in the network and thus the delay is significant. More importantly, we model the first network delay scenario with bufferless shallow cloudlets as well as the second scenario with finite-size buffer shallow cloudlets, and formulate an optimization problem for each model. We also use stochastic ordering to solve the optimization problem formulated for the first model and an upper bound based technique is proposed for the second model. The performance of the proposed scheme is evaluated via simulations in which we show the accuracy of the proposed upper bound technique as well as the queue length estimation approach for both randomly generated input and real trace data.

5.1 System Model and Problem Formulation
We consider a fog computing network consisting of $M$ shallow cloudlets as the first tier of a two-tier hierarchical fog computing architecture. Accordingly, the second tier of fog computing nodes called the deep cloudlet is connected to all the shallow cloudlets. Therefore, we assume that each shallow cloudlet can cooperatively manage
its incoming workload with the deep cloudlet. That is, the peak computing load at a shallow cloudlet can be forwarded to the deep cloudlet. As a practical case, we consider a distributed edge video processing environment shown in Figure 5.1. However, the proposed hierarchical capacity provisioning framework in this paper is not limited to only this example and it is applicable to all similar edge computing architectures. As depicted in this example, the shallow cloudlets are co-located with CCTV cameras and the deep cloudlet is installed at an aggregation switch. Moreover, in order to leverage the resource-rich facilities, the deep cloudlet is connected to the cloud via fibers. Our focus in this paper is on the capacity provisioning at the edge, i.e., the shallow and deep cloudlets.

We assume that the amount of edge computing workload at each shallow cloudlet at a given time follows a general distribution. We also assume that $C$ is the total capacity budget to be provisioned at the edge where a portion $\alpha$ of the
capacity is provisioned at the shallow cloudlets and $C - \alpha$ at the deep cloudlet. Both the workload and the capacity are measured in CPU cycles. We use CPU cycles to measure the workload since it has been widely used in the literature to measure the computation requirements of the computing tasks [24]. Accordingly, to be consistent with the workload unit, we use CPU cycles per second as the unit of the computing capacity. Moreover, we consider a finite size queuing system at each cloudlet location where all the queuing systems are modeled as a discrete-time fluid system. In particular, at each time $n$, the queuing system at shallow cloudlet $i$ consists of a server with constant rate $\rho_i \alpha$ and a fluid input $\lambda_i^n$ which is assumed to be ergodic and stationary. We assume that $\lambda_i^n$'s are independent but have a common distribution and $E(\lambda_i^n) = \bar{\lambda}_i$. The normalized coefficient $\rho_i$ is also defined as $\rho_i = \frac{\sum_i \lambda_i^n}{\sum_i \bar{\lambda}_i}$. The system is assumed to be stable, i.e., $\sum_i \bar{\lambda}_i \leq C$.

### 5.2 Capacity Provisioning

We investigate two different network scenarios for the proposed system model. In particular, we first investigate the case that the network delay between the shallow cloudlets and the deep cloudlet is negligible. In the second scenario, we consider the

---

**Figure 5.2** System model for bufferless shallow cloudlets.
case in which the deep cloudlet is located somewhere deeper in the network, and thus the network delay between the shallow cloudlets and the deep cloudlet is significant.

5.2.1 Bufferless Shallow Cloudlets
We first investigate a network model in which the network delay between shallow cloudlets and the deep cloudlet is negligible. As shown in Figure 5.2, for such a network, we consider a buffer of size zero at each shallow cloudlet. Note that going from a flat architecture consisting of only shallow cloudlets to a hierarchical architecture with both the shallow cloudlets and the deep cloudlet, we take a portion of the capacity of the shallow cloudlets and allocate it to the deep cloudlet. Such a hierarchical capacity provisioning model is fair only if one unit of the capacity at a shallow cloudlet results in the same delay as compared to that at the deep cloudlet. Therefore, when the network delay is negligible, this fairness requirement is satisfied with bufferless shallow cloudlets since the deep cloudlet is assumed to be bufferless too. In other words, considering buffers at the shallow cloudlets while the deep cloudlet is bufferless is not a fair assumption from the perspective of the proposed capacity provisioning model. At each time $n$, the amount of the computing workload forwarded to the deep cloudlet is equal to $\sum_{i=1}^{M}(\lambda_n^i - \rho,\alpha)^+ + (C - \alpha)^+$. Accordingly, the queuing system of the deep cloudlet can be modeled as a discrete-time fluid system consisting of a single server of constant rate $C - \alpha$ and a fluid input $\sum_{i=1}^{M}(\lambda_n^i - \rho,\alpha)^+$. At time $n$, the total amount of fluid loss in the system can be established as $(\sum_{i=1}^{M}(\lambda_n^i - \rho,\alpha)^+ - (C - \alpha))^+$. The average fluid loss in the system is calculated as

$$L_{bl}(\alpha) = \lim_{N \to \infty} \frac{\sum_{n=1}^{N}((\sum_{i=1}^{M}(\lambda_n^i - \rho,\alpha)^+ - (C - \alpha))^+)}{N}$$

(5.1)

where the second equality is due to the ergodicity assumption. Note that the focus of this paper is on proposing a network capacity planning framework rather
than a workload placement algorithm. Therefore, to achieve an optimum capacity provisioning, we propose to solve the following optimization problem

\[
\begin{align*}
\text{minimize} & \quad \bar{L}_{bl}(\alpha) \\
\text{s.t.} & \quad C_1 : \sum_{i=1}^{M} E(\lambda^i_n - \rho_i \alpha)^+ \leq C - \alpha \\
& \quad C_2 : 0 \leq \alpha \leq C
\end{align*}
\]

where the objective is to minimize the average fluid loss and constraint \(C_1\) is necessary for stabilizing the queue at the deep cloudlet. The following theorem provides an optimal solution to problem (5.2).

**Theorem 5.2.1.** The optimal solution to optimization problem (5.2) is achieved when \(\alpha = 0\), i.e., when all the computing capacity is provisioned at the deep cloudlet.

**Proof.** To prove Theorem 5.2.1, we need to show that \(\bar{L}_{bl}(\alpha)\) is an strictly increasing function with respect to \(\alpha\). After some simple algebraic manipulation on \(\bar{L}_{bl}(\alpha)\), we have,

\[
\bar{L}_{bl}(\alpha) = E\left(\sum_{i=1}^{M} \max(\lambda^i_n, \rho_i \alpha) - C\right)^+
\]

Function \(\bar{L}_{bl}(\alpha)\) is proven to be strictly increasing if we can show that \(\bar{L}_{bl}(\alpha_h) < \bar{L}_{bl}(\alpha_k)\) for all \(\alpha_h < \alpha_k\), where \(0 \leq \alpha_h, \alpha_k \leq C\). Consider two random variables \(X_n = \sum_{i=1}^{M} \max(\lambda^i_n, \rho_i \alpha_h)\) and \(Y_n = \sum_{i=1}^{M} \max(\lambda^i_n, \rho_i \alpha_k)\). If \(X_n\) and \(Y_n\) satisfy the stop-loss order, written as \(X_n \lessdot_Y Y_n\), then \(\bar{L}_{bl}(\alpha_h) < \bar{L}_{bl}(\alpha_k)\) for all \(C\). In addition, the stop-loss order is maintained under the summation of independent random variables. Therefore, if random variable \(\max(\lambda^i_n, \rho_i \alpha_h)\) precedes random variable \(\max(\lambda^i_n, \rho_i \alpha_k)\) in stop-loss order, so \(X_n\) precedes \(Y_n\). Moreover, the dangerous order relation is known.
to be a sufficient condition for the stop-loss order [20,37,38]. Therefore, we continue our proof by showing the satisfaction of the two known conditions for dangerous order relation. In terms of the first condition, we observe that random variables $\max(\lambda^i_n, \rho_i \alpha_h)$ and $\max(\lambda^i_n, \rho_i \alpha_k)$ satisfy the once-crossing condition for crossing point $\rho_i \alpha_h$. Regarding the second condition, it is simple to show that,

$$E(\max(\lambda^i_n, \rho_i \alpha_h)) \leq E(\max(\lambda^i_n, \rho_i \alpha_k))$$  \hspace{1cm} (5.4)

Therefore, $\max(\lambda^i_n, \rho_i \alpha_h)$ precedes $\max(\lambda^i_n, \rho_i \alpha_k)$ in a dangerous order, and accordingly $X_n$ and $Y_n$ have the stop-order relation and the proof is complete. \qed

5.2.2 Finite-Size Buffer Shallow Cloudlets

In this section, we investigate the case when the network delay between the shallow cloudlets and the deep cloudlet is not negligible. Therefore, $\alpha = 0$ is not the optimal solution since the reduction in the average loss is achieved at the expense of a higher delay. Let $D$ be the average network delay per unit of workload (one CPU cycle) if it is served at the deep cloudlet and let’s define each unit of workload as a job. For this scenario, we enforce a deadline equal to $D$ seconds at each shallow cloudlet’s buffer. In fact, a job is forwarded to the deep cloudlet only if it cannot be handled by deadline $D$. That is, sizes of the buffers at the shallow cloudlets are calculated based on $D$ such that the maximum waiting time in each shallow cloudlet’s buffer is $D$ seconds. In other words, if one unit of capacity at a shallow cloudlet can handle a job within $D$ seconds, it is not fair/justifiable to consider the allocation of that capacity to the deep cloudlet since the network delay is $D$ seconds. Therefore, if $Q^i$ is the number of waiting jobs in the corresponding buffer of shallow cloudlet $i$ right before the arrival of a new job, the new job can be handled after $\frac{Q^i}{\rho_i \alpha}$ seconds. If $\frac{Q^i}{\rho_i \alpha} \leq D$, then the job can be handled before the deadline $D$. Otherwise, the job is not handled before
the deadline and it is forwarded to the deep cloudlet. Therefore, we can model the
deadline by a finite-size queue with length $\rho_i\alpha D$. Accordingly, the average fluid loss
is calculated as

$$L_f(b) = E\left(\sum_{i=1}^{M} (\lambda_n^i + Q_{n-1}^i - \rho_i\alpha - \rho_i\alpha D)^+ - (C - \alpha)^+ \right)$$  \hspace{5em} (5.5)

where $Q_{n-1}^i$ is the queue length at shallow cloudlet $i$ at time $n-1$. Therefore, we
propose to solve the following optimization problem,

$$\min_{\alpha} L_f(b)$$  \hspace{5em} (5.6)

$$s.t. C_1 : \sum_{i=1}^{M} E(\lambda_n^i + Q_{n-1}^i - \rho_i\alpha - \rho_i\alpha D)^+ \leq C - \alpha$$

$$C_2 : 0 \leq \alpha \leq C$$

where the objective is to minimize the average loss via optimizing $\alpha$ and constraint
$C_1$ is required for stabilizing the queue at the deep cloudlet.

Note that the optimization problem (5.6) can be compared to an stop-loss
reinsurance model where the objective of the problem is the stop-loss pure premium
$E(X - d)^+$ with retention equal to $d = C - \alpha$ \cite{16, 62, 63}. Here, the retention $d = 0$,
i.e., a flat design with only shallow cloudlets, can be considered as the special case
where the insurer transfers all loss to the reinsurer, i.e., full reinsurance. On the other
hand, case $d = C$, i.e., a flat design with only a deep cloudlet, denotes the special case
where the insurer retains all loss, i.e., the case that implies no reinsurance. In terms
of finding the optimal solution for the reinsurance models, most of the existing studies
assume that the distribution function of $X$ is known and satisfies some properties.
However, here the distribution function of $X$, i.e., $\sum_{i=1}^{M} (\lambda_n^i + Q_{n-1}^i - \rho_i\alpha (1 + D))^+$,
is not known for two reasons. First, the distribution of $Q_{n-1}^i(\alpha)$ is not known.
Second, even if we have the knowledge of the distribution function for \( Q_{n-1}^i(\alpha) \), it is cumbersome to calculate the M-fold convolution of M pdfs. Moreover, in practice, we usually know the average of \( \lambda_n^i \)'s rather than their distribution function. There are a few studies such as [35,56], that consider the case when incomplete information of \( X \) is available. However, those solutions are not applicable here because they either have to know at least the average and variance of \( X \) or they are interested in finding the optimal retention \( d \) or estimating the minimal stop-loss rather than the optimum value of \( X \). Note that here we only know the average of \( X \), i.e., \( \sum_{i=1}^{M} E(\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha(1 + D))^+ \) based on the loss probability of the G/D/1 queue. Therefore, we propose two different strategies to find the optimal value of \( \alpha \). Both strategies are developed based on the Markov’s inequality. That is, instead of minimizing the original objective, we minimize an upper bound calculated based on the Markov’s inequality in the following theorem.

**Theorem 5.2.2.** The objective function of optimization problem (5.6) is upper bounded as follows,

\[
T_{fb} \leq \int_C \sum_{i=1}^{M} \frac{E(\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha(1 + D))^+}{C - \alpha} \, dx
\]  

(5.7)

**Proof.**

\[
E(\sum_{i=1}^{M} (\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha - \rho_i\alpha D)^+ - (C - \alpha))^+
\]

\[
= \int_{C}^{\infty} (x - C) dP(\sum_{i=1}^{M} (\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha - \rho_i\alpha D)^+ + \alpha \leq x)
\]

\[
= -\int_{C}^{\infty} (x - C) dP(\sum_{i=1}^{M} (\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha - \rho_i\alpha D)^+ + \alpha \geq x)
\]

\[
= \int_{C}^{\infty} P(\sum_{i=1}^{M} (\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha - \rho_i\alpha D)^+ + \alpha > x) dx
\]

\[
\approx \int_{C}^{\infty} P(\sum_{i=1}^{M} (\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha - \rho_i\alpha D)^+ + \alpha > x) dx
\]
where \( \tau \) in the approximation can be decided based on the tail of the distribution of \( \lambda_n^i \) such that \( \sum_{i=1}^{M}(\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha - \rho_i\alpha D)^+ + \alpha > \tau \) \( \leq \epsilon \), i.e.,

\[
\int_{\tau}^{\infty} P\left( \sum_{i=1}^{M}(\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha - \rho_i\alpha D)^+ + \alpha > x \right) dx < \epsilon,
\]

Then, we have

\[
\int_{C}^{\tau} P\left( \sum_{i=1}^{M}(\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha - \rho_i\alpha D)^+ + \alpha > x \right) dx 
\leq \int_{C}^{\tau} P\left( \sum_{i=1}^{M}(\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha - \rho_i\alpha D)^+ > C - \alpha \right) dx 
\leq \int_{C}^{\tau} \sum_{i=1}^{M} E(\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha(1 + D))^+ \frac{dx}{C - \alpha}
\]

where the last inequality is in accordance with the Markov’s inequality. The proof is complete.

\[\Box\]

**G/D/1 Loss Probability Approach** In the first approach, we rely on the loss probability of the G/D/1 queue. According to queueing analysis [46], we have,

\[E(\lambda_n^i + Q_{n-1}^i(\alpha) - \rho_i\alpha(1 + D))^+ = P_i(\alpha)\bar{\lambda}_i\]

(5.8)

where \( P_i(\alpha) \) is the loss probability of the finite-size queue and can be accurately estimated from the tail probability (overflow probability) of an infinite buffer system as follows [46],

\[P_i(\alpha) = \gamma_i(\alpha)e^{-\frac{4\min_{\alpha\geq1} M_i^0(\alpha)}{\lambda_i}},\]

(5.9)

where

\[\gamma_i(\alpha) = \frac{1}{\lambda_i\sqrt{2\pi}\sigma_i} \int_{\rho_i\alpha}^{\infty} e^{-\frac{(r-\bar{\lambda}_i)^2}{2\sigma_i^2}} dr,\]

(5.10)
and for each \( n \geq 1 \),
\[
M_n^i(\alpha) = \frac{(\rho_i \alpha D + n(\rho_i \alpha - \overline{\lambda}_n))^2}{nC_{\lambda_n}(0) + 2 \sum_{l=1}^{n-1} (n-l)C_{\lambda_n}(l)},
\]
(5.11)
and \( C_{\lambda_n}(l) \) is the autocovariance of \( \lambda_n^i \) probability function and we have \( \sigma_i^2 = C_{\lambda_n}(0) \).

Note that function (5.9) is valid when \( \rho_i \alpha \geq \overline{\lambda}_n \), i.e., when \( \alpha \geq \sum_{i=1}^{M} \overline{\lambda}_n \). In addition, it is known that the estimation yields the highest level of accuracy when \( \lambda_n^i \) is characterized by a Gaussian process. Therefore, in this approach, we focus on the case that the input process to each queue, i.e., \( \lambda_n^i \), follows a Gaussian process and propose to solve the following optimization problem,

\[
\text{minimize} \quad \sum_{i=1}^{M} \frac{P_i(\alpha)\overline{\lambda}_i}{C - \alpha}
\]
(5.12)
\[
\text{s.t.} \quad \sum_{i=1}^{M} P_i(\alpha)\overline{\lambda}_i \leq C - \alpha
\]
\[
\sum_{i=1}^{M} \overline{\lambda}_i \leq \alpha < C
\]

Algorithm 3

1: find a feasible stepsize \( \epsilon \geq 0 \)
2: \( r \leftarrow 1 + \epsilon \)
3: \( \hat{\alpha} \leftarrow C \)
4: repeat
5: solve problem (5.13) for \( \alpha \) in range (5.14) and find \( \hat{\alpha} \)
6: if \( \hat{\alpha} \neq \emptyset \) then
7: \( \hat{\alpha} \leftarrow \hat{\alpha} \)
8: \( r \leftarrow \frac{C - \hat{\alpha}}{\sum_{i=1}^{M} P_i(\alpha)\overline{\lambda}_i} + \epsilon \)
9: end if
10: until \( \hat{\alpha} = \emptyset \)

To solve optimization problem (5.12), we propose a centralized heuristic algorithm. Our algorithm is motivated by two observations. First, \( p_i(\alpha) \) is a
non-increasing function with respect to $\alpha$ when $\alpha \geq \sum_{i=1}^{M} \lambda_i$ [30, 45]. Second, alternative optimization problem (5.13) is a convex optimization problem if $\alpha$ is limited to some specific range and can be solved efficiently by interior point methods.

In other words, problem (5.12) is generally nonconvex. Therefore, we introduce a new variable $r$ such that $r = \frac{C - \alpha}{\sum_{i=1}^{M} P_i(\alpha) \lambda_i}$. Accordingly, inspired by coordinate descent techniques [10], we solve successively alternate minimizations (5.13) in $r$ while holding $\alpha$ fixed. As shown in Algorithm 3, we first choose a feasible value for stepsize $\epsilon$. Note that Algorithm 3 converges to the optimal solution provided that the stepsize is selected small enough. We also set initial ratio $r = 1 + \epsilon$ and $C$ is chosen as the initial solution. Then, we solve the following optimization problem for the given value of $r$,

$$\min_{\alpha} \sum_{i=1}^{M} P_i(\alpha) \lambda_i$$

s.t. $C_1 : \sum_{i=1}^{M} P_i(\alpha) \lambda_i - \frac{C - \alpha}{r} \leq 0$

$$C_2 : \sum_{i=1}^{M} \lambda_i \leq \alpha < C$$

Finally, we update the ratio $r$ and optimal solution $\hat{\alpha}$ as shown in Algorithm 3. We repeat this procedure until there is no optimal solution for problem (5.13). The convexity of problem (5.13) is proven in the following theorem.

**Theorem 5.2.3.** The constrained optimization problem (5.13) is a convex optimization problem if $\alpha$ is limited to,

$$\alpha \in \sum_{i=1}^{M} \lambda_i + [\max_i .07071 \frac{\sigma_i}{\rho_i}, \min_i 1.4477 \frac{\sigma_i}{\rho_i}]$$

**Proof.** To show the convexity of the proposed optimization problem, we are required to prove [14]:
• The objective function, i.e., \( \sum_{i=1}^{M} P_i(\alpha) \bar{x}_i \), is convex.

• The inequality constraint \( C_1 \) is convex.

We start by proving the convexity of \( P_i(\alpha) \), i.e., loss probability function. It is known that the loss probability is a convex function when the service rate \( \rho_i \alpha \) [30, 45] is limited to,

\[
\rho_i \alpha \in [\bar{\lambda}_i + .07071 \sigma_i, \bar{\lambda}_i + 1.4477 \sigma_i]
\]  
(5.15)

Accordingly, \( P_i(\alpha) \) is a convex function for all \( i \) if,

\[
\alpha \in \sum_{i=1}^{M} \bar{\lambda}_i + [\max_i \frac{\sigma_i}{\rho_i}, \min_i \frac{\sigma_i}{\rho_i}]
\]  
(5.16)

Then, the inequality constraint function of \( C_1 \) and the objective function are both proven to be convex since they are summations of convex functions, and the proof is complete.

An interesting extension for the optimization problem (5.12) is the case when the loss probability at each shallow cloudlet \( i \) is upper bounded by a constant \( TH_i \). In other words, this extension limits the number of jobs that can be forwarded to the deep cloudlet from the shallow cloudlets. Therefore, we incorporate this requirement into our optimization problem by adding the inequality constraints \( P_i(\alpha) < TH_i \) as follows,

\[
\min_{\alpha} \quad \sum_{i=1}^{M} \frac{P_i(\alpha) \bar{x}_i}{C - \alpha}
\]  
(5.17)

s.t. \( C_1 : \sum_{i=1}^{M} P_i(\alpha) \bar{x}_i \leq C - \alpha \)

\( C_2 : P_i(\alpha) \leq TH_i \ \forall i = 1, ..., M \)
Note that the new inequality constraints \( C_2 \) form a convex set under the same requirement as Theorem 5.2.3. Therefore, Algorithm 3 can still be used to solve problem (5.17).

**Queue Length Estimation Approach** In the previous approach, we rely on the accuracy of loss probability of a G/D/1 queue and replace loss \( E(\lambda_{n+1}^i + Q_{i-1}^n(\alpha) - \rho_i \alpha (1 + D))^+ \) with \( P_i(\alpha)\bar{X}_i \). However, as mentioned earlier, function \( P_i(\alpha) \) is accurate when the input process \( \lambda_{n}^i \) is characterized by a Gaussian distribution, and more importantly, it is derived based on the assumption that \( \rho_i \alpha \geq \bar{X}_i \). Therefore, in this section, we propose another approach which can be accurate for other distributions such as the uniform distribution and is valid for all values of \( \alpha \). The idea is to replace the queue length \( Q_{n-1}^i \) in \( E(\lambda_{n}^i + Q_{n-1}^i(\alpha) - \rho_i \alpha (1 + D))^+ \) with a linear estimation of the Average Queue Length (AQL). We propose the following linear estimation,

\[
 e_{AQL_i} = \begin{cases} 
 0, & \bar{X}_i \leq \rho_i \alpha \\
 a\alpha + b, & \rho_i \alpha < \bar{X}_i \leq \rho_i \alpha (1 + D) \\
 \rho_i \alpha D, & \bar{X}_i > \rho_i \alpha (1 + D) 
\end{cases} 
\]

(5.18)
where constants $a$ and $b$ can be calculated by solving two equations $a\left(\sum_{i=1}^{M} \bar{\lambda}_i\right) + b = \rho_i D \left(\sum_{i=1}^{M} \bar{\lambda}_i\right)$ and $a\left(\sum_{i=1}^{M} \bar{\lambda}_i\right) + b = 0$. After reordering, we have

$$
e_{AQL_i} = \begin{cases} 
0, & \alpha \geq \sum_{i=1}^{M} \bar{\lambda}_i \\
-\rho_i \alpha + \rho_i \sum_{i=1}^{M} \bar{\lambda}_i, & \frac{\sum_{i=1}^{M} \bar{\lambda}_i}{1 + D} \leq \alpha < \sum_{i=1}^{M} \bar{\lambda}_i \\
\rho_i \alpha D, & \alpha < \frac{\sum_{i=1}^{M} \bar{\lambda}_i}{1 + D} 
\end{cases} \quad (5.19)$$

Note that estimation (5.19) yields a higher accuracy for a smaller variance of $\lambda^i_n$. In case that the variance is not small, we can adjust the estimation as follows

$$
e_{AQL_i} = \begin{cases} 
0, & \alpha \geq \sum_{i=1}^{M} \bar{\lambda}_i + \kappa_i \\
-\rho_i (\alpha - \kappa_i) + \rho_i \sum_{i=1}^{M} \bar{\lambda}_i, & \frac{\sum_{i=1}^{M} \bar{\lambda}_i}{1 + D} + \kappa_i \leq \alpha < \sum_{i=1}^{M} \bar{\lambda}_i + \kappa_i \\
\rho_i (\alpha - \kappa_i) D, & \alpha < \frac{\sum_{i=1}^{M} \bar{\lambda}_i}{1 + D} + \kappa_i 
\end{cases} \quad (5.20)$$

where constant $\kappa_i$ is calculated heuristically and according to the variance of $\lambda^i_n$. Therefore, in order to find an approximate solution, we can replace the optimization problem (5.12) with the following problem,

$$\min_{\alpha} \sum_{i=1}^{M} E(\lambda^i_n + e_{AQL_i} - \rho_i \alpha (1 + D))^+ \quad (5.21)$$

s.t. $C_1 : \sum_{i=1}^{M} E(\lambda^i_n + e_{AQL_i} - \rho_i \alpha (1 + D))^+ \leq C - \alpha$

$$C_2 : 0 \leq \alpha \leq C$$
(a) When the input is a Gaussian AR process.

(b) When the input is a Gaussian process.

(c) When the input is a uniform process.

Figure 5.3 The comparison between the shape of the loss probability with the shape of the proposed upper bound versus $\alpha$ for $D = 0.1$.

Figure 5.4 Loss probability versus $\alpha$ for different input processes and when $D = 0$. 
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The same procedure as Algorithm 3 is still valid to solve problem (5.21) for two reasons. That is, function \( E(\lambda^t_n + e_{AQL_i} - \rho_i(1 + D))^+ \) is a non-increasing and convex function with respect to \( \alpha \) as proved in the following theorem.

**Theorem 5.2.4.** Function \( g_i(\alpha) := E(\lambda^t_n + e_{AQL_i} - \rho_i(1 + D))^+ \) is a non-increasing and convex function with respect to \( \alpha \).

**Proof.**

\[
g_i(\alpha) = \int_{\rho_i(1+D)-e_{AQL_i}}^{\infty} (x - \rho_i(1 + D) + e_{AQL_i}) f_{\lambda^t_n}(x) dx
\] (5.22)

Then, according to Leibniz integral rule, we have

\[
g'_i(\alpha) = \int_{\rho_i(1+D)-e_{AQL_i}}^{\infty} (-\rho_i(1 + D) + e_{AQL_i}') f_{\lambda^t_n}(x) dx
\] (5.23)

where \(-\rho_i(1 + D) + e_{AQL_i}' \leq -\rho_i\) and thus \(g'_i(\alpha) \leq 0\). Therefore, function \( g_i(\alpha) \) is proven to be non-increasing. Moreover, by taking the second derivative with respect to \( \alpha \), we have

\[
g''_i(\alpha) = (\rho_i(1 + D) - e_{AQL_i}^{'2}) f_{\lambda^t_n}(\rho_i(1 + D) - e_{AQL_i}) \geq 0
\] (5.24)

Therefore, \( g_i(\alpha) \) is convex and the proof is complete. \( \Box \)
(a) When the input is a Gaussian AR process. (b) When the input is a Gaussian process.

(c) When the input is a uniform process.

Figure 5.5 Optimal a versus D.

5.3 Simulation Results

In this section, we evaluate the performance of the proposed upper bound for the average loss based on both randomly generated input and real trace data. In both cases, we consider a fog computing network consisting of three shallow cloudlets connected to a deep cloudlet, i.e., a network architecture similar to Figure 5.1.

We assume a total capacity budget of 20 Gigacycles per second. It is also assumed that the average computation workload at shallow cloudlets 1, 2, and 3 is equal to 4, 8, and 6 Gigacycles, respectively. The variance of the input process is also set to one. Moreover, when the input process is modeled by a Gaussian autoregressive (AR) process, the autocovariance is set to \( \frac{(0.3)^n}{1-0.3^2} \). For the simulation curves in the
(a) When the input is a Gaussian AR process.  
(b) When the input is a Gaussian process.  
(c) When the input is a uniform process.

Figure 5.6  Optimum loss probability versus $D$.  
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(a) Loss probability versus $\alpha$ when $D = 0$.  
(b) Optimal $\alpha$ versus $D$.  
(c) Optimum loss probability versus $D$.  

**Figure 5.7** Real data trace based simulations.
figures, the corresponding loss probabilities are calculated by simulations. That is, we neither use the loss probability function formula nor our estimation technique.

Figure 5.3 compares the shape of the loss probability with that of the proposed upper bound versus $\alpha$ when $D = 0.1$ sec. In particular, Figures 5.3 (a), (b) and (c) show the results for Gaussian AR, Gaussian, and uniform processes, respectively. Note that the loss probability is defined as the average loss divided by $\sum_{i=1}^{M} \bar{\lambda}_i$. To be comparable with loss probability, the upper bound is also divided by $\sum_{i=1}^{M} \bar{\lambda}_i$ in all the corresponding figures. As depicted in this figure, the upper bound is minimized almost for the same value of $\alpha$ as the loss probability which confirms the accuracy of the proposed upper bound in terms of optimizing $\alpha$. This figure also evaluates the accuracy of the queue length estimation approach by comparing the upper bound based on this approach with the upper bound based on the simulation. We do not include the upper bound based on G/D/1 loss probability function (5.9) since this function is valid only for $\alpha \geq \sum_{i=1}^{M} \bar{\lambda}_i$. Moreover, Figure 5.4 shows the loss probability versus $\alpha$ for Gaussian, Gaussian AR, and uniform input processes when $D = 0$. As shown in Figure 5.4, in the case of $D = 0$, no matter what distribution, the loss probability exhibits a non-decreasing shape versus $\alpha$, which confirms the result of Theorem 1.

Figures 5.5 and 5.6 provide the optimization results for different values of $D$ and different input processes. Specifically, Figure 5.5 compares the optimum $\alpha$ of the simulation result with both the G/D/1 loss probability function approach and the queue length estimation approach. Note that the optimum $\alpha$ is increased by increasing $D$ because the queue length at the shallow cloudlets in increased by increasing $D$ and thus, it is more efficient to provide higher capacity at the shallow cloudlets.

Figure 5.6 also compares the same approaches but in terms of the optimum loss probability which is equivalent to the optimum average loss since the loss probability is the average loss divided by constant $\sum_{i=1}^{M} \bar{\lambda}_i$. As depicted in Figures 5.5 and 5.6,
while both approaches have high accuracy, the estimation approach yields higher accuracy because the loss probability function is limited to a short range of values of \( \alpha \). In other words, the optimum \( \alpha \) in the case of G/D/1 loss probability approach is lower bounded by \( \sum_{i=1}^{M} \bar{\lambda}_i \). In addition, the better performance of G/D/1 loss probability approach when the input is Gaussian is due to the higher accuracy of function (5.9) for Gaussian input. Nevertheless, while the estimation approach provides an accurate solution quite close to the simulation, the loss probability of the estimation approach is sometimes lower than that of the simulation. This observation is attributed to the fact that the estimation approach can underestimate the average queue lengths. For example, the queue length estimation method estimates the average queue length as zero \((e_{AQL_i} = 0)\) for \( \alpha \geq \sum_{i=1}^{M} \bar{\lambda}_i \) while the average queue length based on the simulation is not necessarily zero. We also simulate the total incoming tasks at shallow cloudlets by the requests made to the 1998 World Cup web site [4] in which we use one hour trend of a sample day for each shallow cloudlet. We also assume that each task requires on average 1 Gigacycles. Figure 5.7 (a) depicts the shape of the loss probability versus \( \alpha \) when \( D = 0 \). The loss probability versus \( \alpha \) when \( D = 0 \) is a non-decreasing function which confirms the result of Theorem 1 for real trace data as well. Moreover, Figures 5.7 (b) and (c) compare the optimization results, i.e., the optimum \( \alpha \) and optimum loss probability, of two proposed approaches with the simulation result. As depicted in these figures, the queue length estimation approach outperforms the G/D/1 approach for the real trace data as well.
CHAPTER 6
OPTIMAL CODE PARTITIONING OVER TIME AND HIERARCHICAL CLOUDLETS

This letter proposes a task scheduling scheme designed for code partitioning over time and the hierarchical cloudlets in a mobile edge network. To this end, we define the so called energy-time cost parameters to optimally schedule tasks over time and hierarchical cloudlet locations. Accordingly, we investigate two different optimization scenarios. In particular, the first scenario aims at finding the optimal task scheduling for given radio parameters. In the second scenario, we carry out the optimization of both the task scheduling and the mobile device’s transmission power. More importantly, we show that by adopting the proposed code partitioning scheme in this letter, the transmission power optimization problem becomes a disjoint problem from the task scheduling problem.

6.1 System Model and Problem Formulation

We consider a Hierarchical Mobile Edge Computing (HI-MEC) architecture shown in Figure 6.1. The HI-MEC architecture consists of field, shallow and deep cloudlets. In particular, in a HI-MEC environment, the field cloudlets as the resource-poor facilities are co-located with Small Cell enhanced Node Bs (SCeNBs). The shallow cloudlets as the resource-modest facilities are also hosted at the first level of aggregation nodes, i.e., at Point of Presences (PoPs). Moreover, a resource-rich facility called the deep cloudlet is located at the mobile backhaul. We consider a two-time scale model in which the running time of the HI-MEC environment is divided into a sequence of time frames at equal length, $T$, e.g., five minutes. Each time frame itself is also divided into a sequence of time slots at equal length, $\tau$, e.g., one minute. We assume one time frame consists of $N$ time slots and denote $t_0, \ldots, t_{N-1}$ as the set of time slots in a time frame. At the beginning of each time frame, each SCeNB
broadcasts the available computational capacities at the field, shallow and deep level to their MUs. In fact, a centralized controller at the deep cloudlet equipped with a data management model as well as a global view of the network predicts the workloads during the next few time slots and accordingly allocates the resources to the MUs. The centralized controller informs the SCeNBs about the allocated resources to each MU. The allocated resources within a time slot are assumed to be fixed but changing from a time slot to the next time slot.

A MU’s application is described by a call graph, i.e., a directed acyclic graph as $G = (\mathcal{V}; \mathcal{E})$. The call graph represents the relation among the tasks in which the
MU’s application can be partitioned. For example, the call graph of a face recognition application [24] is shown in Figure 6.2. Each vertex represents a task $v_i$ in the call stack and each edge $e = (v_i; v_j)$ shows an invocation of task $v_j$ from task $v_i$. Each task node $v_i$ is characterized by its workload, $\lambda_{v_i}$, i.e., the number of CPU cycles required to complete the execution of the task. Each edge $(v_i; v_j) \in \mathcal{E}$ is also characterized by the number of bits $(D_{v_i;v_j})$ that must be transferred from the parent task $v_i$ to child task $v_j$. In the rest of the letter, we consider a given MU of interest in defining the corresponding notations. The MU can decide to execute a task locally at the mobile device or remotely at the available cloudlet locations. The MU’s decision depends on two factors, energy and delay. The MU’s energy consumption is the energy required to execute a task locally or to transmit the required bits to the remote cloudlet (when the parent task is executed locally and the child remotely), or to receive the required bits from the cloudlet (when the parent task is executed remotely and the child locally). On the other hand, the delay is the time required to execute the task locally or to transmit the required bits to the remote location. Therefore, not only the local parameters but also the remote parameters are contributing to the corresponding cost of each task, i.e., the energy and time costs. Here, the local parameters include transmit power $P_{up}$, reception power $P_{rx}$, local computational capacity $\mu_{loc}$ (in CPU cycles per second), and local processing power $P_{loc}$. Unlike the remote parameters, we assume that the local parameters are not changing time slot by time slot.

In terms of the wireless access parameters, we define $C_{dl}$ and $C_{up}(P_{up})$ as the capacities of the downlink and the uplink channels between the MU and its associated SCeNB, respectively. The remote parameters are the available cloudlet locations for the MU, the computational capacities at the cloudlets and the data rates on the corresponding links. Let’s assume the MU is associated with SCeNB $s$ and $\mathcal{AC}$ is the set of all available remote locations, which provision a field, a shallow and the deep cloudlet. Let $\mu^r_{x}$ also be the remote computational capacity that can be assigned
to the MU at cloudlet $x \in \mathcal{AC}$ during time slot $t_n$. Moreover, we assume $C^t_{s,x}$ is the maximum data rate that can be allocated to the MU between SCeNB $s$ and the cloudlet $x$ during time slot $t_n$. Similarly, $C^t_{x,y}$ is the maximum data rate that can be allocated to the MU between two cloudlets $x \in \mathcal{AC}$ and $y \in \mathcal{AC}$. It is assumed that a task is allowed to start execution only at the beginning of a time slot. However, the data from a parent task to a child task is assumed to be transferred as soon as the parent task execution is completed. We also assume that once a task starts executing during a time slot (once a data from a parent task to a child task starts transferring over the network), it is allowed to execute to completion (to transfer to completion) even if the time slot ends during execution (transfer) but with the same allocated computational capacity (data rate). Based on the defined local and remote parameters, we can translate the computation and communication requirements of the tasks and the edges on the MU’s call graph to an energy-time cost parameter as follows,

$$ETC = \zeta_1(energy\ cost) + \zeta_2(time\ cost)$$  (6.1)

where $\zeta_1$ and $\zeta_2$ are two coefficients as the weights of the energy and time, respectively. The MU can flexibly choose the coefficients that favors more their demands. For example, a user with a low battery level may like to put more weight on the energy [18]. According to the proposed model, the MU not only has the option to execute a task at $|\mathcal{AC}| + 1$ different local and remote computing locations (including the mobile device) but also in $N$ time slots. Thus, the task offloading decision problem can be modeled as an assignment problem in a distributed processors system with $(|\mathcal{AC}| + 1) \times N$ processors. In terms of the local ETC of a task, let’s define $ETC^t_{loc}(v_i)$ as the ETC of task $v_i$ when executed locally at the mobile device in time slot $t_n$. $ETC^t_{x}(v_i)$ is also defined as the ETC of task $v_i$ when executed at location $x$ during time slot $t_n$. Moreover, $ETC^t_{loc,x}(D_{v_i,v_j})$ is assumed to be the ETC between two tasks $v_i$ executed
locally at the mobile device during time slot $t_n$ and $v_j$ executed remotely at cloudlet $x$ during time slot $t_m$ for $m > n$ where $D_{v_i,v_j}$ is the number of bits that must be transferred from task node $v_i$ to $v_j$. $ETC_{x,loc}^{t_n,t_m}(D_{v_i,v_j})$ indicates the same ETC but $v_i$ executed remotely at cloudlet $x$ and $v_j$ locally at the mobile device. Similarly, let $ETC_{x,y}^{t_n,t_m}(D_{v_i,v_j})$ be the ETC between two tasks $v_i$ executed remotely at cloudlet $x$ during time slot $t_n$ and $v_j$ executed at cloudlet $y$ during time slot $t_m$. Then, we can calculate the following $ETC$s,

$$ETC_{loc}^{t_n}(v_i) = \zeta_1 P_{loc}(\frac{\lambda_{v_i}}{\mu_{loc}}) + \zeta_2 (n \tau + \frac{\lambda_{v_i}}{\mu_{loc}})$$  \hspace{1cm} (6.2)$$

$$ETC_{x}^{t_n}(v_i) = \zeta_2 (n \tau + \frac{\lambda_{v_i}}{\mu_{x}})$$  \hspace{1cm} (6.3)$$

$$ETC_{loc,x}^{t_n,t_m}(D_{v_i,v_j}) = \begin{cases} \zeta_1 P_{up}(\frac{D_{v_i,v_j}}{C_{up}(P_{up})}) + \zeta_2 (D_{v_i,v_j}(\frac{1}{C_{up}(P_{up})} + \frac{1}{C_{tl}^{x}})), & m \geq k + 1 \\ \infty, & m < k + 1 \end{cases}$$  \hspace{1cm} (6.4)$$

$$ETC_{x,loc}^{t_n,t_m}(D_{v_i,v_j}) = \begin{cases} \zeta_1 P_{rx}(\frac{D_{v_i,v_j}}{C_{dl}}) + \zeta_2 (D_{v_i,v_j}(\frac{1}{C_{dl}} + \frac{1}{C_{tl}^{x}})), & m \geq k' + 1 \\ \infty, & m < k' + 1 \end{cases}$$  \hspace{1cm} (6.5)$$

where $l = [n + \frac{\lambda_{v_i}}{\tau_\text{loc}}]$ and $k = [n + \frac{\lambda_{v_i}}{\tau_\text{loc}} + \frac{D_{v_i,v_j}}{\tau}(\frac{1}{C_{up}(P_{up})} + \frac{1}{C_{tl}^{x}})]$.  

$$ETC_{x,y}^{t_n,t_m}(D_{v_i,v_j}) = \begin{cases} \zeta_2 (D_{v_i,v_j}(\frac{1}{C_{dl}^{x,y}})), & m \geq k'' + 1 \\ \infty, & m < k'' + 1 \end{cases}$$  \hspace{1cm} (6.6)$$
where \( l' = \lfloor n + \frac{\lambda_{vi}}{\tau \mu_{vi}} \rfloor \), \( k' = \lfloor n + \frac{\lambda_{vi}}{\tau \mu_{vi}} + \frac{D_{vi,vj}}{\tau (C_{dl} + \frac{1}{C_{vl}})} \rfloor \) and \( k'' = \lfloor n + \frac{\lambda_{vi}}{\tau \mu_{vi}} + \frac{D_{vi,vj}}{\tau C_{vl}} \rfloor \).

\[
ETC_{t_n,t_m \geq t+1}^{v_i,v_j} = ETC_{t_n,t_m \geq t+1}^{v_i,v_j} = 0 \tag{6.7}
\]

Moreover, some of the tasks in a call graph are required to be executed locally. For example, the user interface task in Figure 6.2 which initiates the application must be executed locally at the mobile device. Therefore, the ETC of executing such tasks remotely is set to infinity. Based on the defined ETC parameters, the code partitioning problem over time and hierarchical cloudlets can be formulated as the following MINLP

\[
\begin{align*}
\text{minimize} & \quad \sum_{v_i \in V} \sum_{x \in \mathcal{AC}' \setminus \{\text{mobile device}\}} \sum_{n=0}^{N-1} I_{v_i}^{x,t_n} ETC_{t_n}^{x,v_i} (v_i) \\
& + \sum_{(v_i,v_j) \in E} \sum_{x \in \mathcal{AC}' \setminus \{\text{mobile device}\}} \sum_{y \in \mathcal{AC}' \setminus \{\text{mobile device}\}} \sum_{n=0}^{N-1} \sum_{m=0}^{N-1} I_{v_i}^{x,t_n} I_{v_j}^{y,t_m} ETC_{t_n,t_m}^{x,y} (D_{v_i,v_j}) \\
\text{s.t.} & \quad \sum_{x \in \mathcal{AC}' \setminus \{\text{mobile device}\}} \sum_{n=0}^{N-1} I_{v_i}^{x,t_n} = 1 \quad \forall v_i \in V \\
& \quad \sum_{v_i \in V} I_{v_i}^{x,t_n} = 1 \quad \forall x \in \mathcal{AC}', n = 1, ..., N-1 \tag{6.8}
\end{align*}
\]

where \( I_{v_i}^{x,t_n} = 1 \) if task \( v_i \) is executed at cloudlet \( x \) during time slot \( t_n \), and \( I_{v_i}^{x,t_n} = 0 \) otherwise. Set \( \mathcal{AC}' \) is also the set of all cloudlets plus the mobile device.

### 6.2 Optimal Hierarchical Task Scheduling

Note that (6.8) defines a mixed integer program which involves binary and real variables. Finding an optimal solution to this problem requires an exhaustive search over all the useful code partitions and entails a complexity that is exponential in the number of tasks. Therefore, we investigate an optimal scheduling scheme to solve problem (6.8) for two optimization scenarios. In the first scenario, we are interested
in finding an optimal task scheduling for given radio parameters, i.e., the case that variable $P_{up}$ in the optimization problem (6.8) is fixed. In the second scenario, beside finding the optimal scheduling, we also optimize the transmission power at the mobile device, i.e., $P_{up}$. Note that in the scheduling scheme to be presented in this section, it is assumed that the MU’s call graph is a directed tree.

6.2.1 Optimal Scheduling for Given Radio Parameters

Figure 3.3 shows an scheduling graph for a time frame consisting of four time slots and one of its corresponding assignment trees. Each node of the scheduling graph corresponds to the execution of a task in a given time slot and at a given cloudlet location. As shown in Figure 3.3, in time slot $t_1$, the local, shallow and deep cloudlets are all available to execute task $v_1$. However, as task $v_1$ initiates the application, it is required to be executed locally. Therefore, task $v_1$ is scheduled only at the local location. In time slot $t_2$, while the local and the deep locations are available to execute task $v_2$, the field and shallow locations are unavailable due to for example peak load at the corresponding SCeNBs. Accordingly, task $v_2$ is scheduled to be executed either locally or at the deep cloudlet. Moreover, we assume that the execution of task $v_2$ takes more than the duration of one time slot. Therefore, no matter which locations are available during time slot $t_3$, child tasks $v_3$ and $v_4$ have to wait until the execution of parent task $v_2$ is completed, i.e., time slot $t_4$. Then, tasks $v_3$ and $v_4$ can be scheduled at the local, field and deep locations. We assume that two tasks cannot be scheduled at the same cloudlet location in one time slot. In fact, if task $v_3$ is scheduled to be executed locally, task $v_4$ has to be executed either at the field cloudlet or the deep cloudlet. An assignment graph also has some distinguished nodes including one source node and several terminal nodes. In particular, there is one terminal node for each leaf node of the call tree.
Note that each scheduling of the tasks to different cloudlet locations and different time slots corresponds to a subgraph of the scheduling graph. The subgraph plus the source and the terminal nodes is called an assignment tree, and it connects the source node to all the terminal nodes. The weight of an edge on the assignment tree connecting parent task $v_i$, executed at cloudlet $x$ during time slot $t_n$, to child task $v_j$, executed at cloudlet $y$ during time slot $t_m$, is equal to $ETC_{y}^{t_m}(v_j) + ETC_{x,y}^{t_n,t_m}(D_{v_i,v_j})$. The ETC of the source and the terminal nodes as well as the weight of the edges that connect the leaf tasks to the terminal nodes are assumed to be zero (see the assignment tree in Figure 6.3). Moreover, the weight of each assignment tree which indicates the ETC of that assignment is established by the sum of the weights of all edges in it. Therefore, the optimal assignment corresponds to the assignment tree which has the minimum weight. The minimum weight assignment tree of an application, which involves $M$ tasks, $N$ time slots, and $|\mathcal{AC}| + 1$ cloudlet locations, can be found by dynamic programming with complexity $O(M \times N^2 \times (|\mathcal{AC}| + 1)^2)$ [11].

6.2.2 Optimal Scheduling While Optimizing Transmission Power

In this section, we are interested in both finding the optimal scheduling and optimizing the transmission power at the mobile device, i.e., $P_{up}$. We show in the following theorem that the optimal scheduling and the optimization of the transmission power are disjoint optimization problems that can be solved independently.

**Theorem 6.2.1.** The scheduling optimization problem and the transmission power optimization are disjoint optimization problems.

**Proof.** We first assume that the transmission power is given. Then, following the optimal scheduling scheme for given radio parameters, the optimal scheduling corresponds to the assignment tree that has the minimum weight. On the other hand, according to the defined ETCs, factors $\frac{C_{up}(P_{up})^2}{C_{up}(P_{up})}$ appear on the weight of an assignment.
Therefore, we propose a disjoint optimization framework in which we first solve the following optimization problem to find the optimal transmission power,

\[
\begin{align*}
\min_{0 \leq P_{up} \leq P_{\text{max}}} & \quad \frac{\zeta_1 P_{up} + \zeta_2}{C_{up}(P_{up})} \\
\end{align*}
\]

Then, we follow the optimal scheduling scheme in the previous section for the given optimal transmission power. The optimization problem in (6.9) becomes strictly convex with the change of variables \( Z = C_{up}(P_{up}) \) [26] and thus can be solved by efficient convex optimization techniques.

Figure 6.3 Scheduling graph and one of the corresponding assignment trees.
Figure 6.4 Normalized energy-time gain of code partitioning versus local processing power.

6.3 Simulation Results

In this section, we evaluate the results of the proposed optimal code partitioning scheme. To this end, we consider the call tree of Figure 6.2 and assume $\lambda_{v_1} = 2$ M cycles. We also set $\lambda_{v_2} = 18.1$ M cycles, $\lambda_{v_3} = 92.6$ M cycles, $\lambda_{v_4} = 256.1$ M cycles, $D_{v_1,v_2} = 182$ kB, $D_{v_2,v_3} = 4675$ kB and $D_{v_2,v_4} = 13860$ kB [24]. Moreover, we consider an scheduling graph consisting of four time slots and we assume the computational capacity of a cloudlet location during a time slot is fixed and between 10 to 14 G cycles per second if it is available, and is equal to zero otherwise. The local computational capacity is also set to 100 M cycles per second. In terms of the uplink channel, we set the channel bandwidth to 5 MHz, the transmission power budget constraint to 100 mW, and the background noise to -100 dBm [18]. For performance evaluations, we define the normalized energy-time gain as

$$\frac{ETC_{all\ localt} - ETC_{code\ partitioning}}{ETC_{all\ localt}}$$

where $ETC_{all\ localt}$ is the ETC incurred if all the tasks are executed locally. Figure 6.4 compares the normalized energy-time gain of the proposed scheme with MINLP.
model. The OPTI toolbox combined with NOMAD, which is an excellent derivative free MINLP solver, is used to solve the MINLP problem. As demonstrated in Figure 3.4, the proposed scheme performs better than the MINLP model. This result is attributed to the fact that in the proposed scheme we first optimize $P_{up}$ and then carry out the scheduling optimization for the optimal value of $P_{up}$. 
CHAPTER 7

CONCLUSION

In this dissertation, first, we have developed a new model to maximize the profit of running geographically dispersed data centers. Our model considers multiple classes of service and takes into account of individual SLA-deadline for each type of service. The proposed model is elaborated by taking into consideration of geographical electricity price diversity due to different electricity markets at each data center’s location and the availability of renewable energy. Based on the developed model, we have designed an optimization-based workload distribution scheme that relies on the accuracy of G/D/1 queue in characterizing the workload distribution and the workload decomposition to the green and brown workloads. We have also proven the convexity of the formulated optimization problem and evaluated the performance of our workload distribution scheme via extensive simulations.

Second, we have developed a new information flow graph based model for geo-dispersed data centers. Based on the developed model, we have derived a fundamental tradeoff between the total and brown power consumption. Furthermore, we have characterized the achievable points on this tradeoff in which one can know how much green energy is possibly utilized for a given amount of total power consumption budget.

Third, we have proposed a new hierarchical architecture in the context of mobile edge computing called HI-MEC. Specifically, we have introduced the concept of field, shallow and deep cloudlets deployed in three hierarchical levels in accordance with the principle of LTE-advanced mobile backhaul network. Based on the proposed model, a two time scale optimization approach for resource allocation is introduced. In particular, a BLP is formulated to maximize an auction-based profit for concurrent
VM pricing and VM distribution, and accordingly heuristic algorithms are designed to solve this problem in a reasonable time. A convex optimization problem for bandwidth allocation is formulated and a centralized solution to this problem is derived. The proposed hierarchical model and the two time scale optimization platform have been demonstrated to effectively facilitate the resource allocation to the subscribers of an MEC network.

Fourth, we have proposed a new hierarchical capacity provisioning scheme based on accurate queueing analysis. Specifically, we have considered a 2-tier edge computing network architecture consisting of shallow and deep cloudlets, and explored both the case that the network delay between the shallow cloudlets and the deep cloudlet is negligible as well as the case in which the deep cloudlet is located somewhere deeper in network. We have formulated optimization problems for each case and investigated the solution to each problem by using stochastic ordering and optimization algorithms. We have also validated the performance of our capacity provisioning scheme via extensive simulations.

Fifth, we have proposed a task scheduling scheme for offloading computation over time and the hierarchical mobile edge. To this end, we have studied two different optimization scenarios. In particular, in the first scenario, we have found an optimal task scheduling for given radio parameters. In the second scenario, we have investigated the joint optimization of task scheduling and the mobile device’s transmission power in which we have showed that by using the scheduling task in this letter, the problem of optimizing the transmission power becomes a disjoint problem from the scheduling problem.

Finally, in line with this dissertation’s research, we recently focused on Non Orthogonal Multiple Access (NOMA) and MEC, two of the emerging technologies of 5G, and proposed a novel MEC aware NOMA technique for 5G networks [44]. Our proposed scheme is motivated by the fact that the joint allocation of communication
and computing resources greatly improves the performance of the system. In other words, it may happen that one type of resources is wasted due to congestion of other type of resources. While several works have investigated the joint allocation of computing and communication resources, none of the existing works consider a joint optimization technique in the context of NOMA with consideration of intra-cell interferences. To this end, we aimed to address the aforementioned issue by proposing a joint optimization technique to allocate the computing and communication resources based on the requirements of both MEC and NOMA. We proposed a novel NOMA augmented edge computing model that captures the gains of uplink NOMA in MEC users’ energy consumption. Specifically, we designed a NOMA based optimization framework that minimizes the energy consumption of MEC users via optimizing the user clustering, computing and communication resource allocation, and transmit powers. Similar to frequency Resource Blocks (RBs), we defined the notion of computing RBs and investigated the joint allocation of the frequency and computing RBs. More importantly, we designed an efficient heuristic algorithm for user clustering and RBs allocation, and formulated a convex optimization problem for the transmission power control to be solved independently per NOMA cluster.
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