Numerical simulations of thin viscoelastic films

Valeria Barra

New Jersey Institute of Technology

Follow this and additional works at: https://digitalcommons.njit.edu/dissertations

Part of the Mathematics Commons

Recommended Citation

https://digitalcommons.njit.edu/dissertations/1364

This Dissertation is brought to you for free and open access by the Electronic Theses and Dissertations at Digital Commons @ NJIT. It has been accepted for inclusion in Dissertations by an authorized administrator of Digital Commons @ NJIT. For more information, please contact digitalcommons@njit.edu.
Copyright Warning & Restrictions

The copyright law of the United States (Title 17, United States Code) governs the making of photocopies or other reproductions of copyrighted material.

Under certain conditions specified in the law, libraries and archives are authorized to furnish a photocopy or other reproduction. One of these specified conditions is that the photocopy or reproduction is not to be “used for any purpose other than private study, scholarship, or research.” If a user makes a request for, or later uses, a photocopy or reproduction for purposes in excess of “fair use” that user may be liable for copyright infringement,

This institution reserves the right to refuse to accept a copying order if, in its judgment, fulfillment of the order would involve violation of copyright law.

Please Note: The author retains the copyright while the New Jersey Institute of Technology reserves the right to distribute this thesis or dissertation

Printing note: If you do not wish to print this page, then select “Pages from: first page # to: last page #” on the print dialog screen
The Van Houten library has removed some of the personal information and all signatures from the approval page and biographical sketches of theses and dissertations in order to protect the identity of NJIT graduates and faculty.
ABSTRACT

NUMERICAL SIMULATIONS OF THIN VISCOELASTIC FILMS

by

Valeria Barra

This dissertation is developed in the field of Computational Fluid Dynamics (CFD) and it focuses on numerical simulations of the dynamics of thin viscoelastic films in different settings. The first part of this dissertation presents a novel computational investigation of thin viscoelastic films and drops, that are subject to the van der Waals interaction force, in two spatial dimensions. The liquid films are deposited on a flat solid substrate, that can have a zero or nonzero inclination with respect to the base. The equation that governs the interfacial dynamics of the thin films and drops is obtained within the long-wave approximation of the Navier-Stokes equations, with the Jeffreys model for viscoelastic stresses. The effects of viscoelasticity and the substrate slippage on the dynamics of thin viscoelastic films are investigated. Moreover, the effects of viscoelasticity on drops that spread or recede on a prewetted flat substrate are analyzed. For dewetting films, the numerical results show the presence of multiple secondary droplets for higher values of the relaxation time, consistently with experimental findings. These secondary length scales are found to be suppressed by gravitational effects when the case of dewetting films on inverted planes is analyzed. For spreading and receding drops on flat, prewetted substrates, viscoelastic effects are found to lead to deviations from the Cox-Voinov law for partially wetting fluids. In general, viscoelasticity enhances the spreading and suppresses the retraction of viscoelastic drops, compared to Newtonian ones.

The second part of this dissertation presents a novel numerical investigation of the dynamics of free-boundary flows of viscoelastic liquid membranes, not necessarily deposited on solid substrates. The governing equation describes the balance of linear momentum, in which the stresses include the viscoelastic response to deformations of
Maxwell type. A penalty method is utilized to enforce near incompressibility of the viscoelastic media, in which the penalty constant is proportional to the viscosity of the fluid. A finite element method is used, in which the slender geometry representing the liquid membrane is discretized by linear three-node triangular elements under plane stress conditions. Two applications of interest are considered for the numerical framework provided: shear flow, and extensional flow in drawing processes. Finally, the last part of this dissertation considers the expansion of the study of the dynamics of viscoelastic membranes by applying the general theory of shells, in which any application of loading or external forces causes both bending and stretching, so that buckling or wrinkling phenomena can be investigated as future work.
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| 4.17 | Comparison of $u_2$ at the midpoint of the top boundary of the stretched Newtonian and Maxwellian membranes, for $\lambda_1 = 0$ s (blue solid curve), 0.1 s (green dashed curve), 0.25 s (purple dash-dotted curve), 0.5 s (yellow dashed curve), 0.75 s (red dotted curve), 1 s (black solid curve), 2 s (magenta dash-dotted curve), 5 s (orange solid curve), and 10 s (light blue dashed curve), both in logarithmic scale. The inset shows a magnification of the graphs for $t \in [8, 10]$ s. |
| 4.18 | Stretch factor, $\bar{\varepsilon} = \frac{u_{1max}}{L}$, versus the relaxation time $\lambda_1$, for four different sets of feeding and drawing velocities: $v_f = (10^{-4}, 0)$ m/s and $v_d = (10^{-3}, 0)$ m/s (blue solid curve), $v_f = (5 \times 10^{-4}, 0)$ m/s and $v_d = (10^{-3}, 0)$ m/s (magenta dotted curve), $v_f = (10^{-4}, 0)$ m/s and $v_d = (5 \times 10^{-3}, 0)$ m/s (black solid curve), and $v_f = (5 \times 10^{-4}, 0)$ m/s and $v_d = (5 \times 10^{-3}, 0)$ m/s (red dotted curve). |
| 5.1 | Schematic of a 3D thin layer of fluid. |
| 5.2 | Experiments on a viscous catenary. In (a), the initial silicon thread of length equal to 25 mm and diameter equal to 1.75 mm. The filament collapses under its own weight and it is shown in snapshots taken every 0.08 s. In (b), the thinnest thread has reached a U-shape, with diameter of 0.33 mm. Source: [121]. |
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CHAPTER 1
INTRODUCTION

Thin liquid films play a central role in many real life applications and therefore are widely studied theoretically, numerically, and experimentally. The interface between the liquid and the surrounding fluid (usually a gaseous phase) is a free and deformable boundary, and therefore thin liquid films can display a variety of dynamics and interfacial instabilities. As broadly presented in the literature, (see, for instance, [1, 2, 3]), instability can lead to the film breakup, so that the liquid separates in drops, exposing or dewetting the substrate. On the contrary, stability occurs when a thin film, whose interface is perturbed, returns to its initial configuration. In this dissertation, we are interested in numerically investigating the dynamics and the interface instabilities of thin layers of fluids that can arise in different settings and therefore can be described by different physical and computational models.

Multi-phase flows describe some of the most common forms of gas/liquid or solid/liquid interactions that we can observe in Nature and recreate in industrial processes. Perhaps the simplest natural examples of such interactions are provided by rain, bubbles, and water splashes; while for applications of industrial relevance, one can be interested in the study and control of droplets bursting in fuel combustion, and wetting or dewetting phenomena in painting, coating or printing processes. Due to this large applicability, free-boundary or interfacial flows have been intensively studied (see, for instance, the reviews [4, 5]). To capture the interface instabilities, the position of the interface, or boundary between the different phases, needs to be modeled and found as a part of the solution of the equations governing the fluid flow [6]. The goal of this dissertation is to provide a novel numerical investigation of the free-boundary flows of thin layers of fluids, in the particular case in which the liquid of interest is a viscoelastic fluid.
1.1 Linear Viscoelasticity

Among the broad spectrum of natural or synthetic thin layers of liquids, viscoelastic films are ubiquitous; in fact, they can be found in a large variety of settings, from typical life situations to sophisticated manufacturing processes. In our everyday life, we may encounter sheets or thin layers of liquids that show a viscoelastic behavior, such as custard, shampoo, shaving cream, wax, glue, and paint; or similarly, soft solids with the same characteristics, such as gels.

Viscoelastic materials exhibit features that are typical of both fluids (viscosity) and solids (elasticity). This hybrid nature allows them to characterize a broad variety of materials, with limiting cases that fall under a liquid state, or a solid state, and intermediate regimes that constitute soft materials, such as gels [7]. The evolution of their complex internal microstructures can affect their dynamics and the overall macroscopic rheology [8]. Polymeric liquids, in particular, are one example of a wider class of viscoelastic liquids, constituted by a Newtonian (viscous) solvent and a non-Newtonian (polymeric) solute, and, as other suspensions or emulsions, are considered one type of complex fluids. Viscoelastic liquids are, in turn, part of the wider class of non-Newtonian fluids, that show, in general, a variety of different behaviors. They are characterized by the fact that the stress tensor is not related via a simple linear relationship to the strain rate. In fact, the relationship between these two quantities can be nonlinear or differential.

The Maxwell model [9], and its extension, the Jeffreys model [10], considered in this dissertation, belong to a class of linear differential models for viscoelastic fluids and describe mechanical properties such as “fading memory” and stress relaxation [11]. These features become remarkable, especially when compared to constitutive models that describe a linear relationship between the stress and the strain (for linear elastic solids) or strain rate (for Newtonian fluids). The Maxwell constitutive model, in the same fashion as Hooke’s law, was proposed empirically [9]. Although it has
been applied to and proven to be useful for the analysis of a broad range of materials, this model is limited to cases in which the deformation gradients are infinitesimally small [11]. To overcome this limitation, variations of the Maxwell model have been proposed, such as the Oldroyd-B model [11], in which convective derivatives are introduced to describe nonlinearities in the stress tensor. Despite the limitations of a linear viscoelastic model, such as the Maxwell or the Jeffreys model, we believe that a comprehensive analysis as well as a detailed numerical framework for the dynamics of thin viscoelastic films, can serve as a benchmark for future analyses that include nonlinear features, such as the convective/corotational variations of the stress.

1.2 Wetting and Dewetting Processes in the Lubrication Theory

In the first half of this dissertation (involving Chapters 2 and 3), we present a detailed description of the numerical solutions of the nonlinear governing equation based on the long-wave (lubrication) model for incompressible, thin viscoelastic films deposited on a flat substrate, with the Jeffreys constitutive model for viscoelastic stresses [10, 11]. Historically, the foundations of the long-wave theory have been laid in a pioneering work by Reynolds [12], that analyzes the behavior of a viscous liquid confined between a solid substrate and a fluid-lubricated slipper bearing [1]. The key point of this theory is to utilize the nondimensionalization and asymptotic expansion techniques to reduce the Navier-Stokes equations to one sole partial differential equation (PDE), governing the evolution of the interface of the fluid, characterized by small interfacial slopes, to satisfy the asymptotic assumptions. For the case in which the gravitational body force is neglected, the long-wave formulation for thin viscoelastic films of Jeffreys type considered in this work was developed by Rauscher et al. [13], and solved numerically in Chapter 2. By contrast, in Chapter 3, we present a novel derivation of the equation governing the dynamics of thin viscoelastic films of Jeffreys type flowing down an inclined plane, for which gravitational effects are taken into consideration.
The understanding of the instability mechanisms relevant to thin polymeric films, in particular, has motivated many theoretical and experimental studies, see, e.g., [11, 14, 15, 16]. Perhaps one of the first experimental works on this matter has been carried out by Reiter [17]. In that investigation, Reiter examines the influence of the film thickness on the interfacial instability of polymer films of nanometer size. We refer to the rupture of a thin liquid film deposited on a substrate, and the consequent formation of a hole in the interface of the fluid that exposes the substrate, leading to separate drops of liquid, as *dewetting* process. Contrastingly, the spreading of a thin layer of fluid on a surface is called *wetting* process. Reiter’s study [17] shows that, when dewetting occurs, a rim can form ahead of the dewetting edge and subsequently decay into drops on the substrate. Since his work, the investigation of thin polymer film morphologies at the nanoscale has been a major focus of many studies, see, e.g., [18, 19, 20, 21, 22, 23]. Additional works focus on the stability, the dynamics, and the morphology of the fluid interface due to rheological properties [24, 25, 26, 27, 28, 29]; these investigations are carried out with the goal of understanding whether the effects related to viscoelasticity, slippage, surface heterogeneities, or forces of electrohydrodynamic origin play a key role in the development of surface instabilities.

To model the film breakup and the consequent dewetting process, as well as to impose the contact angle with the solid substrate, we include the van der Waals attraction/repulsion interaction force. This force introduces an equilibrium film on the solid substrate, leading to a prewetted (often called precursor) layer in nominally dry regions. We notice that in the absence of other forces, such as the gravitational force, the van der Waals attraction force is the only driving mechanism of interfacial instabilities. The dynamics of dewetting processes can be divided in two regimes: the initial stage of the evolution, characterized by amplitudes in the interface function that are small relative to the initial height of the film and whose growth is analytically predicted by a linear asymptotic analysis, called linear stability analysis (LSA); and
the development phase of the interface evolution, characterized by amplitudes that are no longer small and therefore cannot be described in terms of linear asymptotic approximations but require a fully nonlinear dynamic description. In Chapter 2, in particular, we focus on the emerging length scales due to the instability of a viscoelastic film in the nonlinear stage, that, prior to our study [30], had not been reported in the literature.

In addition the few numerical studies available in the literature that use the Jeffreys model for the viscoelastic stresses, [31, 32], we introduce a novel investigation of the effect of transitioning from no-slip to weak slip on the initial instability development and the dewetting dynamics. A surprising finding is that the resulting morphologies are influenced by viscoelasticity and slippage. In fact, we show the formation of not only main drops, as previously demonstrated in [32], but also of multiple satellite droplets that are completely absent for Newtonian films. These secondary droplets are comparable with those found experimentally (see, e.g., [17, 21] or [19], where they are called “nanodroplets”), but, to the best of our knowledge, had not been found in previous computational studies of the evolution of viscoelastic films, prior to our study [30].

It is appropriate to make a remark about the choice of the constitutive model. Although linear viscoelastic models, such as the Jeffreys model, are known to be valid only for flows with small displacement gradients [11, 13, 32], we expect a linear constitutive model to be adequate to describe the viscoelastic behavior in the context of spontaneous wetting/dewetting processes. For more complex flows, one should incorporate more general viscoelastic models, such as the Oldroyd-B model [11]. However, as noted also by Tomar et al. [32], the nonlinear convective terms of the stress tensor in an Oldroyd-B model would not change the linear stability analysis, and therefore our results for the linear regime are valid for both linear and nonlinear viscoelastic models. Furthermore, our numerical simulations show how, in
the final stage of the nonlinear evolution, dewetting viscoelastic films display a slow, viscous dynamics, for which a linear viscoelastic model is considered to be appropriate. Additionally, we have verified that displacement gradients (hence, the shear rate) are not large even in the intermediate time of the dewetting process, in which viscoelastic fluids exhibit a non-Newtonian response to deformations. In summary, in the context of spontaneous wetting/dewetting processes driven by the van der Waals interaction or the gravitational force, the assumption of small displacement gradients is not violated, and a linear viscoelastic model suffices to describe the effects of viscoelasticity.

1.3 Free-boundary Flows of Membranes and Shells

In the second half of this dissertation (involving Chapters 4 and 5), we aim to simulate the dynamics of sheets of viscoelastic fluids, not necessarily deposited on a substrate, in three spatial dimensions. For biomedical engineering applications, thin viscoelastic sheets can represent biopolymers [33], or biological tissues constituting blood cells [34, 35]. In some manufacturing processes, thin layers of elastic or viscoelastic materials, for instance, in the form of liquid crystal polymers, are largely employed [36]. Hence, the prediction of the behavior of viscoelastic sheets through mathematical and numerical modeling becomes a cost-effective manufacturing practice, as well as an important tool to better understand some physical effects, that are difficult or too expensive to reproduce experimentally. The mathematical and numerical framework developed in Chapter 4 aims at providing insight to the understanding of the dynamics and physical behavior of thin layers of viscoelastic media, modeled as membranes, and in Chapter 5, modeled as sheets.

Thin, curved bodies are commonly modeled as shells or membranes [37, 38]. The slender geometry of thin films or sheets of various materials can be described through an idealized mid-surface, that sits at half thickness between the top and bottom surfaces of the sheet. For the general theory of shells, the mid-surface has a non zero
curvature, and any application of loading or external forces causes both bending and stretching [39, 40]. A particular case of this general theory is the membrane theory of shells, that concerns the study of the in-plane stretching deformations, dominant with respect to transversal deflections, and in which bending stiffness is neglected. In Chapter 4, we utilize the membrane theory of shells, in which the in-plane stresses are included to model the viscoelastic response to deformations, and, in Chapter 5, we refer to the theory of shells to include bending effects.

1.4 Summary and Overview

The remainder of this dissertation is organized as follows: in Chapter 2, we present our numerical investigation of the dynamics of dewetting and wetting thin viscoelastic films and drops on a flat, solid substrate, in the absence of gravitational effects. In Section 2.2, we introduce the governing equations and the linear viscoelastic constitutive models. In Section 2.3, we outline the nondimensional analysis and long-wave (lubrication) approximation of the governing equations. In Section 2.4, we outline the numerical methods used to solve the equation governing the dynamics of the interface. In Section 2.5, we present the linear stability analysis, and discuss the numerical results for both dewetting and wetting studies; In Section 2.6, we draw our conclusions for Chapter 2.

In Chapter 3, we expand the investigation carried out in Chapter 2, to include gravitational effects. In Section 3.2, we give a brief description of the governing equations, and in Section 3.3, we derive the corresponding long-wave approximation. In Section 3.4, we summarize the numerical discretization of the governing equation. In Section 3.5, we present the LSA and the numerical results of dewetting viscoelastic films on inverted planes. In Section 3.6, we summarize our conclusions for Chapter 3.

In Chapter 4, we present our numerical investigation of the dynamics of viscoelastic membranes. In Section 4.2, we outline the mathematical formulation
and the finite element analysis of the governing equation (whose detailed derivation is given in Appendix A), and, in Section 4.3, we describe the constitutive model considered. In Section 4.4, we discuss our numerical results, and in Section 4.5, we draw our conclusions for Chapter 4.

In Chapter 5, we propose an expansion of the analysis presented in Chapter 4, by considering the dynamics of thin viscoelastic shells. In Section 5.2, we provide the mathematical formulation of the general theory of shells, and in Section 5.3, the equations governing the dynamics of viscous sheets, whose detailed description is outlined in Appendix B. In Section 5.4, we describe the constitutive law of linear elasticity and introduce the Stokes-Rayleigh analogy, and in Section 5.5, we show how this can be applied to study the behavior of elastic shells (and, analogously, viscous shells) undergoing stretching or bending deformations. The finite element numerical discretization of the terms introduced in this section is given in Appendix C. In Section 5.6, we extend the Stokes-Rayleigh analogy to the case of linear differential viscoelastic models. In Section 5.7, we provide two examples of applications of the framework provided, and in Section 5.8, we draw our conclusions for this study.

Finally, in Chapter 6, we summarize our overall conclusions of the work presented in this dissertation, and outline the possible future research directions.
CHAPTER 2
THIN VISCOELASTIC FILMS ON SOLID SUBSTRATES

2.1 Introduction

Despite the numerous works focusing on polymeric films mentioned in the Introduction, very few studies consider numerical simulations of the interface of thin layers of viscoelastic fluids dewetting a solid substrate, see, e.g., [31, 32]. In particular, Vilmin and Raphaël develop a model based on a simplified dewetting geometry of the film, neglecting the surface tension [31]. They demonstrate that the friction force and the residual stresses, due to the film viscoelasticity, can have an opposing influence on the dewetting dynamics. They show that these residual stresses can accelerate the onset of the dewetting, followed by a slow, quasi-exponential, growth of the hole. Although their model is useful to explain the main features of the dynamics of the evolving rim, it is unable to provide a detailed description of the dewetting process and a quantitative investigation of the final morphological structures. An earlier study of Tomar et al. [32] uses the lubrication model derived by Rauscher et al. [13] for thin viscoelastic films of Jeffreys type, although without including the substrate slippage. Using both linear stability analysis and nonlinear simulations, they show that viscoelasticity does not have a major influence on the dewetting dynamics. Their numerical solutions suggest that the length scale of instability in the nonlinear regime is unaltered by the viscoelasticity.

In this chapter, we present a detailed description of numerical solutions of the nonlinear governing equation based on the long-wave (lubrication) model developed by Rauscher et al. [13] for thin viscoelastic films, with the Jeffreys constitutive model for viscoelastic stresses [11, 10]. In this model, viscoelastic stresses are described with a Newtonian contribution (due to the solvent) plus a polymer contribution that is governed by the linear Maxwell model [15].
The first part of our investigations concerns the spontaneous dewetting of a thin viscoelastic film, initially at rest, due to van der Waals interactions, in two spatial dimensions. Consistent with \cite{41}, we find that, in the linear regime, the critical and most unstable wavenumbers are neither dependent on the viscoelastic parameters, nor on the slip length, but only on the van der Waals interactions with the substrate. We then provide numerical simulations of the evolution of the interface in the nonlinear regime. In this regime, we find that the instability and the final configuration of the fluid in primary and secondary droplets are affected by the viscoelastic parameters and the slippage of the substrate. We show how viscoelasticity induces the formation of secondary droplets, and how the slip at the substrate prevents them from forming. We thus provide, for the first time, numerical simulations leading to novel morphologies for thin viscoelastic dewetting films.

Finally, we focus on the spreading/receding of viscoelastic planar drops on a solid substrate. We study viscoelastic drops that spread/recede spontaneously due to the imbalance between the initial and the equilibrium contact angles. The theoretical and experimental studies of spreading or retracting drops, both for Newtonian and viscoelastic fluids, are numerous (see, e.g., \cite{4, 42, 43, 44, 45, 46, 47, 48}). Surprisingly, only a few studies report computational results for viscoelastic dynamic contact lines, see \cite{49, 50, 51}. Yue and Feng \cite{49} use a phase-field model to simulate the displacement flow of Oldroyd-B fluids in a channel formed by parallel plates. They show that viscoelastic stresses close to the contact line region affect the bending of the interface. Also, Wang et al. \cite{50} use an axisymmetric formulation to describe the spreading of viscoelastic drops, comparing the Giesekus (shear-thinning) and the Oldroyd-B models. They show that the spreading speed depends on the viscoelastic relaxation time. Most recently, Izbassarov and Muradoglu \cite{51} study the effects of viscoelasticity on drop impact and spreading on a solid substrate. They investigate
the spreading rate of viscoelastic drops, using the FENE-CR model, and find that viscoelastic effects enhance the spreading speed.

We consider partial wetting by accounting for van der Waals interactions between the solid and the fluid. Although our approach is developed strictly for configurations characterized by small interfacial slopes, we expect that it still provides reasonably accurate results for the situations such that the contact angle is not small (see, e.g., [43] for a discussion of this topic). Our numerical results show that viscoelasticity enhances the spreading in the early stage of wetting by smoothening the interface in the contact line region. Similar considerations are drawn by Wang et al. [50], and Izbassarov and Muradoglu [51]. Finally, the study of the advancing dynamic contact angle allows us to determine that the Cox-Voinov law [52, 53] holds for the viscous Newtonian fluid, but not for the viscoelastic counterpart. For retracting drops, we find that the interface of a viscoelastic drop provides more resistance to the motion, causing the drop to retract slower, consistent with the experimental study [48]. Our results regarding receding viscoelastic drops show a deviation from the Cox-Voinov law as well.

2.2 Mathematical Formulation

In this section, we introduce the mathematical model used to describe thin viscoelastic films flowing on solid substrates, in two spatial dimensions. We consider an incompressible liquid, with constant density $\rho$, surrounded by a gas phase assumed to be inviscid, dynamically passive, and of constant pressure. The equations of conservation of momentum and mass, respectively, for the liquid phase are

$$
\rho \left( \partial_t v + v \cdot \nabla v \right) = -\nabla (p + \Pi) + \nabla \cdot \sigma + F_b ,
$$

(2.1a)

$$
\nabla \cdot v = 0 ,
$$

(2.1b)
where \( \mathbf{v} = (v_1(x,y,t), v_2(x,y,t)) \) is the velocity field in the Cartesian \( xy \)-plane (as by convention, the \( x \)-axis is horizontal, and the \( y \)-axis is vertical), and \( \nabla = (\partial_x, \partial_y); \)
\( \sigma \) is the stress tensor, \( p \) is the pressure, and \( \Pi \) is the disjoining pressure induced by the van der Waals solid-liquid interaction force (we note that \( \nabla \Pi = 0 \) except at the liquid-gas interface). This force is attractive (destabilizing) for thicker films and repulsive (stabilizing) for thin ones, leading naturally to the concept of equilibrium film thickness, defined below as \( h_\ast \), at which repulsive and attractive forces balance each other \([54]\). The form of the disjoining pressure used in the present work is given in the following section, where the thin film approximation of the system (2.1) is described in detail. The body force field in equation (2.1a) is given by \( \mathbf{F}_b = (\rho g \sin \alpha, -\rho g \cos \alpha) \), where \( g \) is the gravitational acceleration constant, and \( \alpha \) the angle that the inclined plane forms with respect to the positive \( x \)-axis. We consider \( g = 0 \) in this chapter, and \( g > 0 \) in the following one.

To model the stresses, we use a generalization of the Maxwell model for viscoelastic liquids: the Jeffreys model. The Jeffreys model, together with the Maxwell model, belongs to a class of linear viscoelastic differential models. Viscoelastic materials can be described as mechanical systems where material points are connected by dashpots (representing energy dissipating devices), springs (representing energy storing devices), or any combination of the two devices. We provide here a short overview of the different possible linear viscoelastic models present in the literature. Following [55, 56], we can represent linear viscoelastic constitutive laws in a canonical linear differential equation that binds the stress tensor, \( \sigma \) (without the pressure contribution), and the strain tensor, denoted by \( \mathbf{e} \), or the strain rate tensor, denoted by \( \dot{\mathbf{e}} \). If we denote the displacement field, in two dimensions, by \( \mathbf{u} = (u_1(x,y,t), u_2(x,y,t)) \), we can define the infinitesimal strain tensor by \( \epsilon_{12} = (\partial_x u_2 + \partial_y u_1)/2 \), and the infinitesimal strain rate tensor by \( \dot{\epsilon}_{12} = (\partial_x v_2 + \partial_y v_1)/2 \).
(other components of $\epsilon$ and $\dot{\epsilon}$, are similarly expressed in terms of derivatives of $u$ and $v$, respectively). Hence, we can express the family of linear constitutive laws as

$$\sigma = \left(1 + \tilde{N} \sum_{n=1}^{\tilde{N}} \bar{a}_n \frac{\partial^n}{\partial t^n}\right) \sigma = \sum_{m=0}^{\tilde{M}} \tilde{b}_m \frac{\partial^m}{\partial t^m} \epsilon. \quad (2.2)$$

For $\tilde{N} = \tilde{M} = 1$, we can distinguish the following four different constitutive laws.

1. Considering one non-zero parameter, and two parameters equal to zero, we can recover the following constitutive laws:

   (i) Linear Hookean elastic solids, with $\bar{a}_1 = \tilde{b}_1 = 0$ and $\bar{b}_0 \neq 0$

   $$\sigma = \tilde{b}_0 \epsilon \quad (2.3)$$

   where $\tilde{b}_0 = 2G$, with $G$ the shear modulus, in the case of shear deformation (or, equivalently, $\tilde{b}_0 = 2Y$, with $Y$ the Young’s modulus, in the case of uniaxial extension). This system is composed of a single spring.

   (ii) Viscous Newtonian fluids, with $\bar{a}_1 = \tilde{b}_0 = 0$ and $\tilde{b}_1 \neq 0$

   $$\sigma = \tilde{b}_1 \dot{\epsilon}, \quad (2.4)$$

   where $\tilde{b}_1 = 2\eta$, with $\eta$ the dynamic (shear) viscosity coefficient. This system is composed of a single dashpot.

2. If instead, we consider two non-zero parameters, and one parameter equal to zero, we can recover:

   (i) Kelvin-Voigt elastic solids, with $\bar{a}_1 = 0$ and $\bar{b}_0 \neq \tilde{b}_1 \neq 0$
where $\bar{b}_0 = 2Y, \bar{b}_1 = 2\eta$. This system corresponds to a spring and a dashpot in parallel.

(ii) Maxwell viscoelastic fluids, with $\bar{b}_0 = 0$ and $\bar{a}_1 \neq \bar{b}_1 \neq 0$

$$\sigma + \bar{a}_1 \partial_t \sigma = \bar{b}_1 \dot{\epsilon}, \quad (2.6)$$

where $\bar{a}_1 = \lambda_1$, with $\lambda_1$ the relaxation time, and $\bar{b}_1 = 2\eta$. This system consists of a spring and a dashpot in series. We observe that this model can be derived by considering a system with constant total stress and variable strain rate given by two different contributions: the elastic one, obtained by taking the time derivative of the constitutive laws for Hookean solids, equation (2.3), and the viscous one, solving for the strain rate in equation (2.4). This way, we identify the relationship $\lambda_1 = \eta/G$, that will be discussed more thoroughly in Chapter 5. Moreover, following [11], we can solve for the first order linear ordinary differential equation for the stress as a function of time and obtain

$$\sigma(t) = \frac{2\eta}{\lambda_1} e^{-\frac{\lambda_1}{\eta}} \int_0^t \dot{\epsilon}(\hat{t}) e^{\frac{\hat{t}}{\lambda_1}} d\hat{t}, \quad (2.7)$$

where we have assumed both the stress and the strain to be finite at $t = 0$ to eliminate the integration constant. When written this way, we note that, in the Maxwell model, the stress at a given time $t$ depends on the strain rate at time $t$, as well as the history of the strain rate at all past times,
with a weighting factor that decays exponentially going backward in time [11]. This feature, typical of the Maxwell model and its extensions, has been called “fading memory”.

Since it is quite restrictive to expect a polymeric liquid of a broad molecular weight distribution to be characterized in terms of a single relaxation time [56], we can increase the number of time constants. For \( \tilde{N} = 1, \tilde{M} = 2 \) and \( \bar{b}_0 = 0 \), we find the Jeffreys model

\[
\sigma + \bar{a}_1 \partial_t \sigma = \bar{b}_1 \partial_t \epsilon + \bar{b}_2 \partial_t \dot{\epsilon},
\]

(2.8)

where \( \bar{a}_1 = \lambda_1, \bar{b}_2 / \bar{b}_1 = \lambda_2 \), with \( \lambda_2 \) the retardation time, and \( \bar{b}_1 = 2\eta \). In terms of the mechanical system representation, the Jeffreys model corresponds to a dashpot (with viscosity coefficient \( \eta_s \)) attached in series to a Kelvin-Voigt system (with viscosity coefficient \( \eta_p \) and shear modulus \( G \)), or, equivalently, a dashpot connected in parallel to a Maxwell system (see Figure 2.1, where we represent the former description).

Hence, we can rewrite the Jeffreys constitutive model as

\[
\sigma + \lambda_1 \partial_t \sigma = 2\eta(\dot{\epsilon} + \lambda_2 \partial_t \dot{\epsilon}),
\]

(2.9)
In the Jeffreys model, the response to the deformation of a viscoelastic liquid is characterized by two time constants, $\lambda_1$ and $\lambda_2$, related by

$$\lambda_2 = \lambda_1 \frac{\eta_s}{\eta_s + \eta_p}.$$  

(2.10)

Here, $\eta_s \geq 0$ and $\eta_p \geq 0$ are the viscosity coefficients of the Newtonian solvent and the polymeric solute, respectively, such that $\eta = \eta_s + \eta_p$. Noting that the ratio $\eta_r = \eta_s/(\eta_s + \eta_p) \leq 1$, we have that $\lambda_1 \geq \lambda_2$ [11, 13, 32]. We also observe that, within the Jeffreys model, we recover the Maxwell viscoelastic model when $\lambda_2 = 0$, and a Newtonian fluid when $\lambda_1 = \lambda_2$. Following [11], we can solve for the viscoelastic stress tensor in equation (2.9) as a function of time, obtaining

$$\sigma(t) = \frac{2\eta\lambda_2}{\lambda_1} \epsilon(t) + \frac{2\eta}{\lambda_1} \left(1 - \frac{\lambda_2}{\lambda_1}\right) e^{-\frac{\eta}{\lambda_1}} \int_0^t \hat{\epsilon}(\hat{t}) e^{\frac{\hat{t}}{\lambda_1}} d\hat{t},$$  

(2.11)

where, as in the Maxwell model, we can distinguish the feature of "fading memory".

Figure 2.2 shows a schematic of the fluid interface, represented parametrically by the function $f(x, y, t) = y - h(x, t) = 0$, and the boundary conditions at the free surface ($y = h(x, t)$) and at the $x$-axis ($y = 0$). At the latter, we apply the non-penetration
and the Navier slip boundary conditions, with the slip length coefficient denoted by $b \geq 0$. As discussed in [57, 58], long-wave models for thin films can be derived in different slip regimes. In the present work, we will focus on the weak slip regime; for strong slip, a different system of governing equations is derived in [41].

The stress balance at the interface (where the top fluid is passive, as in our study) is expressed as

$$\left(\sigma - (p + \Pi)I\right) \cdot n = \gamma 2\kappa_m n,$$

(2.12)

where $I$ denotes the identity matrix. In the absence of motion, this condition describes the jump in the pressure across the interface with outward unit normal $n$, and a local mean curvature $\kappa_m$, such that $2\kappa_m = \kappa = -\nabla \cdot n$, due to the surface tension $\gamma$. We define the two mutually orthogonal vectors, $n$ and $t$, as

$$n = \frac{1}{\left((\frac{\partial h}{\partial x})^2 + 1\right)^{1/2}} \left(-\frac{\partial h}{\partial x}, 1\right), \quad t = \frac{1}{\left((\frac{\partial h}{\partial x})^2 + 1\right)^{1/2}} \left(1, \frac{\partial h}{\partial x}\right).$$

(2.13)

The kinematic boundary condition is given by $Df/Dt = f_t + v \cdot \nabla f = 0$, where substituting $f(x, y, t) = y - h(x, t)$ gives

$$h_t(x, t) = -\frac{\partial}{\partial x} \int_0^{h(x, t)} v_1(x, y) dy,$$

(2.14)

where to avoid cumbersome notation, we have denoted the first order time derivative of the interface function, $\partial h/\partial t$, by $h_t$. Similarly, we will denote the second order time derivative, $\partial^2 h/\partial t^2$, by $h_{tt}$, later on in the text. As anticipated, the boundary conditions at the solid substrate are described by the non-penetration condition for the normal component of the velocity and the Navier slip boundary condition for the tangential one, respectively.
\[ v_2 = 0, \quad v_1 = \frac{b}{\eta} \sigma_{12}. \]  

(2.15)

We observe that \( b = 0 \) implies a no-slip boundary condition with the substrate.

### 2.3 Thin Film Approximation

We nondimensionalize the system of governing equations using commonly implemented scaling appropriate for the long-wave formulation

\[ x = L x^*, \quad (y, h, h_*, b) = H(y^*, h^*, h_*^*, b^*), \quad (p, \Pi) = P(p^*, \Pi^*), \]  

(2.16)

\[ v_1 = V v_1^*, \quad v_2 = \varepsilon V v_2^*, \quad (t, \lambda_1, \lambda_2) = T(t^*, \lambda_1^*, \lambda_2^*), \quad \gamma = \Gamma \gamma^*, \]  

(2.17)

\[
\begin{pmatrix}
\sigma_{11} & \sigma_{12} \\
\sigma_{21} & \sigma_{22}
\end{pmatrix} = \frac{\eta}{T} \begin{pmatrix}
\sigma_{11}^* & \frac{\sigma_{12}^*}{\varepsilon} \\
\frac{\sigma_{21}^*}{\varepsilon} & \sigma_{22}^*
\end{pmatrix},
\]  

(2.18)

where \( H/L = \varepsilon \ll 1 \) is the small parameter. To balance pressure, viscous and capillary forces, the pressure is scaled with \( P = \eta/(T \varepsilon^2) \), the surface tension with \( \Gamma = V \eta/\varepsilon^3 \), and the time with \( T = L/V \). Following the derivation in [13], we can consider the scaled surface tension, \( \gamma^* \), to be equal to one, by an \textit{ad hoc} choice of the length scale. We note that the Weissenberg number [59], denoted by \( Wi \), given the choice for scales, is \( Wi = \lambda_1 V/L = \lambda_1/T = \lambda_1^* \). To avoid cumbersome notation, we drop the superscript \(^*\) and we consider for the rest of this chapter all quantities to be dimensionless.

The incompressibility condition, equation (5.2b), is invariant under rescalings, while the dimensionless forms of equation (2.1a) for the \( x \) and \( y \) components, respectively, are
\[ \varepsilon^2 Re \frac{dv_1}{dt} = \varepsilon^2 \frac{\partial \sigma_{11}}{\partial x} + \frac{\partial \sigma_{21}}{\partial y} - \frac{\partial p}{\partial x}, \quad (2.19a) \]
\[ \varepsilon^4 Re \frac{dv_2}{dt} = \varepsilon^2 \left( \frac{\partial \sigma_{12}}{\partial x} + \frac{\partial \sigma_{22}}{\partial y} \right) - \frac{\partial p}{\partial y}, \quad (2.19b) \]

where \( Re = \rho U L / \eta \) is the Reynolds number, assumed to be of order \( 1 / \varepsilon \) or smaller.

The dimensionless components of the stress tensor given by the Jeffreys model, equation (2.9), satisfy

\[ \sigma_{11} + \lambda_1 \frac{\partial \sigma_{11}}{\partial t} = 2 \left( \frac{\partial v_1}{\partial x} + \lambda_2 \frac{\partial}{\partial t} \left( \frac{\partial v_1}{\partial x} \right) \right), \quad (2.20a) \]
\[ \sigma_{22} + \lambda_1 \frac{\partial \sigma_{22}}{\partial t} = 2 \left( \frac{\partial v_2}{\partial y} + \lambda_2 \frac{\partial}{\partial t} \left( \frac{\partial v_2}{\partial y} \right) \right), \quad (2.20b) \]
\[ \sigma_{12} + \lambda_1 \frac{\partial \sigma_{12}}{\partial t} = \frac{\partial v_1}{\partial y} + \lambda_2 \frac{\partial}{\partial t} \left( \frac{\partial v_1}{\partial y} \right) + \varepsilon^2 \left( \frac{\partial v_2}{\partial x} + \lambda_2 \frac{\partial}{\partial t} \left( \frac{\partial v_2}{\partial x} \right) \right). \quad (2.20c) \]

The kinematic boundary condition, equation (2.14), is invariant under rescaling, while the non-penetration condition and the Navier slip boundary condition for the velocity components parallel to the substrate, given in equation (2.15), in dimensionless form are

\[ v_2 = 0, \quad v_1 = b \sigma_{12}, \quad (2.21) \]

where in the weak slip regime \( b = O(1) \). The leading-order terms in the governing equations (2.19a) and (2.19b), respectively, are

\[ \frac{\partial \sigma_{21}}{\partial y} = \frac{\partial p}{\partial x}, \quad (2.22a) \]
\[ \frac{\partial p}{\partial y} = 0. \quad (2.22b) \]
The leading-order terms of the normal and tangential components of the stress balance at the free surface, equation (2.12), respectively are

\[ p = -\frac{\partial^2 h}{\partial x^2} - \Pi(h), \quad (2.23) \]

and

\[ \frac{\partial h}{\partial x} \sigma_{12} = 0, \quad (2.24) \]

where the form of \( \Pi(h) \) in equation (2.23) is given by

\[ \Pi(h) = \frac{\gamma(1 - \cos \theta_e)}{M h_*} \left[ \left( \frac{h_*}{h} \right)^{m_1} - \left( \frac{h_*}{h} \right)^{m_2} \right], \quad (2.25) \]

with \( M = (m_1 - m_2)/[(m_2 - 1)(m_1 - 1)] \), where \( m_1 \) and \( m_2 \) are constants such that \( m_1 > m_2 > 1 \). In this work, we choose \( m_1 = 3 \) and \( m_2 = 2 \), as also widely used in the literature, for instance by the authors in [60, 61, 62], but other values can be modeled as verified in [63]. In equation (2.25), \( \theta_e \) represents the equilibrium contact angle, formed between the fluid interface \( y = h(x,t) \) and the solid substrate. We remark that in equation (2.25) all the quantities are considered nondimensional.

Considering, in general, \( \partial h/\partial x \neq 0 \), from equation (2.24) follows that \( \sigma_{12} = 0 \), at the interface. Integrating equation (2.22a) from \( y \) to \( h(x,t) \), we obtain

\[ \sigma_{21} = (y - h) \frac{\partial p}{\partial x}. \quad (2.26) \]

Noting that the stress tensor is symmetric, and substituting \( \sigma_{21} \) into equation (2.20c), we obtain (up to the leading-order)
\[
\frac{\partial p}{\partial x} (y - h) + \lambda_1 \frac{\partial}{\partial t} \left( \frac{\partial p}{\partial x} (y - h) \right) = \frac{\partial v_1}{\partial y} + \lambda_2 \frac{\partial}{\partial t} \left( \frac{\partial v_1}{\partial y} \right).
\] (2.27)

Integrating equation (2.27) from 0 to \( y = h(x, t) \) and using the corresponding boundary conditions at the substrate \( y = 0 \), we obtain

\[
\left( 1 + \lambda_2 \frac{\partial}{\partial t} \right) \left( v_1 + bh \frac{\partial p}{\partial x} \right) = \left( 1 + \lambda_1 \frac{\partial}{\partial t} \right) \left( \left( \frac{y^2}{2} - yh \right) \frac{\partial p}{\partial x} \right).
\] (2.28)

Integrating equation (2.28) again from \( y = 0 \) to \( y = h(x, t) \) gives

\[
\int_0^{h(x,t)} v_1 dy + bh^2 \frac{\partial p}{\partial x} + \lambda_2 \frac{\partial}{\partial t} \int_0^{h(x,t)} v_1 dy + \lambda_2 b \frac{\partial h^2}{\partial t} \frac{\partial p}{\partial x} - \lambda_2 h_t v_1 (y = h(x, t)) - \\
\lambda_2 h_t bh \frac{\partial p}{\partial x} = \frac{h^3}{3} \frac{\partial p}{\partial x} - \lambda_1 h^2 h_t \frac{\partial p}{\partial x} + \lambda_1 \frac{h^2}{2} h_t \frac{\partial p}{\partial x}.
\] (2.29)

Taking the spatial derivative of the latter equation and substituting it into the kinematic boundary condition, equation (2.14), we obtain a long-wave approximation in terms of \( v_1 \) and \( h(x, t) \)

\[
h_t + \lambda_2 \left[ h_t + \frac{\partial}{\partial x} (v_1(y = h(x, t)) h_t) \right] = \frac{\partial}{\partial x} \left[ (1 + \lambda_1 \partial_t) \left( \frac{h^3}{3} \frac{\partial p}{\partial x} \right) + \\
(1 + \lambda_2 \partial_t) \left( bh^2 \frac{\partial p}{\partial x} \right) \right] - \frac{\partial}{\partial x} \left[ \left( \lambda_1 \frac{h^2}{2} \frac{\partial p}{\partial x} + \lambda_2 bh \frac{\partial p}{\partial x} \right) h_t \right].
\] (2.30)

To write this in a closed form relation for \( h(x, t) \), we note that equation (2.28) can be written in a more compact form as a linear ordinary differential equation (ODE) for \( v_1 \), assuming all other quantities known at a given time, as

\[
v_1 + \lambda_2 \frac{\partial v_1}{\partial t} = -(1 + \lambda_2 \partial_t) bh \frac{\partial p}{\partial x} + (1 + \lambda_1 \partial_t) \left[ \left( \frac{y^2}{2} - yh \right) \frac{\partial p}{\partial x} \right].
\] (2.31)
One can simply solve this linear ODE, obtaining

\[ v_1 = \frac{1}{\lambda_2} \int_{-\infty}^{t} e^{-\frac{t-t'}{x_2}} \bar{f}(x, y, t') dt', \quad (2.32) \]

with \( \bar{f} \) equal to the right-hand side of equation (2.31). Integration by parts can be performed to recast equation (2.32) at \( y = h(x, t) \), and one finally obtains equations

\[
(1 + \lambda_2 \partial_t) h_t + \frac{\partial}{\partial x} \left\{ (\lambda_2 - \lambda_1) \left( \frac{h^2}{2} Q - hR \right) h_t + 
\left[ (1 + \lambda_1 \partial_t) \frac{h^3}{3} + (1 + \lambda_2 \partial_t) bh^2 \right] \frac{\partial}{\partial x} \left( \frac{\partial^2 h}{\partial x^2} + \Pi(h) \right) \right\} = 0,
\quad (2.33)
\]

where \( Q = Q(h) \) and \( R = R(h) \) satisfy, respectively,

\[
(1 + \lambda_2 \partial_t) Q = -\frac{\partial}{\partial x} \left( \frac{\partial^2 h}{\partial x^2} + \Pi(h) \right), \quad (2.34a)
\]
\[
(1 + \lambda_2 \partial_t) R = -h \frac{\partial}{\partial x} \left( \frac{\partial^2 h}{\partial x^2} + \Pi(h) \right). \quad (2.34b)
\]

We note that in the absence of viscoelasticity (i.e., with \( \lambda_1 = \lambda_2 \)), equations (2.33) and (2.34) reduce to the well-known long-wave formulation for viscous Newtonian films (see, e.g., [2]).

### 2.4 Numerical Methods

#### 2.4.1 Discretization of the Domain

To numerically solve equations (2.33) and (2.34), we use the finite differences technique in an Eulerian framework. The spatial domain \([0, \Lambda]\) is discretized by uniformly spaced grid points, that constitute a vertex-centered (structured) grid (see Figure 2.3). Following the natural order from left to right, adjacent vertices are associated to the indices \( i - 1, i, i + 1 \), respectively. Thus, we let \( x_i = x_0 + i \Delta x, \ i = 1, 2, \ldots, N \) (where
Figure 2.3 Discretization of the spatial domain.

\[ N = \frac{\Lambda}{\Delta x}, \text{ and } \Delta x \text{ is the grid size}, \] so that the endpoints of the physical domain, 0 and \(\Lambda\), correspond to the \(x_1 - \frac{\Delta x}{2}\) and \(x_N + \frac{\Delta x}{2}\) cell-centers, respectively (denoted by blue solid discs in Figure 2.3). Similarly, we discretize the time domain and denote by \(h^n_i\) the approximation to the solution at the point \((x_i, n\Delta t)\), where \(n = 0, 1, \ldots\) indicates the number of time steps, and \(\Delta t\) is the temporal step size.

In order to approximate the fourth order spatial derivative in equation (2.33), we need at least a 5-point stencil to obtain second order accuracy [64]. We define the first and third derivatives at the cell-centers of the domain, indicated by blue circles in Figure 2.3, so that the second and fourth order derivatives are centered at the grid points, marked with red crosses, (see [65] for a detailed description).

2.4.2 Discretization of the Governing Equations and Boundary Conditions
To simplify, we first consider a viscoelastic liquid of Maxwell type, that is, with \(\lambda_2 = 0\). Thus, the governing equations (2.33) and (2.34) reduce to a first order in time formulation given by

\[
h_t - \frac{\partial}{\partial x} \left\{ \lambda_1 \frac{h^2}{2} \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} \right) \right\} h_t - \left[ \frac{h^3}{3} + bh^2 + \lambda_1 \frac{\partial}{\partial t} \left( \frac{h^3}{3} \right) \right] \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} \right) \right\} = 0. \tag{2.35}
\]

We recall that the class of \(\theta\)-schemes for the finite difference discretization of the time derivative, can be written as
\[
\frac{h_i^{n+1} - h_i^n}{\Delta t} = -\left(\theta F_i^n + (1 - \theta) F_i^{n+1}\right), \quad i = 1, 2, \ldots, N,
\]

where \(0 \leq \theta \leq 1\) and the nonlinear function \(F_i\) is related to the spatial discretization of equations (2.33) and (2.34). Here, \(\theta = 0\) leads to the implicit (backward) Euler scheme, \(\theta = 1\) to the explicit (forward) Euler scheme, and \(\theta = 1/2\) to the implicit second order Crank-Nicolson scheme [64]. We will use the last, similarly to [61, 66], leading to a system of \(N\) nonlinear algebraic equations for \(h_i^{n+1}\), \(i = 1, 2, \ldots, N\).

Following the procedure outlined in [65], we linearize the nonlinear terms with Newton’s method by expanding \(h_i^{n+1} = h_i^\dagger + \xi_i\), and \(F_i^{n+1} = F_i^\dagger + (\partial F_i^\dagger / \partial \xi_j)\xi_j\), for \(i = 1, 2 \ldots, N\), \(j = 1, 2 \ldots, N\); where \(h^\dagger\) is a guess for the solution (commonly the previous time step solution \(h^n\)), \(\xi\) is the correction term, and the notation \(F_i^\dagger\) indicates that \(F_i\) is calculated using \(h_i^\dagger\). Once the linearized system is solved for the correction term, the guess for the solution is updated, and this iterative scheme is repeated until the convergence criterion is met (up to a desired tolerance).

To solve the discrete equations efficiently, we use an adaptive time step \(\Delta t\). In fact, \(\Delta t\) is increased to accelerate the time integration at stages where the solution does not vary rapidly. On the other hand, \(\Delta t\) is decreased when the solution shows a high variation, where the Newton’s method requires more than a few steps to converge. The behavior of the solution is discussed in more detail in Section 2.5, where we present our numerical results.

To discretize equation (2.35), we isolate the time derivatives from the spatial ones, so that we can apply an iterative scheme to find the approximation to the solution at the new time step. We do so by differentiating the spatial derivatives and, assuming the partial derivatives of \(h(x, t)\) to be continuous, we obtain
\[
\begin{align*}
\frac{\partial}{\partial x} \left[ \left( \frac{h^3}{3} + bh^2 \right) \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} \right) \right] + \\
\left[ 1 - \frac{1}{2} \lambda_1 \frac{\partial}{\partial x} \left[ h^2 \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} \right) \right] \right] h_t + \\
\frac{\partial}{\partial t} \left( \frac{\partial h}{\partial x} \right) \left\{ - \frac{1}{2} \lambda_1 \left[ h^2 \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} \right) \right] \right\} + \\
\lambda_1 \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x} \left( \frac{h^3}{3} \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} \right) \right) \right] = 0. 
\end{align*}
\] (2.37)

We can now differentiate the time derivatives and use the Crank-Nicolson scheme on the term \( f(h) \) as

\[
g(h)_i^n \frac{h_i^{n+1} - h_i^n}{\Delta t} + m(h)_i^n \frac{l(h)_i^{n+1} - l(h)_i^n}{\Delta t} + \lambda_1 \frac{p(h)_i^{n+1} - p(h)_i^n}{\Delta t} = \\
- \frac{1}{2} \left[ f(h)_i^n + f(h)_i^{n+1} \right].
\] (2.38)

The nonlinear terms \( h^2 \) and \( h^3 \) are computed at the cell-centers, as outlined in [65, 67]. After the linearization, we obtain a system of equations of the form \( A_1 \xi = B_1 \), that we numerically solve for the correction term, \( \xi \), using a direct method [68]. The initial condition given for \( h(x, 0) \) is a known function that either describes the initial perturbation of the fluid interface or a circular cap for the drop simulations (see Section 2.5).

For \( \lambda_2 \neq 0 \), the governing equation (2.33), after differentiating the spatial derivative, and isolating the time derivatives, can be recast to a second order in time equation given by
\[ \lambda_2 h_{tt} + \frac{\partial}{\partial x} \left[ \left( \frac{h^3}{3} + bh^2 \right) \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} \right) \right] + \]

\[ \left\{ 1 + \left( \lambda_2 - \lambda_1 \right) \left[ \frac{\partial}{\partial x} \left( \frac{h^2}{2} Q - hR \right) \right] \right\} h_t + \frac{\partial}{\partial t} \left( \frac{\partial h}{\partial x} \right) = \left( \lambda_2 - \lambda_1 \right) \left( \frac{h^2}{2} Q - hR \right) + \]

\[ \lambda_1 \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x} \left( \frac{h^3}{3} \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} \right) \right) \right] + \lambda_2 \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x} \left( bh^2 \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} \right) \right) \right] = 0 , \]

(2.39)

where now the discrete versions of the equations (2.34a) and (2.34b) are:

\[ \frac{Q_{i}^{n+1} - Q_{i}^{n}}{\Delta t} = - \frac{Q_{i}^{n}}{\lambda_2} \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} \right)_{i}^{n} , \]

(2.40a)

\[ \frac{R_{i}^{n+1} - R_{i}^{n}}{\Delta t} = - \frac{R_{i}^{n}}{\lambda_2} h_{i}^{n} \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} \right)_{i}^{n} , \]

(2.40b)

that we simply solve by the forward Euler method with initial conditions \( Q_i^0 = 0 \) and \( R_i^0 = 0 \). Again, discretizing all terms and applying Crank-Nicolson scheme, we obtain

\[ \lambda_2 \frac{h_{i}^{n+1} - 2h_{i}^{n} + h_{i}^{n-1}}{\Delta t^2} + \tilde{g}(h)_{i}^{n} \frac{h_{i}^{n+1} - h_{i}^{n}}{\Delta t} + \tilde{m}(h)_{i}^{n} \frac{l(h)_{i}^{n+1} - l(h)_{i}^{n}}{\Delta t} + \]

\[ \lambda_1 \frac{p(h)_{i}^{n+1} - p(h)_{i}^{n}}{\Delta t} + \lambda_2 \frac{q(h)_{i}^{n+1} - q(h)_{i}^{n}}{\Delta t} = - \frac{1}{2} \left[ f(h)_{i}^{n} + f(h)_{i}^{n+1} \right] . \]

(2.41)

Similarly, we proceed by linearizing the nonlinear terms and solving the resulting system \( A_2 \xi = B_2 \). We note that in this case the partial differential equation is second order in time. We therefore need a two-step method with a second initial condition, in addition to the prescribed \( h(x,0) \). We use \( h_t(x,0) = 0 \), resulting from the assumption that the considered films and drops are initially at rest.

At the endpoints of the domain we impose \( \partial h / \partial x = \partial^3 h / \partial x^3 = 0 \) boundary conditions. The condition \( \partial h / \partial x = 0 \) gives the value of \( h \) at the two ghost points \( x_0 \).
and \( x_{N+1} \) outside the physical domain, i.e., \( h_0 = h_1 \) and \( h_{N+1} = h_N \); the condition \( \frac{\partial^3 h}{\partial x^3} = 0 \) specifies the two ghost points \( x_{-1} \) and \( x_{N+2} \), i.e., \( h_{-1} = h_2 \) and \( h_{N+2} = h_{N-1} \).

### 2.5 Results and Discussion

#### 2.5.1 Linear Stability Analysis

To study the fluid response to a prescribed disturbance, we perform the linear stability analysis (LSA). We perturb a flat film of initial thickness \( h_0 \) by a Fourier mode of amplitude \( \delta h_0 \) (such that \( \delta \ll 1 \)), with wavenumber \( k \) and growth rate \( \omega \). Hence, we let \( h(x, t) = h_0 + \delta h_0 e^{ikx + \omega t} \). The dispersion relation \( \omega = \omega(k) \) is

\[
\lambda_2 \omega^2 + \left[ 1 + (k^4 - k^2 \Pi'(h_0)) \left( \lambda_1 \frac{h_0^3}{3} + \lambda_2 bh_0^2 \right) \right] \omega + (k^4 - k^2 \Pi'(h_0)) \left( \frac{h_0^3}{3} + bh_0^2 \right) = 0. \tag{2.42}
\]

Solving for the two roots of this quadratic equation, we obtain one strictly negative (stable) root, say \( \omega_2 \), and one root with varying sign, say \( \omega_1 \). The latter one is positive (unstable) for \( k^2 < \Pi'(h_0) \). We note that both the critical wavenumber, \( k_c \), given by \( k_c^2 = \Pi'(h_0) \), and the wavenumber of maximum growth, \( k_m = k_c/\sqrt{2} \), do not depend on \( \lambda_1 \) and \( \lambda_2 \), nor on the slip length \( b \) (as also discussed in [41]). Moreover, we note that in the absence of retardation, i.e., for \( \lambda_2 = 0 \), the dispersion relation for a film of Maxwell type leads to an unbounded growth rate for \( \lambda_1 = -3/h_0^3(k^4 - k^2 \Pi'(h_0)) \). However, for \( \lambda_2 \neq 0 \), the growth rate \( \omega \) is always finite. This observation about the unboundedness of the growth rate for Maxwellian films has also been drawn by other authors, see, for instance [28, 32]. We also note that the maximum growth rate, \( \omega_m = \omega(k_m) \), is an increasing function of \( \lambda_1 \) and \( b \), while a decreasing function of \( \lambda_2 \).
Figure 2.4  The comparison of the computed growth rate (red circles) with the prediction of the LSA (blue solid line) given by equation (2.42), for $h_0 = 1$, $h_\star = 0.01$, $b = 0$, $\lambda_2 = 0$, $\lambda_1 = 5$. 

In the following subsection, we will discuss in more details the effects of $\lambda_1$, $\lambda_2$, and $b$ on the dewetting dynamics.

2.5.2 Dewetting of Thin Viscoelastic Films

In this subsection, we present the results for a dewetting thin film under the influence of the van der Waals interaction force. We perturb the initially flat fluid interface of thickness $h_0$, as anticipated in the previous subsection, with $k = k_m$ and $\delta = 0.01$. We choose the domain size to be equal to the wavelength of maximum growth, that is $\Lambda = 2\pi/k_m$, unless noted otherwise. For unstable perturbations, the van der Waals interaction is attractive, causing the liquid interface to retract towards the substrate. When the fluid interface approaches the substrate, dewetting occurs, i.e., a hole (nominally a dry region) forms, leading to the formation of a rim that retracts and collects the liquid at the edge. The system then gradually evolves toward an equilibrium state, corresponding to separate drops on the substrate characterized by the equilibrium contact angle, $\theta_e$. We are mainly interested in the dynamics of the instabilities and the resulting morphologies, so we will only show results for unstable
films. The set of parameters used for all simulations shown hereafter is: an initial normalized height of the fluid $h_0 = 1$, an equilibrium film thickness $h_* = 0.01$, a constant contact angle $\theta_e = 45^\circ$, a normalized surface tension $\gamma = 1$, and a fixed grid size $\Delta x = 5 \times 10^{-3}$, unless specified differently. All numerical results shown in this work are verified to be mesh-independent. We also validate our numerical investigations by comparing the growth rate for the early times with the LSA (equation (2.42)). Figure 2.4 shows the comparison of the computed growth rates for different wavenumbers (red circles) with the one given by the dispersion relation $\omega_1(k)$ (blue solid curve), for a film with $\lambda_1 = 5$ and $\lambda_2 = 0$, when $b = 0$. For these numerical simulations, we choose the domain size according to the wavelength that corresponds to the specified wavenumber. Although not shown here, comparisons between computed growth rates and the LSA are performed for all following results as well.

We begin our analysis with the simplest case of a viscoelastic fluid of Maxwell type, that is, with $\lambda_2 = 0$, and with no-slip at the substrate, $b = 0$. Figures 2.5(a)–2.5(c) show the evolution of four distinct films with different values of the relaxation time, $\lambda_1 = 0$ (blue circles), 2 (cyan triangles), 4 (green squares), and 6 (red crosses), at three selected times. The interfacial dynamics can be divided into three phases. The initial regime corresponds to the short-time viscous response of the fluid, until the film separates in two retracting rims (Figure 2.5(a)). During intermediate times, the fastest dynamics occurs, and the liquid responds elastically: in this stage holes and retracting edges form (Figure 2.5(b)). In the last phase, the rims grow further in height, until the interface reaches its final configuration, attaining an equilibrium contact angle with the substrate (Figure 2.5(c)). During this third stage, the fluid shows a long-time Newtonian response again. These observations of the dewetting dynamics are in agreement with results in [31, 32]; moreover, we note that the shape of the dewetting front that forms a retracting rim is consistent with findings in previous experimental [22, 23] or numerical [32] studies. In addition, we observe that non-zero
values of $\lambda_1$ not only slightly increase the speed of the breakup, but also allow for the formation of a satellite droplet, in contrast to the Newtonian film (with $\lambda_1 = 0$). In particular, in the inset in Figure 2.5(a), we distinguish the formation of dips on the interface in the vicinity of the secondary droplet formed in the film with the highest value of $\lambda_1 = 6$. These oscillations disappear at a later time, as the interface around the secondary droplet flattens (Figures 2.5(b) and 2.5(c)). To study analytically the observed oscillations, we perform a linear analysis, along the lines of the one presented
in [13, 58], for the inner region of the growing hole. We find that the linearized solution, under quasi steady state conditions, does not depend on the viscoelastic parameters. Therefore the oscillations that the viscoelastic interface exhibits in the inner region of the dewetting hole cannot be analytically described with a linear analysis. In what follows, we also show that increasing the elasticity even further, provided a small retardation time (e.g., \( \lambda_2 = 0.01 \)) is also included, can lead to multiple strongly pronounced dips, and subsequently form numerous secondary droplets.

Next, we take into account the viscosity of the Newtonian solvent by including \( \lambda_2 \neq 0 \). As anticipated in the previous subsection, \( \lambda_2 \) has the effect of slowing down the growth rate of the instability. We find that a slower dynamics provides a numerical advantage as well: By stabilizing the computations, hence avoiding the high Weissenberg number problem (see [59] and references therein for a discussion on the computational challenges regarding this aspect), which otherwise can destabilize the numerical solutions. In fact, our simulation results show that when \( \lambda_2 = 0 \), for \( \lambda_1 > 6 \), unfeasible small time steps would be required to overcome numerical instabilities, due to the rapid growth rate for Maxwellian films. By contrast, when viscoelastic films of Jeffreys type are considered, even a small contribution of the retardation time (e.g., \( \lambda_2 = 0.01 \)) allows simulations of films with a high Weissenberg number, that are yet numerically stable.

Figures 2.6(a)–2.6(c) show the evolution of a viscoelastic dewetting film with \( \lambda_1 = 10 \) and \( \lambda_2 = 0.01 \), at three selected times. In particular, in the inset of Figure 2.6(a), we observe the separation of the two rims (at time \( t = 3.341 \times 10^5 \)), and the formation of oscillations on the interface. These oscillations lead to multiple secondary droplets that are shown in Figure 2.6(b) \( (t = 3.345 \times 10^5) \), and that remain present until the final configuration shown in Figure 2.6(c) \( (t = 4 \times 10^5) \). To our knowledge, secondary droplets of this nature have not been reported in numerical investigations of thin viscoelastic films, but their observation is consistent with experimental findings.
Figure 2.6 Evolution of a viscoelastic film with $h_0 = 1$, $h_\ast = 0.01$, $b = 0$, $\lambda_1 = 10$ and $\lambda_2 = 0.01$, at three selected times. (a) The separation of the two rims ($t = 3.341 \times 10^5$). (b) The formation of wrinkles that lead to the formation of secondary droplets ($t = 3.345 \times 10^5$). The secondary droplets remain present until the final configuration shown in (c) ($t = 4 \times 10^5$). In all three Figures, the insets show a detailed close-up of the dewetting region.

(see for instance [17, 19, 21]). We can rheologically explain the presence of the secondary droplets by noting that a higher relaxation time, $\lambda_1$, manifests a higher molecular weight of the polymers [69]. Thus, in the presence of an extensional flow, such as the one produced by the two separating rims, the chains of molecules are more stretched, and the elastic response to deformation is more visible. Similar considerations can be found in studies on beads-on-string structures of viscoelastic
Figure 2.7  Evolution of the secondary droplets with $h_0 = 1$, $h_* = 0.01$, $b = 0$, $\lambda_2 = 0.01$, and $\lambda_1 = 2$ (yellow diamonds), 4 (blue circles), 6 (cyan triangles), 8 (green squares), and 10 (red crosses). (a) The number of droplets versus time. For $\lambda_1 = 2, 4, 6$, only one secondary droplet is formed, so the lines overlap. For values of $\lambda_1 > 6$, there are multiple secondary droplets; due to coalescence, the number of secondary droplets decrease in time. (b) The mean height of the secondary droplets versus time. (c) The width (at half height) of the secondary droplets versus time.

jets (see, for instance, [70, 71]). We note that both in our study and in the cited works on extensional flows of viscoelastic filaments, there is no strong correlation between the breakup time and the relaxation time. The latter mostly influences the formation of droplets, their migration and coalescence [71]. We also note that additional simulations have shown that $\lambda_2$ does not affect significantly the final configurations (results not shown for brevity). Furthermore, we remark that a high Weissenberg number does not
break the assumption of small shear rates, for which linear viscoelastic constitutive models, such as the one that we consider, are valid. This observation is confirmed numerically by analyzing the quantity $|\partial v_1/\partial x| \sim |h(x,t)/h(x,t)|$ over the entire time of the evolution. In particular, for the times presented in Figures 2.6(a)–2.6(b), $|\partial v_1/\partial x|$ does not exceed the value of $10^{-2}$, and for the final stage of the evolution, shown in Figure 2.6(c), it has an order of magnitude of $10^{-5}$. Hence, we can confirm that for the flows considered, even for a high value of the dimensionless relaxation time, $\lambda_1 U/L$, which corresponds to a high Weissenberg number (see Section 2.3), the assumption of small deformation gradients is not violated.

We proceed by analyzing the influence of $\lambda_1$ on the characteristic length scales of the secondary droplets. The corresponding results are shown in Figure 2.7, where we keep $\lambda_2 = 0.01$, and study the resulting morphologies for $\lambda_1 = 2, 4, 6, 8, 10$. Figure 2.7(a) shows the number of secondary droplets versus time. For $\lambda_1 = 2, 4, 6$, denoted by yellow diamonds, blue circles, and cyan triangles respectively, only one secondary droplet is formed. Whereas, for values of $\lambda_1 = 8, 10$, denoted by green squares and red crosses respectively, multiple secondary droplets form. At later times and when $\lambda_1 = 8, 10$, the secondary droplets can coalesce, resulting in a sudden change in their numbers, height, and width. From Figure 2.7(a), we also note that the merging of secondary droplets is much more severe for $\lambda_1 = 10$, implying that the elastic force is responsible for the secondary droplets migration and coalescence.

Finally, we focus on the influence of the slip coefficient $b$. In Figures 2.8(a)–2.8(c), we fix the viscoelastic parameters $\lambda_1 = 10, \lambda_2 = 0.01$, and consider $b = 0$ (blue circles), 0.001 (cyan triangles), 0.01 (green squares), and 0.1 (red crosses). The results show that the dynamics with a non-zero slip coefficient is faster. In fact, we can see in Figure 2.8(a), that the film with $b = 0.1$ is already separating at time $t = 2.5 \times 10^5$, whereas the other films are still in the initial phase in which the perturbation has not grown significantly. Moreover, we see in Figure 2.8(b) at time $t = 3.34 \times 10^5$, and in
Figure 2.8 Evolution of dewetting films for $h_0 = 1$, $h_\star = 0.01$, $\lambda_1 = 10$ and $\lambda_2 = 0.01$ at three selected times, for $b = 0$ (blue circles), $0.001$ (cyan triangles), $0.01$ (green squares), and $0.1$ (red crosses). At time $t = 2.5 \times 10^5$ in (a), the film with $b = 0.1$ is separating, while in (b) at time $t = 3.34 \times 10^5$, and in (c) at time $t = 3.345 \times 10^5$, the films with $b = 0.01$ and $b = 0.1$ are already fully developed. We note that for large slip, the evolution is faster and no satellite droplets form. As $b$ is decreased, the dynamics is slower and satellites form. The insets show a close-up of the secondary droplets.

Figure 2.8(c) at time $t = 3.345 \times 10^5$, that the films with $b = 0.01$, and $b = 0.1$ are already fully developed, whereas the ones with $b = 0$, and $b = 0.001$ are still retracting. We show that not only does slip have an influence on the dynamics of the evolution, but it also has two main effects on the resulting morphologies of the interface: First, by raising the height of the retracting rims in the early stage of the evolution (we
note in Figure 2.8(b) the dip in the interface of the receding rim for the film with $b = 0.001$ in contrast to the one with no-slip); Second, by preventing the formation of the secondary droplets in the final configuration. In fact, multiple satellite droplets form in the cases with $b = 0$, and $b = 0.001$, while only one secondary droplet remains present when $b = 0.01$, and none when $b = 0.1$.

### 2.5.3 Spreading and Receding Viscoelastic Drops

**Spreading Drops** Next, we discuss spreading of a planar viscoelastic drop. The initial condition is a circular cap of radius $R$ and center $(0, -R \cos \theta_i)$, that lies on the substrate with an offset of thickness $h_\star$, as depicted in Figure 2.9. We specify the initial contact angle between the fluid interface and the solid substrate, called $\theta_i$, different from the equilibrium angle, denoted by $\theta_e$. The latter is implicitly defined by the form of the disjoining pressure given by equation (2.25). We investigate the dynamic contact angle, $\theta_D$, formed at the moving contact line, and study its relation with $\theta_e$. $\theta_D$ is calculated as the slope of the tangent line at the inflection point of the fluid interface $h(x, t)$. In the discussion that follows, we start with $\theta_i = 30^\circ$, and let the drop relax to $\theta_e = 15^\circ$. For all cases shown, we impose a no-slip boundary condition.

Figure 2.10 shows the comparison of numerical simulations of a Newtonian drop, with $\lambda_1 = \lambda_2 = 0$ (blue dotted curve), versus a viscoelastic drop with $\lambda_1 = 15, \lambda_2 = 0.01$ (red solid curve), at three selected times ($t = 10, 50, 100$). Figures 2.10(a)–2.10(c), that use $h_\star = 0.01$, illustrate the difference in the velocity of the contact line. In
Figure 2.10  The spreading of a viscoelastic drop with $\lambda_1 = 15, \lambda_2 = 0.01$ (red solid curve) versus a Newtonian drop with $\lambda_1 = \lambda_2 = 0$ (blue dotted curve), at $t = 10, 50, 100$ from left to right. In (a)–(c) the equilibrium thickness $h_* = 0.01$; in (d)–(f) $h_* = 0.005$. The insets show a close-up of the contact line region.

Figure 2.10(a), we note that viscoelasticity influences predominantly the initial stage of the spreading. This behavior can be attributed to viscoelastic effects due to stretching of liquid around the contact line region in the direction of spreading. As the spreading velocity decreases, viscoelastic stresses relax in the contact line region, leading to the same spreading speed for both drops. In both cases, the drops relax towards the final configuration defined by $\theta_e$ (this regime of spreading is not shown in Figure 2.10). To shed more light on the origin of the difference in the spreading behavior, Figures 2.10(d)–2.10(f) use $h_* = 0.005$. The consideration of thinner $h_*$ is motivated by [72, 73], where it was shown, within the Oldroyd-B model, that elastic effects influence the behavior of the film ridge more remarkably when $h_*$ is reduced.
Figure 2.11  The spreading of a planar drop on a prewetted substrate with \( h_* = 0.005 \), from an initial angle \( \theta_i = 30^\circ \) to an equilibrium configuration with \( \theta_e = 15^\circ \) for a viscous Newtonian drop, with \( \lambda_1 = \lambda_2 = 0 \) (blue circles), and viscoelastic drops, \( \lambda_1 = 5 \) (cyan triangles), 10 (green squares), and 15 (red crosses) when \( \lambda_2 = 0.01 \). (a) Contact line position, \( x_{CL} \), versus time. (b) The velocity of the contact line, \( v_{CL} \), versus time. (c) \( \theta_D - \theta_e^3 \) versus time in a semilogarithmic scale. (d) \( \theta_D - \theta_e^3 \) versus the capillary number \( Ca \) in a log-log plot. The dashed black line has a reference slope equal to one.

The comparison of Figure 2.10(d) and 2.10(a) shows that the difference between the Newtonian and the viscoelastic drop is indeed more significant for thinner \( h_* \). We attribute this difference to the dynamics of the interface at the contact line region: For the Newtonian drop, the interface of the prewetted film shows a “sagging” behavior, slowing down the spreading velocity. When decreasing \( h_* \), this oscillation is more
noticeable. For the viscoelastic drop, however, the prewetted film does not exhibit such pronounced behavior, as the interface at the contact line region is smoothed by viscoelasticity. A similar oscillatory behavior is demonstrated, both analytically [13] and experimentally [74], in the far-field region of dewetting viscoelastic fronts. Seemann et al. [74] also show that viscoelastic effects tend to stabilize the observed undulations, in agreement with our results. In addition, our simulations suggest that viscoelasticity enhances spreading, consistent with findings in [51, 73]. In particular, Spaid and Homsy [73] observe how the viscoelastic fluid interface tends to be stabilized primarily because of changes of transport of momentum in the spreading direction, and finite restoring forces that are present when a viscoelastic fluid is stretched. More recently, Izbassarov and Muradoglu [51] demonstrate that the enhancement of the spreading of viscoelastic drops is mainly due to the stretched polymer chains that exert an extensional stress, pushing the contact line, and thus increasing the spreading rate.

We next investigate the influence of the viscoelasticity on the dynamic advancing contact angle. In Figure 2.11, we consider three viscoelastic spreading drops with a fixed retardation time, $\lambda_2 = 0.01$, and three different relaxation times, $\lambda_1 = 5$ (cyan triangles), 10 (green squares), and 15 (red crosses), and compare them to the Newtonian drop with $\lambda_1 = \lambda_2 = 0$ (blue circles). All drops spread on a prewetted substrate with thickness $h^\star = 0.005$. In Figure 2.11(a), we show the front contact line, $x_{CL}$, determined as the $x$-coordinate of inflection point of $h(x, t)$. Figure 2.11(b) shows that viscoelastic drops initially move faster than the Newtonian counterpart. Eventually, both viscoelastic and Newtonian drops reach the same speed towards the equilibrium configuration. We also note that increasing $\lambda_1$ enhances the velocity of the contact line, $v_{CL}$. Figure 2.11(c) shows the difference of the cubes of the dynamic and equilibrium contact angles, $\theta_D^3 - \theta_e^3$, versus time in a semilogarithmic plot. As shown, the quantity $\theta_D^3 - \theta_e^3$ is smaller for viscoelastic drops with a higher
relaxation time $\lambda_1$, due to the fact that the viscoelastic drop contact line displaces faster from the initial configuration compared to the Newtonian one, as discussed above. Finally, Figure 2.11(d) shows $\theta_3^D - \theta_3^e$ versus the capillary number $Ca = v_{CL}$ (given our choice for scales), both in logarithmic scales. The direct proportionality between these quantities is known as the Cox-Voinov law [52, 53], that we consider in the general form $\theta_3^D - \theta_3^e \propto Ca^\beta$ (consistent with [43]). In Figure 2.11(d), we show that this law holds for the Newtonian fluid, where the best linear fit of the data (denoted by blue circles) has unit slope (i.e., $\beta = 1$); while lower values of $\beta$ are visible for the viscoelastic counterparts. These findings are consistent with recent experimental [46] and computational [50] results, showing that the viscoelasticity enhances contact line motion, and that there is a slight variation in the slope of the linear dependence on the capillary number in the Cox-Voinov law, due to viscoelasticity. Furthermore, we have verified (Figures not shown for brevity) that different values of the precursor film thickness do not significantly alter the dynamic contact angle, and hence the Cox-Voinov law results.

**Receding drops** Similarly to the spreading case, we carry out investigations of the dynamic contact angle for receding drops. We use the same geometrical framework as the one for a spreading drop, but we impose $\theta_i = 15^\circ$ and $\theta_e = 30^\circ$. Figures 2.12(a)–(c) show the comparison of the evolution of two retracting drops at three selected times: a Newtonian drop with $\lambda_1 = \lambda_2 = 0$ (blue dotted curve), and a viscoelastic one with $\lambda_1 = 15$, $\lambda_2 = 0.01$ (red solid curve); for both simulations, we impose an equilibrium film thickness $h_* = 0.005$. Again, the two drops exhibit discrepancy in their evolution. In Figure 2.12(a), at time $t = 100$, we see that the Newtonian drop has receded more than the viscoelastic one. This happens because, contrary to the spreading problem, the viscoelastic fluid interface initially shows more bending (visible in the inset of the Figure 2.12(a)), indicating that there is resistance to the force that drives the retraction of the drop. In Figure 2.12(b), at time $t = 350$, this oscillation in the
viscoelastic interface is flattened, and this allows for faster motion of the contact line for viscoelastic drop. As in the spreading case, eventually, both drops reach the same speed, and attain the same final configuration at time $t = 1000$, shown in Figure 2.12(c). The slower retraction of a viscoelastic drop is also investigated in [48], where it is demonstrated that this behavior is due to the elastic effects near the moving contact line.

Finally, we present the results of the dynamic contact angle for the receding drops. Figure 2.13(a) shows that the Newtonian drop with $\lambda_1 = \lambda_2 = 0$ (denoted by
Figure 2.13  The retraction of a planar drop on a prewetted substrate with \( h_s = 0.005 \), from an initial angle \( \theta_i = 15^\circ \) to an equilibrium configuration with \( \theta_e = 30^\circ \) for a viscoelastic drop with \( \lambda_1 = 15, \lambda_2 = 0.01 \) (red crosses), versus a Newtonian drop with \( \lambda_1 = \lambda_2 = 0 \) (blue circles).  (a) The contact line position, \( x_{CL} \), versus time.  (b) The speed of the contact line, \( v_{CL} \), versus time.  (c) \( \theta^3_e - \theta^3_D \) versus time.  (d) \( \theta^3_e - \theta^3_D \) versus the capillary number \( Ca \).  The dashed black line has a reference slope equal to one.

blue circles) recedes faster than the viscoelastic drop with \( \lambda_1 = 15, \lambda_2 = 0.01 \) (denoted by red crosses).  Figure 2.13(b) shows the retraction velocities of the two drops as a function of time.  The Newtonian drop initially recedes faster than the viscoelastic one, and eventually they reach the same speed towards the final configuration.  Figure 2.13(c) shows \( \theta^3_e - \theta^3_D \) versus time, in a semilogarithmic plot.  The quantity \( \theta^3_e - \theta^3_D \) is higher for the viscoelastic drop, since it retracts slower.  Figure 2.13(d) shows
θ^3 - θ_D^3 versus Ca, both in logarithmic scales. Differently from the spreading case, the best linear fit of the receding viscoelastic data has a slope higher than the one corresponding to the Newtonian data (β = 1).

2.6 Conclusions

We summarize here our numerical investigation of two-dimensional thin viscoelastic films and drops on flat substrates, described in this chapter, that has provided the main contribution to our publication [30]. We numerically solve the nonlinear equation that governs the fluid interface of a dewetting thin film of viscoelastic fluid on a solid substrate. The governing equation is obtained as the long-wave approximation of the Navier-Stokes equations with the Jeffreys constitutive law describing the non-Newtonian nature of the viscoelastic fluid. The van der Waals interaction force drives the instabilities of the liquid interface and causes the film to break up, forming holes bounded by retracting rims. We investigate how physical parameters involved, such as the relaxation and retardation characteristic times of the viscoelastic fluid, and the slip coefficient, affect the dynamics and the final configuration of the fluid. In the linear regime, our results are in agreement with the linear stability analysis. Consistent with previous studies, we find that viscoelastic parameters and the slippage coefficient do not influence either the wavenumber corresponding to the maximum growth rate or the critical one, but influence the maximum growth rate. In particular, an increase of the relaxation time, λ_1, or the slip length, b, leads to an increase of the maximum growth rate. Conversely, increasing the retardation time, λ_2, leads to a decrease of maximum growth rate.

The simulations of the dewetting of thin viscoelastic films in the nonlinear regime reveal novel complex morphologies that depend on the viscoelasticity. The results show that for small values of λ_1, a single secondary droplet can be formed, while for large values, multiple secondary droplets can emerge. We note that the
emergence of these small length scales can be related to the relaxation time $\lambda_1$. In our work [30], we not only provide, for the first time, a study of these developing length scales, but also report on the migration and merging of the secondary droplets due to viscoelastic effects. Simulation results also show that the inclusion of $\lambda_2$ provides a numerical advantage by stabilizing the computations at high values of $\lambda_1$. In addition, the influence of the slip coefficient on the dynamics and final configurations is also addressed. Future work shall consider extension of these results to three spatial dimensions.

In the final part of this chapter, we investigate the dynamic contact angle of viscoelastic drops. Our numerical simulations show that the viscoelastic advancing front moves faster at early times, and that eventually it behaves as the Newtonian counterpart for large times. Our simulations suggest that the enhancement of the speed of the viscoelastic spreading drop is due to the smoothness of its interface in the prewetted region. The analysis of the dynamic contact angle also allows us to verify the Cox-Voinov law for the viscous Newtonian case; while we show small deviations from this law for viscoelastic drops. For receding viscoelastic drops, we show that the speed of the contact line is instead decreased, when compared to a Newtonian one. Again, we explain this behavior by the viscoelastic force at the contact line region resisting the receding motion of the contact line. Although our study is limited to the Jeffreys linear viscoelastic model, we hope that it will serve as a basis for further analysis of other viscoelastic models.
CHAPTER 3

THIN VISCOELASTIC FILMS ON INVERTED SUBSTRATES

3.1 Introduction

This chapter provides a natural extension of Chapter 2. In fact, it concerns the study of the interfacial dynamics of thin viscoelastic films subject to, not only the van der Waals interaction force, but also the gravitational force, in two spatial dimensions.

The instabilities of thin films down inclined planes have been widely studied for the case of viscous liquids (see, for instance, some of the first works [75, 76, 77, 78]). More recently, some industrial applications, such as the manufacturing of very thin (and possibly flexible) displays, have motivated similar investigations involving complex fluids, such as nematic liquid crystals [79], variable-viscosity fluids [80], or shear-thinning, non-Newtonian fluids [81]. However, to the best of our knowledge, a similar investigation that includes linear viscoelastic models is missing.

In this chapter, we outline the theoretical and numerical study concerning the interfacial flow of two-dimensional thin viscoelastic films under the effects of both the gravitational force and the van der Waals potential. We present here a novel derivation of the equation governing the dynamics of thin viscoelastic films of Jeffreys type flowing down an inclined plane, and present our numerical results in the particular case of an inverted plane. The goal is not only to investigate the effects of viscoelasticity on the interfacial flows of thin viscoelastic films laying on inverted planes, but also to analyze the competing effects of the different forces at play. In the same fashion as in Chapter 2, the linear stability analysis is performed to assess the effects of the different physical parameters involved on the dynamics governing the linear regime, and compare theoretical predictions of the early stage of the dynamics, with the numerical results obtained. The competing effects of the physical parameters
involved on the length and time scales of the instabilities are analyzed, in the linear and nonlinear regimes.

In the particular case in which regular or inverted planes are considered, we discover that, in the linear regime, the critical and most unstable wavenumbers are neither dependent on the viscoelastic parameters, nor on the slip length (similarly to our findings in Section 2.5), but only on the van der Waals interactions with the substrate and, in addition, the gravitational force. Moreover, we provide numerical simulations of the evolution of the interface in the nonlinear regime, for the particular case of inverted planes. In this regime, we find that the gravitational force affects the equilibrium configuration attained by the dewetted films, by suppressing the satellite droplets induced by viscoelasticity, that we described in Section 2.5, and forming a hump in the nominally dry central region.

3.2 Mathematical Formulation

We outline here the derivation of the governing equation for a viscoelastic fluid flowing down a plane, inclined at an angle $\alpha$ with respect to the positive $x$-axis, and subject to the van der Waals potential and weak slip regime with the substrate. For the reader’s convenience, we repeat here the governing equations that were previously given in system (2.1)

\begin{align*}
\rho (\partial_t \mathbf{v} + \mathbf{v} \cdot \nabla \mathbf{v}) &= -\nabla (p + \Pi) + \nabla \cdot \mathbf{\sigma} + \mathbf{F}_b, & (3.1a) \\
\nabla \cdot \mathbf{v} &= 0. & (3.1b)
\end{align*}

We recall that, we consider the body force $\mathbf{F}_b = (\rho g \sin \alpha, -\rho g \cos \alpha)$, where, in this chapter, the gravitational acceleration constant is positive ($g > 0$) for the reference system depicted in Figure 3.1. Similarly to the setup in the previous chapter, this system of equations is subject to boundary conditions at the free surface, represented
parametrically by the function $f(x, y, t) = y - h(x, t) = 0$, and boundary conditions at the $x$-axis ($y = 0$). The stress balance at the interface is the same as in equation (2.12) and we recall it here for the reader’s convenience

$$ (\mathbf{\sigma} - (p + \Pi)\mathbf{I}) \cdot \mathbf{n} = \gamma 2\kappa_m \mathbf{n}, \quad (3.2) $$

where $\mathbf{I}$ is the identity matrix, and the definitions of normal and tangent vectors to the interface, and of mean curvature remain the same as the ones given in equations (2.13) and (2.14). Similarly, we consider the same boundary conditions at the inclined solid substrate as in equation (2.15).

### 3.3 Thin Film Approximation

We nondimensionalize the problem in the same fashion as in Section 2.3, in which $\varepsilon \ll 1$ represents the small parameter for the asymptotic expansion. The incompressibility
condition, equation (3.1b), is invariant under rescalings, while the dimensionless forms of equation (3.1a), for the $x$ and $y$ component, respectively, are

$$\varepsilon^2 Re \frac{dv_1}{dt} = \varepsilon^2 \frac{\partial \sigma_{11}}{\partial x} + \frac{\partial \sigma_{21}}{\partial y} - \frac{\partial p}{\partial x} + S, \quad (3.3a)$$

$$\varepsilon^4 Re \frac{dv_2}{dt} = \varepsilon^2 \left( \frac{\partial \sigma_{12}}{\partial x} + \frac{\partial \sigma_{22}}{\partial y} \right) - \frac{\partial p}{\partial y} - C, \quad (3.3b)$$

where the definition of Reynolds number is given in Section 2.3, and we recall that it is assumed to be of order $1/\varepsilon$ or smaller. In equations (3.3) we have defined

$$S = B \sin \alpha \quad (3.4a)$$

$$C = B \cos \alpha \quad (3.4b)$$

with $B = \rho g L^2 / \Gamma \equiv \rho g L^2 \varepsilon^3 / V \eta = O(1)$ the Bond number, a dimensionless quantity representing the importance of gravity relative to surface tension. The dimensionless components of the stress tensor given by the Jeffreys model in equations (2.20) remain invariant under the addition of gravitational effects.

As in Section 2.3, the kinematic boundary condition, equation (2.14), is invariant under rescaling, and the non-penetration condition and the Navier slip boundary condition for the velocity components parallel to the substrate, equation (2.15), in dimensionless form are given by equation (2.21). Now the leading-order terms in the governing equations (2.19a) and (2.19b), respectively, are

$$\frac{\partial \sigma_{21}}{\partial y} = \frac{\partial p}{\partial x} - S, \quad (3.5a)$$

$$\frac{\partial p}{\partial y} = -C. \quad (3.5b)$$
By integrating equation (3.5b) from \( y \) to \( h(x,t) \), and using the leading-order term of the normal component of the stress balance at the free surface, equation (3.2), we obtain

\[
p = -\frac{\partial^2 h}{\partial x^2} - \Pi(h) - C(y - h) ,
\]

(3.6)

hence,

\[
\frac{\partial p}{\partial x} = -\frac{\partial^3 h}{\partial x^3} - \Pi'(h) \frac{\partial h}{\partial x} + C \frac{\partial h}{\partial x} .
\]

(3.7)

We recall that the form of \( \Pi(h) \) in equation (3.6) is given by equation (2.25), with all the quantities considered nondimensional. Moreover, integrating equation (3.5a) from \( y \) to \( h(x,t) \), we obtain

\[
\sigma_{21} = (y - h) \frac{\partial p}{\partial x} - (y - h)S .
\]

(3.8)

Noting that the stress tensor is symmetric, and substituting this form of \( \sigma_{21} \), equation (3.8) into equation (2.20c), we obtain (up to the leading-order)

\[
\frac{\partial p}{\partial x}(y - h) + \lambda_1 \frac{\partial}{\partial t} \left( \frac{\partial p}{\partial x}(y - h) - S(y - h) \right) = \frac{\partial v_1}{\partial y} + \lambda_2 \frac{\partial}{\partial t} \left( \frac{\partial v_1}{\partial y} \right) .
\]

(3.9)

Integrating equation (3.9) from 0 to \( y = h(x,t) \) and using the corresponding boundary conditions at the substrate \( y = 0 \), we obtain

\[
\left( 1 + \lambda_2 \frac{\partial}{\partial t} \right) \left( v_1 + bh \frac{\partial p}{\partial x} - bhS \right) = \left( 1 + \lambda_1 \frac{\partial}{\partial t} \right) \left[ \left( \frac{y^2}{2} - yh \right) \left( \frac{\partial p}{\partial x} - S \right) \right] .
\]

(3.10)

Integrating equation (3.10) again from \( y = 0 \) to \( y = h(x,t) \) gives
\[
\left(1 + \lambda_2 \frac{\partial}{\partial t}\right) \left( \int_0^{h(x,t)} v_1 \, dy + bh^2 \frac{\partial p}{\partial x} - bh^2 S \right) - \\
\lambda_2 \frac{\partial h}{\partial t} \left( v_1(y = h(x, t)) + bh \frac{\partial p}{\partial x} - bhS \right) = \\
- \left( \frac{h^3}{3} \frac{\partial p}{\partial x} + \lambda_1 h^2 \frac{\partial h}{\partial t} \right) \left( \frac{\partial p}{\partial x} - S \right). \tag{3.11}
\]

Taking the spatial derivative of the latter equation and substituting it into the kinematic boundary condition (2.14), we obtain a long-wave approximation in terms of \(v_1\) and \(h(x,t)\)

\[
h_t + \lambda_2 \left[ h_{tt} + \frac{\partial}{\partial x} (v_1(y = h(x, t))h_t) \right] = \frac{\partial}{\partial x} \left[ (1 + \lambda_1 \partial_t) \left( \frac{h^3}{3} \frac{\partial p}{\partial x} - \frac{h^3}{3} S \right) + \\
(1 + \lambda_2 \partial_t) \left( bh^2 \frac{\partial p}{\partial x} - bh^2 S \right) \right] - \frac{\partial}{\partial x} \left\{ \left[ \lambda_1 \frac{h^2}{2} \left( \frac{\partial p}{\partial x} - S \right) + \lambda_2 bh \left( \frac{\partial p}{\partial x} - S \right) \right] h_t \right\}. \tag{3.12}
\]

To write this in a closed form relation for \(h(x,t)\), we note that equation (3.10) can be written in a more compact form as a linear ordinary differential equation

\[
v_1 + \lambda_2 \frac{\partial v_1}{\partial t} = -(1 + \lambda_2 \partial_t) \left( bh \frac{\partial p}{\partial x} - bhS \right) + (1 + \lambda_1 \partial_t) \left[ \left( \frac{y^2}{2} - hy \right) \left( \frac{\partial p}{\partial x} - S \right) \right]. \tag{3.13}
\]

One can simply solve this linear differential equation, obtaining

\[
v_1 = \frac{1}{\lambda_2} \int_{-\infty}^{t} e^{-\frac{t-t'}{\lambda_2}} \tilde{f}(x, y, t') \, dt', \tag{3.14}
\]

with \(\tilde{f}\) equal to the right-hand side of equation (3.13). Integration by parts can be performed to recast equation (3.14) at \(y = h(x,t)\), and one finally obtains the following dimensionless equations.
\[(1 + \lambda_2 \partial_t)h_t + (\lambda_2 - \lambda_1) \frac{\partial}{\partial x} \left[ \left( \frac{h^2}{2} \hat{Q} - h \hat{R} \right) h_t \right] + \frac{\partial}{\partial x} \left[ (1 + \lambda_1 \partial_t) \frac{h^3}{3} \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} - C \frac{\partial h}{\partial x} + S \right) \right] + (1 + \lambda_2 \partial_t) b h^2 \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} - C \frac{\partial h}{\partial x} + S \right) \right] = 0, \quad (3.15)\]

where now \( \hat{Q} = \hat{Q}(h) \) and \( \hat{R} = \hat{R}(h) \) satisfy the ODEs:

\[(1 + \lambda_2 \partial_t) \hat{Q} = \frac{\partial p}{\partial x} - S \equiv \frac{\partial}{\partial x} \left( - \frac{\partial^2 h}{\partial x^2} - \Pi'(h) + Ch \right) - S, \quad (3.16a)\]
\[(1 + \lambda_2 \partial_t) \hat{R} = h \left( \frac{\partial p}{\partial x} - S \right) \equiv h \left[ \frac{\partial}{\partial x} \left( - \frac{\partial^2 h}{\partial x^2} - \Pi'(h) + Ch \right) - S \right]. \quad (3.16b)\]

Here, we have used the form of \( \partial p/\partial x \), up to leading order, defined in (3.7). We notice that for the case in which \( \lambda_1 = \lambda_2 \) (that corresponds to a Newtonian fluid), equations (3.15) and (3.16) reduce to the governing equation for thin viscous films on inclined planes, as outlined in \[65, 68\]. Equations (3.16) can be solved exactly by integrating factor

\[\hat{Q} = \frac{1}{\lambda_2} \mathcal{L}[\partial_x p - S], \quad (3.17)\]
\[\hat{R} = \frac{1}{\lambda_2} \mathcal{L}[h (\partial_x p - S)],\]

with the operator \( \mathcal{L} \) defined by

\[\mathcal{L}[\bar{g}] := \int_{-\infty}^{t} e^{-\frac{t-t'}{\lambda_2}} \bar{g}(x, y, z, t') dt', \quad (3.18)\]

where \( \bar{g} \) equals the right-hand side of equations (3.16a) and (3.16b), respectively.
3.4 Numerical Methods

To conduct our spatial and temporal discretization, similarly to the recasting done in Section 2.4, equation (3.15) can be rearranged by swapping the mixed derivatives

\[
\lambda_2 h_{tt} + \frac{\partial}{\partial x} \left[ \left( \frac{h^3}{3} + bh^2 \right) \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} - C \frac{\partial h}{\partial x} + S \right) \right] +
\]

\[
\left\{ 1 + (\lambda_2 - \lambda_1) \left[ \frac{\partial}{\partial x} \left( \frac{h^3}{2} Q - h R \right) \right] \right\} h_t + \frac{\partial}{\partial t} \left( \frac{\partial h}{\partial x} \right) (\lambda_2 - \lambda_1) \left( \frac{h^2}{2} Q - h R \right) +
\]

\[
\lambda_1 \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x} \left( \frac{h^3}{3} \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} - C \frac{\partial h}{\partial x} + S \right) \right) \right] +
\]

\[
\lambda_2 \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x} \left( bh^2 \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} - C \frac{\partial h}{\partial x} + S \right) \right) \right] = 0.
\] (3.19)

The only difference from equation (2.39) is provided by the extra terms, \(-C \partial h/\partial x + S\), in the three blocks \(f, p, q\), now called \(\hat{f}, \hat{p}, \hat{q}\), respectively. Moreover, the discrete versions of the equations (3.17) are now given by

\[
\frac{\hat{Q}^{n+1}_i - \hat{Q}^n_i}{\Delta t} = -\frac{\hat{Q}^n_i}{\lambda_2} - \frac{1}{\lambda_2} \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} - C \frac{\partial h}{\partial x} + S \right)_i^n,
\] (3.20a)

\[
\frac{\hat{R}^{n+1}_i - \hat{R}^n_i}{\Delta t} = -\frac{\hat{R}^n_i}{\lambda_2} - \frac{1}{\lambda_2} h^3_i \left( \frac{\partial^3 h}{\partial x^3} + \Pi'(h) \frac{\partial h}{\partial x} - C \frac{\partial h}{\partial x} + S \right)_i^n,
\] (3.20b)

that, we solve, in the same fashion as in Section 2.4, using the forward Euler method with initial conditions \(\hat{Q}^0_i = 0\) and \(\hat{R}^0_i = 0\), respectively.

We solve equations (3.19) and (3.20) for the particular case in which \(\alpha = \pi\), with the same boundary and initial conditions outlined in Section 2.4, namely, a prescribed \(h(x, 0), h_t(x, 0) = 0\), and \(\partial h/\partial x = \partial^3 h/\partial x^3 = 0\) at the endpoints of the domain.
3.5 Results and Discussion

3.5.1 Linear Stability Analysis

In this section, we report our results regarding the special case of an inverted plane, for which $\alpha = \pi$ (depicted in Figure 3.2). Similarly to the case analyzed in Section 2.5, we perturb a flat film of initial thickness $h_0$ by an oscillatory Fourier mode of amplitude $\delta h_0$ (such that $\delta \ll 1$), with wavenumber $k$ and growth rate $\omega$. Hence, we let $h(x, t) = h_0 + \delta h_0 e^{ikx + \omega t}$. Hence, performing the LSA on equations (3.15-3.16) leads to

$$\lambda^2\omega^2 + \left[ 1 + (K_C + iSk) \left( \lambda_1 \frac{h_0^3}{3} + \lambda_2 bh_0^2 \right) \right] \omega + (K_C + iSk) \left( \frac{h_0^3}{3} + bh_0^2 \right) = 0, \quad (3.21)$$

where we have defined

$$K_C := k^4 - k^2(\Pi'(h_0) - C). \quad (3.22)$$

Solving for $\omega$ in equation (3.21) we find two roots:
\[ \omega_{1,2} = -\frac{1 + (K_C + iSk) \left( \lambda_1 \frac{h_0^3}{3} + \lambda_2 bh_0^2 \right)}{2\lambda_2} \pm \sqrt{\Delta_\omega}, \quad (3.23) \]

where we have defined

\[ \Delta_\omega := \left[ 1 + (K_C + iSk) \left( \lambda_1 \frac{h_0^3}{3} + \lambda_2 bh_0^2 \right) \right]^2 - 4\lambda_2 (K_C + iSk) \left( \frac{h_0^3}{3} + bh_0^2 \right). \quad (3.24) \]

Considering only the real part of the two roots, we obtain

\[ \text{Re}\{\omega_{1,2}\} = -\frac{1 + K_C \left( \lambda_1 \frac{h_0^3}{3} + \lambda_2 bh_0^2 \right)}{2\lambda_2} \pm \sqrt{\text{Re}\{\Delta_\omega\}}, \quad (3.25) \]

with

\[ \text{Re}\{\Delta_\omega\} := \left[ 1 + K_C \left( \lambda_1 \frac{h_0^3}{3} + \lambda_2 bh_0^2 \right) \right]^2 - 4\lambda_2 K_C \left( \frac{h_0^3}{3} + bh_0^2 \right). \quad (3.26) \]

This dispersion relation leads to two roots, namely \( \text{Re}\{\omega_1\} \) and \( \text{Re}\{\omega_2\} \), one of which, always negative (stable), say \( \text{Re}\{\omega_2\} \), and the other one with varying sign (unstable), say \( \text{Re}\{\omega_1\} \). The critical wavenumber now satisfies the relationship \( k_c^2 = \Pi'(h_0) - C \). Hence, we note that the gravitational term affects the critical wavenumber, and therefore, the length scales of instability. Moreover, we observe that the wavenumber of maximum growth, as for the case without gravity, satisfies the relationship \( k_m = k_c/\sqrt{2} \).

### 3.5.2 Dewetting of Thin Viscoelastic Films on Inverted Substrates

We outline here the numerical results for a dewetting thin film under the influence of the van der Waals interaction and gravitational forces. As anticipated in the previous
subsection, we consider the particular case in which $\alpha = \pi$ (unless stated otherwise), that is, for films that hang on an inverted plane. As described in Section 2.5, we perturb the initially flat fluid interface of thickness $h_0$, with $k = k_m$ and $\delta = 0.01$, and we choose the domain size to be equal to the wavelength of maximum growth, that is, $\Lambda = 2\pi/k_m$.

To isolate the effects of the gravitational force, we start by analyzing the behavior of dewetting films for the particular case of the absence of van der Waals potential with the substrate. In Figure 3.3, we present the comparison of the computed growth rates (red circles) with the theoretical values predicted by the dispersion relation, given by equation (3.26), for $h_0 = 1$, $h_* = 0.01$, $b = 0$, $\lambda_1 = \lambda_2 = 0$, and $\alpha = \pi$ (blue dotted line) and $\alpha = 0$ (blue solid line). We remark that in this case, the only driving force for the instability is gravity. In fact, in the absence of the attraction/repulsion force with the substrate, and for $\alpha = 0$, we notice that there is no instability, and the growth rate is negative for all wavenumbers.

Figure 3.3 The comparison of the computed growth rate (red circles) with the prediction of the LSA, for $h_0 = 1$, $h_* = 0.01$, $b = 0$, $\lambda_1 = \lambda_2 = 0$, and $\alpha = \pi$ (blue dotted line) and $\alpha = 0$ (blue solid line).
Figure 3.4  Evolution of different viscoelastic films, in the absence of the van der Waals potential with the substrate, for different values of $\lambda_1$ and $\lambda_2$: $\lambda_1 = \lambda_2 = 0$ (blue solid curve with circles), $\lambda_2 = 0.01$ and $\lambda_1 = 1$ (cyan dotted curve with triangles), 5 (green dashed curve with squares), 10 (red solid curve with crosses); in (a) at time $t = 5$ and in (b) at time $t = 100$.

Next, in Figure 3.4, we investigate the dynamics of thin viscoelastic films, in the absence of van der Waals potential with the inverted substrate (i.e., $\alpha = \pi$). We compare the evolution of a Newtonian film, with $\lambda_1 = \lambda_2 = 0$ (blue solid curve with circles), with the one of viscoelastic films, with $\lambda_2 = 0.01$ and $\lambda_1 = 1$ (cyan dotted curve with triangles), 5 (green dashed curve with squares), 10 (red solid curve with crosses); in 3.4(a) at time $t = 5$, in 3.4(b) at time $t = 100$. Although in this case there is no van der Waals potential with the substrate, we can see that, similar to the cases analyzed in Section 2.5, in which the instability was solely driven by the van der Waals attraction/repulsion force, the viscoelastic film with highest relaxation time exhibits the fastest dynamics of dewetting. Eventually, all viscoelastic films reach the equilibrium configuration. However, the comparison of the final configurations attained with respect to the ones reached in the case of $\alpha = 0$ (see Figure 2.6) is remarkable. In fact, now the gravitational force has the effect of suppressing the satellite droplets, and forming a hump in the central region of dewetting. We also
notice that this nominally dry region is narrower compared to the one developed in the dewetting films for $\alpha = 0$.

![Graphs showing evolution in the absence (blue dotted curve) or presence (red solid curve) of the van der Waals potential with the inverted substrate for a viscoelastic film with $\lambda_1 = 10$ and $\lambda_2 = 0.01$, in (a) at time $t = 10$ and in (b) at time $t = 100$.](image)

**Figure 3.5** Evolution in the in absence (blue dotted curve) or presence (red solid curve) of the van der Waals potential with the inverted substrate for a viscoelastic film with $\lambda_1 = 10$ and $\lambda_2 = 0.01$, in (a) at time $t = 10$ and in (b) at time $t = 100$.

Commonly, only the isolated effects of the gravitational force or the van der Waals potential are analyzed. However, for liquid films of micro scale, the crossover region, where the effects of the two forces are comparable, can be considered. Hence, in Figure 3.5, we investigate the competing effects of the van der Waals potential and the gravitational force on the dynamics of dewetting films on an inverted plane. We compare the evolutions of two dewetting viscoelastic films, with $\lambda_1 = 10$ and $\lambda_2 = 0.01$, in 3.5(a) at time $t = 10$ and in 3.5(b) at time $t = 100$, in the absence (blue dotted curve) or presence (red solid curve) of the van der Waals potential with the inverted substrate. We can see that the film that is driven by both the gravitational force and the van der Waals attraction force exhibits a faster dynamics. Moreover, we notice that the equilibrium configuration attained by this film shows slightly lower minimum values of the interface function, manifesting the attraction toward the substrate due to the van der Waals potential.
3.6 Conclusions

We summarize here our numerical investigation described in this chapter. We derive a novel long-wave governing equation for the interfacial flow of two-dimensional thin viscoelastic films under the effects of the gravitational force and the van der Waals potential, in which the stresses are described by the Jeffreys model. The instability of the liquid interface that causes the film to break up and retracts with rims is caused by the competing effects of both forces. We carry out the linear stability analysis, that, as in the case with absence of gravity, shows that the viscoelastic parameters and the slippage coefficient do not influence either the wavenumber corresponding to the maximum growth rate or the critical one. However, the length scales of instabilities are affected by the gravitational contribution. Again, our numerical results of the computed growth rates in the linear regime are in agreement with the theoretical prediction provided by the linear stability analysis.

We simulate the behavior of dewetting viscoelastic films in the particular case in which they are attached to an inverted plane (i.e., for $\alpha = \pi$). To isolate the effects of the gravitational force, we begin by analyzing dewetting films in the absence of the van der Waals potential with the inverted substrate. The results for the nonlinear regime show that, at parity of viscoelastic and slippage parameters, gravity suppresses the satellite droplets that were found in absence of gravity and described in Section 2.5. Moreover, the gravitational force affects the equilibrium configuration of the dewetted films by forming a hump in the nominally dry central region, and narrowing the hole in the interface.

Finally, to investigate the competing effects of the gravitational and attraction/repulsion forces, we compare the evolution of two viscoelastic films dewetting an inverted substrate, in the absence or presence of the van der Waals potential. We find that the dewetting film whose evolution is driven by both the gravitational
force and the disjoining pressure exhibits a faster dynamics, and that the equilibrium configuration of its interface is slightly closer (being more attracted) to the substrate.

Future work shall consider the extension of this investigation in which planes inclined of arbitrary angles \( \alpha \), such that \( \alpha \neq 0, \pi \), are considered. This would require the implementation of boundary conditions different from the ones described in Section 3.4. In fact, the no-flux boundary condition employed in our investigation is not suitable for the case of an inclined plane, as one should maintain a constant influx at the inlet, as in [68]. Similarly, for arbitrary values of \( \alpha \), the form of the perturbation employed for the linear stability analysis should present a wave-like mode [65, 68], rather than an oscillatory one. Furthermore, extensions of this investigation in three spatial dimensions would allow to describe and capture the fingering instabilities, that are known to arise in the direction transversal to the flow [65, 82].
CHAPTER 4

FREE-BOUNDARY FLOW OF VISCOELASTIC MEMBRANES

4.1 Introduction

In this chapter, we present our numerical simulations of the dynamics of sheets of viscoelastic fluids, not necessarily deposited on a substrate, in three spatial dimensions. The majority of the studies in the literature of membrane theory of shells, focuses on the statics of load-carrying elastic shells that hold an equilibrium state (see, for instance, [37, 83, 84, 85, 86]). However, in this investigation we are interested in the transient analysis of the dynamics, described by the conservation of momentum equation, as outlined by Taylor et al. in [38], for the case of nonlinearly elastic membranes. Our goal is to expand the analysis conducted by Taylor et al. to include Newtonian and non-Newtonian membranes. For the non-Newtonian membranes we characterize the stresses by the Maxwell model [9]. We use this infinitesimal strain model within the general framework developed by Taylor et al. in [38] for finite strain theory, with the aim of expanding our analysis in future works, by including nonlinearities and corotational effects.

The majority of the previous studies on viscoelastic membranes focus on the rheological responses of the material to deformations (see, e.g., [34, 87, 88]), but only a few works investigate the dynamics of such membranes. For instance, Levine and MacKintosh [33], couple the dynamics of the viscoelastic membrane to the hydrodynamics of the surrounding viscous phase. Moreover, among the numerous studies on the rheology of viscoelastic membranes, Lubarda and Marzani [35] use the Kelvin-Voigt type of constitutive model, that is more suitable to describe viscoelastic solids [55], and Crawford and Earnshaw [89] use the Maxwell model, more suitable for the description of viscoelastic liquids [11], to identify the relaxation time of bilayer lipid membranes. However, to the best of our knowledge, a numerical investigation
solving for the equation of motion describing the hydrodynamics of the free-boundary flow of thin viscoelastic membranes of Maxwell type is lacking. The aim of this work is therefore to provide a general numerical framework for the simulations of thin viscoelastic membranes, and to analyze the role of viscoelasticity on their dynamics arising in different settings or engineering processes, such as the shearing flow [11] or the extensional flow in redrawing processes [90, 91].

The governing equation describes the conservation of linear momentum. To the typical steady formulation in which the balance of forces is considered, we retain the inertial term so we may consider transient analyses [92, 93]. The incompressibility condition that typically serves as a constraint on the vector velocity field in the equations describing the fluid dynamics [94] is replaced in this work via the use of a penalty method [95, 96]. This method, first introduced by Courant [97] for solutions of problems of equilibrium and vibrations, obtained by the calculus of variations, has been subsequently used to approximate solutions of the Navier-Stokes equations (see, for instance, [98] and the references therein). In the context of solutions of fluid flows, it relaxes the incompressibility condition allowing for a small perturbation of the volume change, which approximates the near incompressibility of the fluid. We propose a formulation of the penalty function as a direct proportionality on the rate of change of the volumetric strain, in which the constant of proportionality depends on the viscosity of the fluid.

In this numerical investigation, we use the finite element method for the spatial discretization of the slender geometry describing the membranes, and implicit schemes to discretize the time variations in the governing and constitutive equations. Finite element analyses of linearly elastic shells or membranes, in which the fluid domain is characterized by a surface, constitute a computational advantage relative to volumetric analyses and are vastly used in the Continuum Mechanics literature (see, e.g., [38, 92, 99, 100]). However, to the best of our knowledge, none of the existing analyses
included viscoelastic stresses of Maxwell type that can be adapted to Fluid Mechanics problems. We approximate the membrane with a mesh, constituted of linear 3-node triangles embedded in a three-dimensional global coordinate system (i.e., elements with nine degrees of freedom with respect to the global coordinates), and obtain the stress state on the surface of the membrane in terms of the nodal displacements. The spatial discretization formulation adopted closely follows the one by Taylor et al. [38], however, the novel aspects are the inclusion of viscoelasticity in the constitutive model, and the corresponding derivation of the material Jacobian (stiffness) tensor.

4.2 Mathematical Formulation

We consider a nearly incompressible viscoelastic liquid membrane with constant density $\rho$, surrounded by a passive gas with constant pressure. The equation describing the balance of linear momentum is

$$\text{div}(\sigma) + F_b = \rho \ddot{u}, \quad \text{in } \Omega, \quad (4.1)$$

where $u = (u_1(x_1, x_2, x_3, t), u_2(x_1, x_2, x_3, t), u_3(x_1, x_2, x_3, t))$ represents the vector displacement field in a global coordinate system, $\ddot{u} = d^2u/dt^2$ in a Lagrangian formulation, $F_b$ is the vector of the body force (such as gravity), $\text{div}(\sigma) = \nabla \cdot \sigma$, with $\sigma$ the Cauchy symmetric stress tensor (suitable for small deformations [101]), and $\Omega$ is the two-dimensional surface embedded in $\mathbb{R}^3$. In what follows, we outline the weak and discrete versions of equation (4.1), leaving the detailed derivation for the interested reader in Appendix A.

We discretize the domain $\Omega$ with finite elements, in which each element represents a triangular membrane, uniquely described by its three vertices (nodes) in $\mathbb{R}^3$ (see Figure 4.1). By considering a global Cartesian coordinate system, we denote by upper case $X$ the reference (undeformed state) configuration coordinates, and by lower case
Figure 4.1  The surface coordinate system on a triangular element in the deformed configuration.

\textbf{x} the current (deformed state) ones. We denote the nodal values of the reference coordinates, current coordinates and displacement vector, respectively, by the use of superscripts, i.e $\tilde{X}^\alpha, \tilde{x}^\alpha$, and define the nodal displacement field as $\tilde{u}^\alpha = \tilde{x}^\alpha - \tilde{X}^\alpha$, with $\alpha = 1, 2, 3$ for each node. By using the virtual displacement field, $\delta u$, we apply the virtual work formulation \cite{38, 92}, and obtain the volumetric contribution of the weak form of equation (4.1) as

$$
\delta \Pi = \int_{\Omega^{(e)}} \delta u^T \rho \dd V - \int_{\Omega^{(e)}} \delta \epsilon^T \sigma \dd V - \int_{\Omega^{(e)}} \delta u^T F_b \dd V = 0, \quad (4.2)
$$

where $[.]^T$ represents the matrix transpose operator, $\epsilon$ the symmetric strain tensor, and $\Omega^{(e)}$ the domain of the element $e$. For the case of membranes of constant thickness $h$, we express an infinitesimal volume element as $dV = h \dd A$. Following the displacement-based finite element formulation provided in \cite{38} for the spatial derivatives, we can write the spatially discrete version of the volume contribution terms (i.e., without the traction term) of equation (4.2), for each element, in vector form, as
\[
\begin{bmatrix}
\ddot{\mathbf{u}}^1 \\
\ddot{\mathbf{u}}^2 \\
\ddot{\mathbf{u}}^3
\end{bmatrix}
- hA^{(e)} \mathbf{B}^{(e)T}
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{bmatrix}
- \begin{bmatrix}
\tilde{\mathbf{F}}_b^1 \\
\tilde{\mathbf{F}}_b^2 \\
\tilde{\mathbf{F}}_b^3
\end{bmatrix}
= 0, \quad (4.3)
\]

where we have used Voigt notation [92] for the Cauchy symmetric stress tensor in vector form for two-dimensional problems, defined by

\[
\sigma = \begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{bmatrix}.
\]

In equation (4.3), \( A^{(e)} \) represents the area of each triangular element in the reference configuration, the vector \( \mathbf{\tilde{F}}_b = (\mathbf{\tilde{F}}_b^1, \mathbf{\tilde{F}}_b^2, \mathbf{\tilde{F}}_b^3) \) represents the nodal body force, \( \mathbf{M}^{(e)} \) is the element mass matrix, and \( \mathbf{B}^{(e)T} \sigma \) represents the divergence of the stress tensor on each element. In each triangle, we consider that both the strain and the stress tensors are constant. The interested reader can find the details of the derivation of each term in Appendix A. Our goal is to solve equation (4.3) for the nodal displacement field. We note that the nodal displacement vectors, \( \mathbf{\tilde{u}}^\alpha (\alpha = 1, 2, 3) \), as well as the nodal force vectors, \( \mathbf{\tilde{F}}_b^\alpha (\alpha = 1, 2, 3) \), represent three-dimensional vectors for each node, in the global coordinates. Hence, in components, we will solve for nine scalar equations, even though the strain and the stress tensors only account for the in-plane displacements.

### 4.3 Constitutive Models

To describe the material response to deformations, we need to express a constitutive law that relates the stress tensor and the strain and/or strain rate tensors. We consider a small deformation strain, within the general framework presented by Taylor et al. [38]
that allows nonlinearities due to large deformations (derived in Appendix A). For membrane problems, the in-plane magnitudes of the stress are dominant relative to the out-of-plane ones, leading to the conditions on the stress tensor components $\sigma_{13} = \sigma_{23} = \sigma_{33} = 0$. In two spatial dimensions, the deviatoric stress is defined, in tensor form, as

$$
\sigma'_{ij} = \sigma_{ij} - \frac{1}{2}\sigma_{kk}\delta_{ij},
$$

(4.4)

where $\delta_{ij}$ is the Kronecker delta $(i, j = 1, 2)$, and $\sigma_{kk}$ is the trace of the stress tensor in indicial notation, i.e., $\sigma_{kk} = \sigma_{11} + \sigma_{22}$. In infinitesimal strain theory [92], the linear (small deformation) strain is given, in tensor form, by $\epsilon_{ij} = (\partial u_i / \partial x_j + \partial u_j / \partial x_i)/2$. In two dimensions, the trace of the strain tensor, also called the volumetric strain, is denoted by $\epsilon_{vol} = \epsilon_{kk} = \epsilon_{11} + \epsilon_{22}$. We call hydrostatic strain the mean of the normal strains, that is, $\epsilon_{hyd} = \epsilon_{kk}/2$. With this definition, we can also define the deviatoric strain, $\epsilon'_{ij}$, satisfying

$$
\epsilon'_{ij} = \epsilon_{ij} - \frac{1}{2}\epsilon_{kk}\delta_{ij}.
$$

(4.5)

An important material parameter related to the response to (uniform) hydrostatic pressure in linear elasticity of isotropic media is the bulk modulus, $K$, and it is related to other material parameters such as $\nu$, the Poisson’s ratio, and $Y$, the Young’s modulus, via the relationship $\nu = 1/2 - Y/6K$ [92]. We notice that for $K \gg Y$, meaning in the limiting case in which $K \to \infty$ (i.e., for $\nu \to 1/2$), we approach the incompressible limit. However, for nearly incompressible materials, a penalty function [95] that allows for small perturbations to the trace of the strain, representing the volumetric change, is given by
\[ \epsilon_{kk} + p_{\text{hyd}}/K = 0. \]  \hspace{1cm} (4.6)

Hence, we find an expression for the hydrostatic pressure in terms of the volume variation, given by

\[ p_{\text{hyd}} = -K \epsilon_{kk}, \]  \hspace{1cm} (4.7)

We observe that for the limiting case of an incompressible material, i.e., with \( K \to \infty \), equation (4.6) leads to the divergence-free condition on the displacement field, \( \text{div}(\mathbf{u}) = 0 \).

In this work, we expand the condition given by equation (4.6) to account for the hydrodynamic pressure in liquids, denoted by \( p \). In constitutive models describing liquids, the stress response is directly proportional not to the strain, but to the rate of change of the strain, namely \( \dot{\epsilon} \). Accordingly, the consideration of a penalty method for liquids needs to take into account the strain rate [96]. We introduce a penalty formulation for the variation of the volume of nearly incompressible liquids

\[ \dot{\epsilon}_{kk} + p/\hat{K} = 0, \]  \hspace{1cm} (4.8)

for which the pressure in the liquid is then given in terms of the trace of the strain rate by

\[ p = -\hat{K} \dot{\epsilon}_{kk}, \]  \hspace{1cm} (4.9)

with the penalty constant, \( \hat{K} \), such that
where $\eta$ represents the shear viscosity coefficient. We start our constitutive analysis by introducing the Newtonian constitutive model for viscous liquids, given by

$$
\sigma_{ij} = 2\eta \dot{\epsilon}_{ij} + \hat{K} \dot{\epsilon}_{kk} \delta_{ij}.
$$

(4.11)

Next, we include in our analysis viscoelastic fluids. Different linear viscoelastic constitutive models of interest can be expressed in linear differential form [11, 55, 56]. The Maxwell constitutive model for viscoelastic liquids is given by

$$
\sigma_{ij} + \lambda_1 \partial_t \sigma'_{ij} = 2\eta \dot{\epsilon}_{ij} + \hat{K} \dot{\epsilon}_{kk} \delta_{ij}.
$$

(4.12)

where $\lambda_1$ is the relaxation time constant, such that $\lambda_1 = 2\eta / G$, with $G$ the shear modulus [11]. We notice that when $\lambda_1 = 0$ we recover the Newtonian fluid constitutive law in equation (4.11). When $\lambda_1 > 0$, it determines the rate at which the stress relaxes (i.e., decays) for constant strain. Maxwell model can interpolate between a linearly viscous and elastic behavior. In fact, when the stress applied has a fast time variation, the left hand side of equation (4.12) is dominated by the time derivative, and, upon time integration, the constitutive law for linearly elastic solids is recovered [11].

### 4.3.1 Time Discretization

The time interval $t \in [0, T]$ is discretized by $n$ equal steps, with $n = 0, 1, \ldots$, and $\Delta t$ is the temporal step size considered. At each spatial material point, we denote the stress at the previously converged time step by $\sigma^n$, and at the current time step by $\sigma^{n+1}$. We define the rate of change of the strain tensor with a finite difference
\[ \epsilon^{n+1} = \frac{(\epsilon^{n+1} - \epsilon^n)}{\Delta t} \], and similarly for the stress tensor. We consider initial conditions on both the strain and the stress to be \( \epsilon^0 = \sigma^0 = 0 \). We can hence write the discrete form of equation (4.11), in indicial form, as

\[
\sigma_{ij}^{n+1} = \frac{2\eta}{\Delta t} \left\{ \left( \epsilon_{ij} - \frac{1}{2}\epsilon_{kk}\delta_{ij} \right)^{n+1} - \left( \epsilon_{ij} - \frac{1}{2}\epsilon_{kk}\delta_{ij} \right)^n \right\} + \frac{\hat{K}}{\Delta t} \left\{ \epsilon_{kk}^{n+1}\delta_{ij} - \epsilon_{kk}^n\delta_{ij} \right\},
\]

(4.13)

and in vector form as

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{bmatrix}^{n+1} = \frac{2\eta}{\Delta t} \left\{ \begin{bmatrix}
\frac{1}{2}\epsilon_{11} - \frac{1}{2}\epsilon_{22} \\
-\frac{1}{2}\epsilon_{11} + \frac{1}{2}\epsilon_{22} \\
\gamma_{12}
\end{bmatrix}^{n+1} - \begin{bmatrix}
\frac{1}{2}\epsilon_{11} - \frac{1}{2}\epsilon_{22} \\
-\frac{1}{2}\epsilon_{11} + \frac{1}{2}\epsilon_{22} \\
\gamma_{12}
\end{bmatrix}^n \right\} + \frac{\hat{K}}{\Delta t} \left\{ \begin{bmatrix}
\epsilon_{11} + \epsilon_{22} \\
\epsilon_{11} + \epsilon_{22} \\
0
\end{bmatrix}^{n+1} - \begin{bmatrix}
\epsilon_{11} + \epsilon_{22} \\
\epsilon_{11} + \epsilon_{22} \\
0
\end{bmatrix}^n \right\},
\]

(4.14)

where we have used the notation \( \gamma_{12} = 2\epsilon_{12} \), for which in vector form shear strain components are twice that given in tensor form [92]. We consider the algorithmic consistent Jacobian (or stiffness) fourth order tensor to be defined for the case of Newtonian fluids as

\[
C_{ijkl} = \frac{\partial\sigma_{ij}^{n+1}}{\partial\epsilon_{lm}^{n+1}} = \eta(\delta_{il}\delta_{jm} + \delta_{im}\delta_{jl}) - \eta\delta_{ij}\delta_{lm} + \hat{K}\delta_{ij}\delta_{lm}.
\]

(4.15)

This way, we can write equation (4.11) in matrix form as a linear relation between the stress tensor and the strain rate tensor with a constant coefficient matrix, \( D_v \). We shall refer to \( D_v \) as the \textit{viscosity matrix of moduli}, analogously to the elasticity matrix of moduli [92], and write
\[ \sigma^{n+1} = D_v \hat{\varepsilon}^{m+1}, \quad (4.16) \]

in components,

\[
D_v = \begin{bmatrix}
\frac{c_v}{2} + \hat{K} & -\frac{c_v}{2} + \hat{K} & 0 \\
-\frac{c_v}{2} + \hat{K} & \frac{c_v}{2} + \hat{K} & 0 \\
0 & 0 & \frac{c_v}{2}
\end{bmatrix}, \quad (4.17)
\]

where we have used the constant \( c_v = 2\eta \).

Similarly, we discretize the Maxwell model, in equation (4.12), by considering the stress implicitly. In indicial form, it becomes

\[
\sigma'_{ij}^{n+1} = \left(1 + \frac{\Delta t}{\lambda_1}\right)^{-1} \left\{ \sigma'_{ij}^n + \frac{2\eta}{\lambda_1} \left[ \left( \epsilon_{ij} - \frac{1}{2} \epsilon_{kk} \delta_{ij} \right)^{n+1} - \left( \epsilon_{ij} - \frac{1}{2} \epsilon_{kk} \delta_{ij} \right)^n \right] + \frac{\hat{K}}{\lambda_1} \left[ \epsilon_{kk}^{n+1} \delta_{ij} - \epsilon_{kk}^{n} \delta_{ij} \right] \right\}, \quad (4.18)
\]

which may be written in vector form, as
\[
\sigma'_{n+1} = \left(1 + \frac{\Delta t}{\lambda_1}\right)^{-1} \left\{ \begin{array}{c}
\sigma'_{11} \\
\sigma'_{22} \\
\sigma'_{12}
\end{array} \right\}^m + \frac{2\eta}{\lambda_1} \left\{ \begin{array}{c}
\frac{1}{2}\epsilon_{11} - \frac{1}{2}\epsilon_{22} \\
-\frac{1}{2}\epsilon_{11} + \frac{1}{2}\epsilon_{22} \\
\gamma_{12}
\end{array} \right\}^n - \left\{ \begin{array}{c}
\frac{1}{2}\epsilon_{11} - \frac{1}{2}\epsilon_{22} \\
-\frac{1}{2}\epsilon_{11} + \frac{1}{2}\epsilon_{22} \\
\gamma_{12}
\end{array} \right\}^n + \frac{K}{\lambda_1} \left\{ \begin{array}{c}
\epsilon_{11} + \epsilon_{22} \\
\epsilon_{11} + \epsilon_{22} \\
0
\end{array} \right\}^{n+1} - \left\{ \begin{array}{c}
\epsilon_{11} + \epsilon_{22} \\
\epsilon_{11} + \epsilon_{22} \\
0
\end{array} \right\}^n \right\} \right).
\]

(4.19)

Now we can rewrite the relation in equation (4.12) in matrix form, with a constant coefficient matrix, \(D_{ve}\), that we shall call the viscoelasticity matrix of moduli. This matrix does not express a direct proportionality between the variation of the stress and the one of the strain, as in the viscous case. But it expresses the variation of the total change of the algorithmic stress (including its history) with respect to the rate of change of the strain, that is

\[
\sigma^{n+1} + \lambda_1 \partial_t \sigma^{n+1} = D_{ve} \dot{\epsilon}^{n+1},
\]

(4.20)

where in components \(D_{ve}\) has the same form as the Newtonian one, in equation (4.17), except for the constant that now is defined as \(c_{ve} = c_v/\lambda_1\), and \(\hat{K}/\lambda_1\) appears in place of \(\hat{K}\).

The discrete material models presented are implemented as a user defined subroutine for the software Abaqus/Standard 6.13, and the time derivatives of equation (4.3) are discretized implicitly with a generalized Newmark scheme [102]. The complete description of the spatial discretization for each term in equation (4.2) is given in Appendix A.
4.4 Results and Discussion

4.4.1 Convergence Tests

We present our numerical results in absence of gravity, and in terms of the surface coordinate system, for which the surface vector displacement and applied loads only have two in-plane nontrivial components, and therefore we omit the null third component to avoid cumbersome notation. To validate our formulation and implementation, we have performed several convergence tests.

One of the typical convergence tests for membrane structures is the Cook’s membrane\cite{cook1965mathematical,cook1965free}. This is a free-boundary problem in which a membrane, shaped as in the left panel of Figure 4.2, undergoes a load on its top boundary, while its bottom boundary is held fixed. We apply a horizontal load along the top boundary, given by $P = (1,0)$ N, and the bottom boundary satisfies a homogeneous Dirichelet boundary condition on the displacement field, i.e., $u = (0,0)$ m. All other boundaries of the membrane are free to move, and satisfy no-flux and traction-free boundary conditions. For the convergence test of both the Newtonian and Maxwell models, we apply a load with an amplitude, denoted by $A$, linearly varying in time, as shown in the right panel of Figure 4.2. In problems in which a load is applied and/or removed, we relate the time of the loading/unloading phases to the characteristic time of the
Figure 4.3  The final configuration, at $t^* = 1$, of a Cook’s membrane of viscoelastic material of Maxwell type, with viscosity coefficient $\eta = 10 \text{ Pa s}$, and relaxation time $\lambda_1 = 1 \text{ s}$. The color gradient represents contour plots of the displacement field, in which warmer shades mean higher values. In (a), we show the first component of the displacement field, $u_1$, that ranges between its minimum value, $u_{1\min} = 0 \text{ m}$ (blue), and its maximum value, $u_{1\max} = 5.686 \times 10^{-3} \text{ m}$ (red). In (b), we display the second component, $u_2$, that ranges between its minimum value, $u_{2\min} = -3.275 \times 10^{-3} \text{ m}$ (blue), and its maximum value, $u_{2\max} = 0 \text{ m}$ (red).

response of the material. For the case of Maxwell liquids we scale the time interval of the loading/unloading phases by the normalized time $t^* = t/\lambda_1$. On the other hand, for Newtonian liquids, we use $t^* = t/t_c$, where $t_c = 1 \text{ s}$ is a characteristic time scale for viscous fluids. For the numerical investigations that follow, we consider membranes of viscosity coefficient $\eta = 10 \text{ Pa s}$, density $\rho = 10^3 \text{ kg/m}^3$, and relaxation time $\lambda_1 = 1 \text{ s}$ for the Maxwellian (for Maxwell model) membrane, unless specified differently.

In Figure 4.3, we show the deformed Maxwellian membrane at time $t^* = 1$, discretized by an unstructured mesh composed of 336 triangular elements. We display the contour plots of the vector displacement field, for which warmer shades indicate higher values. In Figure 4.3(a) we show the contour plot of the first component of the vector displacement field, $u_1$, that ranges between its minimum value, $u_{1\min} = 0 \text{ m}$ (blue), on the bottom boundary, and its maximum value, $u_{1\max} = 5.686 \times 10^{-3} \text{ m}$, (red) on the top-right corner of the membrane. In Figure 4.3(b), we display the contour plot of the second component of the vector displacement field, $u_2$, that ranges
Figure 4.4 Convergence tests for the Cook’s membrane for Maxwell (red square data on blue dashed curve) and Newtonian (red circle data on blue solid curve) models. We display the relative error on the computed $u_1$, as measured at the top-right corner of the deformed Cook’s membrane, at time $t^* = 1$, versus the number of elements, $N_e = 8, 22, 80, 336$, both in logarithmic scale.

between its minimum value, $u_{2\text{min}} = -3.275 \times 10^{-3}$ m (blue), on the top-right corner of the membrane, and its maximum value, $u_{2\text{max}} = 0$ m (red), on the left boundary.

By performing several numerical experiments, with a fixed time step, $\Delta t = 10^{-4}$ s, and refined unstructured meshes, we can have a quantitative analysis of the convergence of our numerical algorithms, equations (4.14) and (4.19), and show that our results converge under mesh refinement. In Figure 4.4, we show our numerical results of the relative error on the computed $u_1$, as measured at the top-right corner of the deformed Cook’s membrane, at time $t^* = 1$, versus the number of elements, $N_e = 2, 8, 22, 80, 336$, both in logarithmic scale. For the computation of the relative error, we have considered as approximation of the actual solution the result obtained with an unstructured mesh composed of $N_e = 1346$ elements. We represent with red squares on a blue dashed curve the data for the Maxwellian membrane, and with red circles on a blue solid curve the Newtonian one. We can see that the results of our implementation of both constitutive models converge, with increasing number of elements.
A validation test for the pressure formulation and the near incompressibility condition is given by a tension experiment. For this test, the liquid membrane is deposited on a plane and surrounded by rigid plates, forming a square bounding box. On the left boundary, the plate is allowed to move vertically, by imposing a zero boundary condition for $u_1$. On the bottom boundary, the plate is allowed to move horizontally, by imposing a zero boundary condition for $u_2$. The right boundary satisfies a no-flux and traction-free boundary condition. The top boundary satisfies a no-flux boundary condition and it is displaced linearly in time by $u = (0, 0.005)$ m, such that for $t^* = 0$, the corresponding amplitude is $A = 0$, and for $t^* = 1$, the corresponding amplitude is $A = 1$. Hence, by studying the dimensionless parameter related to the pressure, $\eta/\hat{K}$, we can quantitatively verify that the pressure formulation leads, in the limit, to incompressibility. In Figure 4.5, we show the results of our simulations for the Maxwellian film. We measure the computed volumetric strain, $\epsilon_{kk}$, for different values of $\hat{K} = 10^2, 5 \times 10^2, 10^3, 5 \times 10^3, 7.5 \times 10^3, 10^4$ Pa s, keeping $\eta = 10$ Pa s fixed, both in logarithmic scale. We can see that the data corresponding to the small values of the dimensionless ratio $\eta/\hat{K}$, have a smaller volume change.
Figure 4.6  Schematic of a sheared membrane between parallel plates. Both plates are sheared on the top, held fixed at the bottom, and no-flux and traction-free boundary conditions are applied on the lateral boundaries of the plates. Friction between the liquid and the plates is neglected.

\( \epsilon_{kk} \). We have found that the optimal range for the near incompressibility condition is \( \eta/\hat{K} \in [10^{-3}, 10^{-1}] \). In fact, when \( \eta/\hat{K} < 10^{-3} \) the penalty method leads to stringent constraints on the time step [98, 105], whereas, \( \eta/\hat{K} > 10^{-1} \) allows for more compressibility of the material.

4.4.2 Membrane Deformation under Shear Flow

The first application we consider is the simple shear flow [11, 94] of a thin liquid layer between parallel rigid plates. In this investigation, we do not include friction effects between the liquid layer and the rigid plates. The shear motion is obtained by holding the bottom boundary of the plates fixed, and by horizontally shearing the top boundary, by either imposing a horizontal displacement, or a horizontal force. In Figure 4.6, we show the schematic of the setup of this numerical experiment, where square membranes of length \( L = 10^{-1} \) m are used. For the first numerical experiment, a constant horizontal load \( \mathbf{P} = (10^{-2}, 0) \) N has been linearly applied in time for \( t^* = 5 \). The right and left boundaries satisfy a traction-free and no-flux boundary conditions,
Figure 4.7  Comparison of the evolution of sheared membranes of Newtonian and Maxwellian fluids. The contour plots of $u_1$, are displayed at time $t^* = 1, 2, 5$ (from left to right), where the red color represents the maximum value attained at $t^* = 5$, $u_{1\text{max}} = 2.381 \times 10^{-2}$ m, and the blue color represents the minimum value, $u_{1\text{min}} = 0$ m. The viscosity coefficient for all membranes is $\eta = 20$ Pa s, and the relaxation times are $\lambda_1 = 0, 0.5, 1, 2, 5$ s, (from top to bottom).

and the bottom boundary is clamped. In Figure 4.7, we show the final configuration of sheared membranes of Maxwell type, compared to a viscous one. The contour
plots of $u_1$, are displayed at time $t^* = 1, 2, 5$ (from left to right), where the red color represents the maximum value attained at $t^* = 5$, $u_{1\text{max}} = 2.381 \times 10^{-2}$ m, and the blue color represents the minimum value, $u_{1\text{min}} = 0$ m. The viscosity coefficient for all membranes is $\eta = 20$ Pa s, and the relaxation times are $\lambda_1 = 0, 0.5, 1, 2, 5$ s, (from top to bottom). We observe that the liquid membrane of Maxwell type with the highest relaxation time has deformed the most, corresponding to a longer dimensional time of imposed load. Since this numerical experiment reproduces a simple shear motion, the second component of the displacement is identically zero, and it is not displayed.

Next, we investigate the effect of the relaxation time on both the stress and the displacement in the simple shear flow. We observe that the relaxation time, $\lambda_1 = 2\eta/G$, represents the ratio of the shear viscosity coefficient over the shear elastic modulus. Hence, by keeping the viscosity fixed, and by increasing $\lambda_1$, we increase the importance of viscosity relative to elasticity. In this test case, we displace the top plates by applying a velocity of $\mathbf{v} = (10^{-4}, 0)$ m/s. This boundary condition is time-dependent, with the magnitude of the applied velocity linearly decreasing in time, similarly to the ramp in Figure 4.2, but with final time $t^* = 4$. In Figure 4.8, we plot the time evolution of the shear stress component, $\sigma_{12}$, for the values of the relaxation time $\lambda_1 = 0$ s (blue solid curve), 0.5 s (green dashed curve), 1 s (purple dash-dotted curve), 2 s (yellow dashed curve), 5 s (red dotted curve). In this Figure we can see that the limiting case, for $\lambda_1 = 0$ s, that corresponds to a Newtonian fluid, exhibits the linear relationship between the shear stress and strain rate. Moreover, the Maxwellian liquid of relaxation time $\lambda_1 = 0.5$ s shows a similar behavior, and the ones with $\lambda_1 > 1$ s show the stress relaxation feature, typical of Maxwell model [11], in which the peak of shear stress is lowered by higher values of the relaxation time.

Following that, we carry out one last parameter study on the relaxation time. For this test case, and different from the previous one in which we imposed an initial velocity for the shear motion, we displace the top plate by applying a horizontal
Figure 4.8  Evolution of the shear stress component, $\sigma_{12}$, of sheared membranes, for different values of the relaxation time $\lambda_1 = 0$ s (blue solid curve), 0.5 s (green dashed curve), 1 s (purple dash-dotted curve), 2 s (yellow dashed curve), 5 s (red dotted curve).

Figure 4.9  Evolution of $u_1$, measured from the top-right corner of the sheared membrane, for different values of the relaxation time $\lambda_1 = 0$ s (blue solid curve), 0.5 s (green dashed curve), 1 s (purple dash-dotted curve), 2 s (yellow dashed curve), 5 s (red dotted curve).

load $P = (0.1, 0)$ N, linearly decreasing in time, similarly to the ramp in Figure 4.2, but with final time $t^* = 25$. When the load or the deformation is removed, different behaviors occur according to the material model considered. A linearly elastic material bounces back and forth, with no constitutive dissipation. A Newtonian liquid exhibits
resistance to the shearing velocity and no elastic behavior. A Maxwell liquid can combine both these two characteristic behaviors, as described in Section 4.3. We measure $u_1$, on the top-right corner of the membrane, and track its evolution in time. In Figure 4.9 we show the values corresponding to the results with $\lambda_1 = 0$ s (blue solid curve), 0.5 s (green dashed curve), 1 s (purple dash-dotted curve), 2 s (yellow dashed curve), 5 s (red dotted curve). We observe how the viscous fluid, corresponding to the curve with $\lambda_1 = 0$ s, reaches a plateau and does not exhibit any elastic effects. In fact, even when the load is removed, the Newtonian membrane displacement remains constant. By contrast, the Maxwell liquids exhibit a nearly elastic response in the early times, that is dissipated by viscosity in later times. As stated in the previous paragraph, by increasing the relaxation time $\lambda_1$, at parity of viscosity coefficient, we increase the importance of the viscosity relative to elasticity. We can in fact see the increasing effects of viscosity in the oscillations with smaller amplitude and larger wavelengths for the curves of $\lambda_1 > 1$ s.

4.4.3 Membrane Deformation under Extensional Flow

Finally, we consider the application of the drawing of viscoelastic membranes with constant thickness, as a planar study of a more general redrawing process of viscoelastic flat sheets [106]. Drawing or redrawing processes are manufacturing practices for which a sheet, usually of glass or metal, is heated and stretched to obtain a reduced cross sectional area, such as in the production of glass fibers (see [90, 91, 106] and references...
Figure 4.11  Left region of drawn viscoelastic membranes. Contour plots of $u_2$, for the quasi-static solution of drawn membranes, of relaxation time $\lambda_1 = 0, 0.5, 1, 2, 5$ s, (from top to bottom), at $t \sim 23$ s. The blue color on the top of the necking region represents the minimum value of $u_2$, $u_{2\text{min}} = -1.727 \times 10^{-4}$ m, and the red color at the bottom of the necking region represents its maximum value, $u_{2\text{max}} = -u_{2\text{min}}$.

This process usually consists of two phases: a sheet is first cast and then subsequently reheated and drawn [90]. We consider only the drawing phase, for which we model the sheet as a slender membrane of initial length $L = 100$ mm and width $W = 1$ mm, with its bottom-left corner coinciding with the origin of the surface coordinate system (see Appendix A) in reference state, $(Y_1, Y_2)$, as depicted in Figure 4.10. The membrane is clamped on its right and left boundaries to rigid walls that move with a drawing velocity on the right boundary, $v_d = (10^{-3}, 0)$ m/s, and a feed velocity on the left boundary, $v_f = (10^{-4}, 0)$ m/s, respectively (unless specified
Figure 4.12  Left region of drawn viscoelastic membranes. Contour plots of the second normal stress component, $\sigma_{22}$, of viscoelastic membranes of relaxation time $\lambda_1 = 0, 0.5, 1, 2, 5$ s, (from top to bottom), at $t \sim 23$ s. The principal stress $\sigma_{22}$ has reached its maximum value, $\sigma_{22\text{max}} = 8.605 \times 10^{-1}$ Pa, represented by the red shades, and its minimum value, $\sigma_{22\text{min}} = 1.193 \times 10^{-2}$ Pa, represented by the blue shades. The region of maximum stress represents the onset of buckling.

differently). The top and bottom boundary satisfy no-flux and traction-free boundary conditions.

We start by considering the drawing process in which viscoelastic membranes, with constant viscosity, are stretched and held in thermal equilibrium. The setup of this process, together with the initial size of the membrane (not in scale), is depicted in Figure 4.10. As the viscoelastic film is stretched, it necks, i.e., it shrinks along the direction perpendicular to the elongation direction. In Figure 4.11, we show contour plots of $u_2$, for the quasi-static solution of the central region of drawn membranes,
Figure 4.13  Schematic of the drawing process of a thin viscoelastic membrane (not in scale), and the temperature profile at the location of the furnace.

of relaxation time $\lambda_1 = 0, 0.5, 1, 2, 5$ s, (from top to bottom), at $t \sim 23$ s, and in Figure 4.12, we display the contour plots of $\sigma_{22}$ for the same membranes as in Figure 4.11, at the same time. In the latter, we note that for higher relaxation times, the membranes exhibit more necking, reaching the minimum value of $u_2$, represented by the blue shade on the top boundary of the membrane, $u_{2\text{min}} = -1.727 \times 10^{-4}$ m, and its maximum value at the bottom of the necking region, represented by the red color, $u_{2\text{max}} = -u_{2\text{min}}$. Moreover, in Figure 4.12, we observe that the principal stress, $\sigma_{22}$, has reached its maximum value, $\sigma_{22\text{max}} = 8.605 \times 10^{-1}$ Pa, represented by the red shades, and its minimum value, $\sigma_{22\text{min}} = 1.193 \times 10^{-2}$ Pa, represented by the blue shades. The region of the maximum value of the normal stress suggests an onset of buckling. To investigate this phenomenon and its dependence on the stiffness of the material, in what follows, we consider membranes with variable viscosity.

Next, we analyze drawing processes in which the stretched film is also heated [90]. As the membrane is drawn, it passes a heated region, representing an idealized furnace, starting at location $Y_1 = 40$ mm. The furnace temperature follows a linear profile that increases from the ambient temperature, $T_a = 300$ K, reaching its maximum, $T_f = 400$ K, that is held constant over the interval $45$ mm $< Y_1 < 55$ mm, and returns to the ambient temperature at $Y_1 = 60$ mm, as shown in Figure 4.13. According to the industrial application of interest, the dimension of the membrane and the furnace can
Figure 4.14  Central region of drawn viscoelastic membranes. Contour plots of $u_2$, for the quasi-static solution of drawn membranes, of relaxation time $\lambda_1 = 0, 0.5, 1, 2, 5$ s, (from top to bottom), at $t \sim 10$ s. The blue color on the top of the necking region represents the minimum value of $u_2$, $u_{2\text{min}} = -5.863 \times 10^{-5}$ m, and the red color at the bottom of the necking region represents its maximum value, $u_{2\text{max}} = -u_{2\text{min}}$.

We are interested in industrially relevant processes where the furnace zone is short relative to the membrane length, but large relative to the membrane width. Consistent with Srinivasan et al. [106], we assume that the temperature irradiation between the heating device and the viscoelastic membrane is in equilibrium, so that the temperature in the fluid equals the one prescribed by the furnace. As the temperature reaches its maximum, we model the viscosity as linearly dependent on the temperature $T$, according to the following expression
Figure 4.15  Central region of drawn viscoelastic membranes. Contour plots of the second normal stress component, $\sigma_{22}$, of viscoelastic membranes of relaxation time $\lambda_1 = 0, 0.5, 1, 2, 5$ s, (from top to bottom), at $t \sim 10$ s. The principal stress $\sigma_{22}$ has reached its maximum value, $\sigma_{22\text{max}} = 3.759 \times 10^{-1}$ Pa, represented by the red shades, and its minimum value, $\sigma_{22\text{min}} = -1 \times 10^{-3}$ Pa, represented by the blue shades. The region of maximum stress represents the onset of buckling.

$$\eta = \eta_a - \frac{\eta_f - \eta_a}{T_f - T_a} (T - T_a), \quad (4.21)$$

where we have considered the difference between the viscosity of the liquid in the furnace, $\eta_f$, and in the ambient, $\eta_a$, to be modeled as $\eta_f - \eta_a = \eta_a/2$, with $\eta_a = 1$ Pa s.

In Figure 4.14, we show contour plots of $u_2$, for the quasi-static solution of the central region of drawn membranes, of relaxation time $\lambda_1 = 0, 0.5, 1, 2, 5$ s, (from top to bottom), at $t \sim 10$ s. As the membranes are stretched, they exhibit some necking.
in their central part, corresponding to the region of lowest viscosity, consistently with [107]. The blue color on the top of the necking region represents the minimum value of $u_2$, $u_{2\text{min}} = -5.863 \times 10^{-5}$ m, and the red color at the bottom of the necking region represents its maximum value, $u_{2\text{max}} = -u_{2\text{min}}$. In addition, by analyzing the stresses even in the case of heated membranes, we can identify the onset of buckling, leading to wrinkling instabilities. These are known to arise when viscous [106, 107] or elastic [108] sheets are stretched. In Figure 4.15, we show the second normal stress component, $\sigma_{22}$, for the corresponding stretched membranes in Figure 4.14. The principal stress $\sigma_{22}$ has reached its maximum value, $\sigma_{22\text{max}} = 3.759 \times 10^{-1}$ Pa, represented by the red shades, and its minimum value, $\sigma_{22\text{min}} = -1 \times 10^{-3}$ Pa, represented by the blue shades. The region of maximum stress represents the onset of buckling, due to the in-plane compression generated by Poisson’s effect [108].

Next, we are interested in tracking the evolution of the membrane profile, as it necks. Hence, in Figure 4.16, we show the discrete points corresponding to the nodes belonging to the boundary of the mesh, at $t \sim 10$ s, of the central region of drawn membranes, of relaxation time $\lambda_1 = 0$ s (black diamonds), $\lambda_1 = 1$ s (red circles), $\lambda_1 = 2$ s (green stars), $\lambda_1 = 5$ s (blue triangles), at $t \sim 10$ s.
Figure 4.17  Comparison of $u_2$ at the midpoint of the top boundary of the stretched Newtonian and Maxwellian membranes, for $\lambda_1 = 0$ s (blue solid curve), 0.1 s (green dashed curve), 0.25 s (purple dash-dotted curve), 0.5 s (yellow dashed curve), 0.75 s (red dotted curve), 1 s (black solid curve), 2 s (magenta dash-dotted curve), 5 s (orange solid curve), and 10 s (light blue dashed curve), both in logarithmic scale. The inset shows a magnification of the graphs for $t \in [8,10]$ s.

$\lambda_1 = 2$ s (green stars), $\lambda_1 = 5$ s (blue triangles). We can see that the Maxwellian membranes with higher values of the relaxation time exhibit more necking.

We next want to quantitatively assess the effect of the relaxation time on the necking. Therefore, in Figure 4.17, we analyze the evolution of the point of maximum necking, at the center of the redrawn Newtonian and Maxwellian sheets. We plot $u_2$, at the midpoint of the top boundary of the stretched film, for $\lambda_1 = 0$ s (blue solid curve), 0.1 s (green dashed curve), 0.25 s (purple dash-dotted curve), 0.5 s (yellow dashed curve), 0.75 s (red dotted curve), 1 s (black solid curve), 2 s (magenta dash-dotted curve), 5 s (orange solid curve), and 10 s (light blue dashed curve), both in logarithmic scale.

Finally, we investigate the maximum stretch, defined as $\bar{\varepsilon} = u_{1\text{max}}/L$, attained by the elongated membranes before the onset of buckling. This quantity, industrially relevant, can help manufacturers avoid undesired wrinkling instabilities. In Figure 4.18, we investigate the influence of the relaxation time, for $\lambda_1 \in [0,10]$ s, on $\bar{\varepsilon}$,
Figure 4.18  Stretch factor, $\bar{\varepsilon} = u_{1,max}/L$, versus the relaxation time $\lambda_1$, for four different sets of feeding and drawing velocities: $\mathbf{v}_f = (10^{-4}, 0) \text{ m/s}$ and $\mathbf{v}_d = (10^{-3}, 0) \text{ m/s}$ (blue solid curve), $\mathbf{v}_f = (5 \times 10^{-4}, 0) \text{ m/s}$ and $\mathbf{v}_d = (10^{-3}, 0) \text{ m/s}$ (magenta dotted curve), $\mathbf{v}_f = (10^{-4}, 0) \text{ m/s}$ and $\mathbf{v}_d = (5 \times 10^{-3}, 0) \text{ m/s}$ (black solid curve), and $\mathbf{v}_f = (5 \times 10^{-4}, 0) \text{ m/s}$ and $\mathbf{v}_d = (5 \times 10^{-3}, 0) \text{ m/s}$ (red dotted curve). We can see that membranes that are drawn at higher speeds, i.e., with $\mathbf{v}_d = (5 \times 10^{-3}, 0) \text{ m/s}$, reach a maximum elongation of 20% from their initial length.

We moreover notice that membranes with equal drawing velocities exhibit a similar behavior, although the ratio of the magnitude of their drawing to feed velocities, is different, ranging from 10 for the first and third set of data, to 50 for the second and fourth ones.

### 4.5 Conclusions

We have presented a novel numerical investigation of the dynamics of nearly incompressible viscoelastic liquid membranes. We have introduced a displacement-based finite element formulation, in which the stresses are expressed for both
viscoelastic fluids of Maxwell type, and viscous (Newtonian) fluids. For the nearly incompressibility condition of both the Newtonian and Maxwellian cases, we have introduced a penalty function, in which the penalty constant is proportional to the viscosity of the fluid. We have validated our numerical implementation with several numerical experiments, demonstrating mesh-independence of our results, and validity of the formulation for near incompressibility, in the limit of the dimensionless parameter $\eta/\hat{K}$.

We have focused on two main applications of our general numerical framework: the shear flow [11] and the extensional flow in drawing processes [90, 91]. For the case of the simple shear flow of membranes between parallel plates, we have investigated the effect of the relaxation time on the stress relaxation and the dynamics of the liquid. Comparing the behavior of sheared Newtonian and Maxwellian membranes, we have observed the effects of viscoelasticity on the nature of the dynamics, as well as on their final configuration. We have found that Maxwellian membranes deform the most, compared to Newtonian ones, when they are continuously sheared. While they exhibit an elastic response, that is constitutively damped by viscosity, in the case of loading/unloading forcing.

For the drawing process of Newtonian and Maxwellian membranes, with a constant or thermally-dependent viscosity, we have investigated how viscoelasticity affects the necking of the membranes in extensional flows. We have found that higher values of the relaxation time enhance the necking of the stretched membranes. Finally, we have investigated the influence of the relaxation time on the maximum stretch attained by the membranes before the onset of wrinkling instabilities, that are known to arise when viscous [106, 107] or elastic [108] sheets are stretched. We have found that higher values of the relaxation time facilitate the onset of buckling and therefore the emergence of the wrinkling instabilities. To have a better understanding of this phenomenon, one should model the sheets as shells, so that they possess not only a
stretching energy, but also a bending energy. We propose this formulation in the next chapter.
CHAPTER 5

FREE-BOUNDARY FLOW OF VISCOELASTIC SHEETS

5.1 Introduction

In this chapter, we introduce our preliminary work on three-dimensional simulations of thin layers of viscoelastic fluids that are capable of stretching and bending. The problem of the buckling of a viscoelastic thin sheet has been widely studied in classical continuum mechanics \[109\]. This problem has two natural limiting situations: the elastic limit (also called by Euler the problem of elastica \[110\]) and the viscous limit (called by analogy the problem of viscida \[109\]). We propose to numerically simulate the intermediate regime of this phenomenon, that, by analogy, we shall refer to as the problem of viscoelastica.

Our numerical investigation aims to be a natural extension of the computational study developed by Batty et al. \[111\], in the field of Physics-based Computer Animations. Simulations of thin incompressible viscous sheets that can sag, fold, buckle and wrinkle, are obtained by Batty et al. \[111\] within a discrete Lagrangian formulation. In their work, the stresses exerted on a deformed sheet are implicitly accounted for through the stretching and bending energy densities, defined for linearly elastic shells. Surface tension effects are considered through the surface energy density \[94\].

In their computational investigation, Batty et al. use approximations valid within the theory of thin elastic shells to find the energy densities associated to both stretching (in-plane) and bending (transverse) deformations, based on the linear relationship that exist between the stress and the strain tensor in linear elasticity \[112\]. To apply notions proper of shell theory (statics) to the study of viscous sheets in motion (dynamics), Batty et al. \[111\] take advantage of the Stokes-Rayleigh analogy, that relates the constitutive equations and the material parameters of elastic solids.
and viscous fluids. In fact, Stokes [113] and Rayleigh [114], independently proved that the constitutive relation for viscous fluids is analogous to the one for elastic solid materials, provided the displacement is replaced by the velocity, and thus the strain replaced by the strain rate [115]. By this correspondence, techniques used to solve problems for elastic solids can be extended to find solutions of Stokes (creeping) flow problems. In the present chapter, we find an extension of the Stokes-Rayleigh analogy to account for linear viscoelastic constitutive models. To expand the framework developed by Batty et al. [111], one should propose a viscoelastic stretching energy potential, analogous to the elastic one. This modification would allow to obtain simulations of thin viscoelastic layers of fluids that are visually interesting for the Computer Graphics community and physically accurate, and that include features typical of viscoelasticity: stress relaxation, creep, and hysteresis (the relationship between the stress tensor and the strain rate is time-dependent).

However, to the best of our knowledge, the formulation of a viscoelastic energy potential cannot follow exactly the same form of the linear elastic case [112], because the relationship between the stress and the strain tensors is not a linear relation, but a differential one. Therefore the analogy that has successfully worked for the linear elastic and viscous cases, cannot equally provide an aid for the extension to the viscoelastic case. Thus, to account for viscoelastic effects, one should directly utilize a stressed-based formulation, rather than an energy-based one. This would need a new approach in the mathematical and physical modeling and an overhaul of the numerical framework in [111], that goes outside of the scope of the present work. Nonetheless, in this chapter we give the complete description of the problem, and leave as future work the possibility of expansion.

In the first part of this chapter, we describe in detail the theoretical background needed for the discrete formulation [111]. We then propose how to extend the Stokes-Rayleigh analogy to include viscoelastic constitutive models. Finally, we show
Figure 5.1 Schematic of a 3D thin layer of fluid.

two applications of the numerical formalism presented, describing different physical phenomena for viscous fluids: the viscous catenary problem that exhibits sagging and stretching of a thin sheet of viscous fluid attached to two rigid walls, and a viscous bubble, i.e., a thin viscous film on a solid substrate enclosing an air bubble, that wrinkles and collapses when punctured. The extension of these applications to include viscoelastic effects are left as future work.

5.2 Mathematical Formulation

In contrast to the cases considered in Chapters 2 and 3, where the fluid is geometrically confined, due to the solid substrate, represented by the $x$-axis ($y = 0$), in this chapter the slender geometry of the fluid sheet is described through a free-boundary, three-dimensional domain $\Omega$. Its boundary, $\partial \Omega$, is constituted by two free surfaces: the top surface, namely $H^+$, of equation $z = \frac{1}{2}h(x, y, t)$, and the bottom surface, namely $H^-$, of equation $z = -\frac{1}{2}h(x, y, t)$; where the midsurface is, without loss of generality, $z = 0$ [37, 39, 116] (see Figure 5.1 for a sketch). Thus, we have that

$$-\frac{h}{2} \leq z \leq \frac{h}{2}.$$  \hspace{1cm} (5.1)
In thin shell theory, it is customary to use notations borrowed from differential geometry and tensor calculus. Hence, we can write a position vector \( \mathbf{x} = (x, y, z) \in \mathbb{R}^3 \) in the equivalent form \( \mathbf{x} = (x_1, x_2, x_3) \). The use of an indexed generic component \( x_i \) of a vector \( \mathbf{x} \) is preferred when the summation convention (or indicial notation) is adopted for repeated indices. By convention, Greek indices \( \{\alpha, \beta\} = \{1, 2\} \) are used for in-plane components of tensors, while \( x_3 \) refers to the transversal coordinate that is locally normal to the surface. A matrix (or tensor) \( \mathbf{A} \), can be defined in terms of its components by \( \mathbf{A} = a_{ij} \), where Latin indices \( \{i, j, k\} = 1, 2, 3 \).

### 5.3 Governing Equations for Thin Liquid Sheets

We report here the conservation laws for creeping (Stokes) flows

\[ \nabla \cdot \mathbf{\Upsilon} + \mathbf{F}_b = 0, \quad (5.2a) \]
\[ \nabla \cdot \mathbf{v} = 0, \quad (5.2b) \]

where \( \mathbf{F}_b \) is the body (or volumetric) force, such as the gravitational force and \( \mathbf{\Upsilon} \) represents the totality of stresses, that depend on the gradient of the vector velocity field, denoted by \( \mathbf{v} = (v_1(x, y, t), v_2(x, y, t), v_3(x, y, t)) \). In what follows, we consider the stress constitutive model for viscous (Newtonian) fluids, and we will include viscoelastic stresses in Section 5.6.

Supposing that there is a distribution of stress throughout the shell, we can write the stress tensor referred to the midsurface

\[ \Upsilon^{i\lambda} = \hat{h}^{\lambda\alpha}_i \sigma^{i\alpha}, \quad (5.3a) \]
\[ \Upsilon^{i3} = \hat{h} \sigma^{i3}, \quad (5.3b) \]
where the definitions of $\varsigma$ and $\hat{h}$ are given in Appendix B. For a viscous fluid, we can describe the stress tensor, $\sigma^{ij}$, at an arbitrary point in the sheet as

$$
\sigma^{ij} = 2\eta g^{ik} g^{jl} \dot{\epsilon}_{kl} - pg^{ij},
$$

(5.4)

where $p$ is the pressure, $\dot{\epsilon}_{ij}$ the strain rate tensor (whose definition is provided in the following section), and $g^{\alpha\beta}$ represent the contravariant components of the metric tensor, defined in Appendix B. Following [37, 39], the equation of equilibrium (5.2a) for a shell becomes

$$
\Upsilon^{\alpha\beta}_{|\alpha} - b^\beta_{\alpha} \Upsilon^{3\beta}_{,3} = -\hat{h} \rho F_{\alpha},
$$

(5.5a)

$$
\Upsilon^{3\beta}_{|\alpha} + b^\alpha_{\beta} \Upsilon^{\alpha\beta} + \Upsilon^{33}_{,3} = -\hat{h} \rho F_{3},
$$

(5.5b)

where $b_{\alpha\beta}$ are the covariant components of the second fundamental tensor of the midsurface, whose form is given in Appendix B. The incompressibility condition, equation (5.2b), reads

$$
(\hat{h}w)_{,z} + [a^{\alpha\beta} + z(b^{\alpha\beta} - 2\kappa_m a^{\alpha\beta})] u_{\alpha_{|\beta}} = 0,
$$

(5.6)

where the definition of the mean curvature, $\kappa_m$, and of the contravariant components of the (symmetric) metric tensor, $a^{\alpha\beta}$, are given in Appendix B, and where $,\alpha$ indicates, by convention, $\partial/\partial x_\alpha$. We define the quantities

$$
\eta^{\alpha\beta} := \int_{H^-}^{H^+} \Upsilon^{\alpha\beta} dz
$$

(5.7a)

$$
q^\alpha := \int_{H^-}^{H^+} \Upsilon^{3\alpha} dz
$$

(5.7b)

$$
P^i := F^i_b \int_{H^-}^{H^+} \rho h dz + \mathcal{F}^i_+ + \mathcal{F}^i_-
$$

(5.7c)
where \( F_{i}^{j} := \Lambda_{i}^{j} \gamma_{i}^{j} \) are the components of the stress applied in the direction \( a_{i} \) to the outer surface, measured per unit area of the midsurface [39]. We emphasize the difference in the notation of the normal vector \( n_{i}^{\pm} \), that has one Latin index, and the stress resultant tensor \( n^{\alpha\beta} \), with two Greek superscripts.

We integrate equation (5.5a) with respect to \( z \), from \( H^{-} \) to \( H^{+} \), and use the quantities in equation (5.7) to obtain

\[
\begin{align*}
    n^{\alpha\beta}|_{\alpha} - b^{\beta}_{\alpha} q^{\alpha} + \mathcal{P}^{\beta} &= 0, \quad (5.8a) \\
    q^{\alpha}|_{\alpha} + b_{\alpha\beta} n^{\alpha\beta} + \mathcal{P}^{\beta} &= 0. \quad (5.8b)
\end{align*}
\]

We now define the bending moment tensor (or stress couple) as

\[
m^{\alpha\beta} := \int_{H^{-}}^{H^{+}} z \gamma^{\alpha\beta} dz. \quad (5.9)
\]

We multiply equation (5.8a) by \( z \) and integrate in \( z \) from \( H^{-} \) to \( H^{+} \). Using equation (5.9), we can write

\[
m^{\alpha\beta}|_{\alpha} - q^{\beta} + \mathcal{M} = 0, \quad (5.10)
\]

where

\[
\mathcal{M}^{\beta} := F^{\beta}_{b} \int_{H^{-}}^{H^{+}} \rho \hat{h} dz + \frac{\hat{h}}{2} (F^{\beta}_{+} - F^{\beta}_{-}). \quad (5.11)
\]

Now we isolate the term \( q^{\beta} \) in equation (5.10), and use it into equation (5.8a), obtaining

\[
n^{\alpha\beta}|_{\alpha} - b^{\beta}_{\alpha} (\mathcal{M}^{\alpha} + m^{\beta\alpha}|_{\beta}) + \mathcal{P}^{\beta} = 0. \quad (5.12)
\]
We then define the quantities

\[
N^{\alpha\beta} := n^{\alpha\beta} + b^{\beta}_\alpha m^\alpha, \quad (5.13a)
\]

\[
M^{\alpha\beta} := \frac{1}{2} (m^{\alpha\beta} + m^{\beta\alpha}). \quad (5.13b)
\]

We can finally rewrite the equations (5.8) of equilibrium as

\[
N^{\alpha\beta} |_{\alpha - b^\beta} + b^{\beta}_\alpha M^{\alpha} + P^{\beta} - b^{\beta}_\alpha M^{\alpha} = 0, \quad (5.14)
\]

\[
M^{\alpha\beta} |_{\alpha\beta} - b^{\alpha\beta} M^{\alpha\beta} |_{\alpha\beta} + b^{\alpha\beta} N^{\alpha\beta} + P^{3} + M^{\alpha} |_{\alpha} = 0 \quad (5.15)
\]

To define the boundary conditions at the free surfaces of the sheet, we let

\[
P^{\pm} = P^{\pm} c^i_{\pm} = P^i_{\pm} c^i_{\pm}
\]

be the vector of the stress applied to the outer surfaces \( H^{\pm} \) per unit area. Hence, \( P^{\pm}_\alpha \) or \( P^\alpha_{\pm} \) are the tangential components, and \( P^{3}_{\pm} = P^3_{\pm} \) are the normal components of the applied stress. The continuity of stress at the boundary of the sheet is then described by

\[
\sigma_{ij}^{\pm} n_i^{\pm} g_j^{\pm} = P^{\pm} \pm 2\gamma \kappa_{m^{\pm}} n^{\pm}, \quad (5.16)
\]

where \( \gamma \) is the surface tension constant coefficient.

5.3.1 Nondimensionalization

The thin sheet of fluid has an initially constant characteristic thickness \( h \), and a characteristic length scale \( L \), where \( L \) is the smallest lateral length scale (radius of curvature or characteristic wavelength of the applied load). We thus have

\[
(x, y) = L(x^*, y^*), \quad z = h z^*, \quad \frac{h}{L} = \varepsilon \ll 1. \quad (5.17)
\]
Hence, equation (5.1) becomes

\[-\frac{1}{2} \ll z^* \ll \frac{1}{2}.

The principal curvatures are proportional to the inverse of the radii of curvature, hence we scale them as

\[(\kappa_1, \kappa_2) = \frac{1}{L} (\kappa_1^*, \kappa_2^*) . \tag{5.18}\]

Thus, we have that

\[\varsigma_{\alpha \beta}^* = \delta_{\beta}^\alpha , \ varsigma_{\alpha} = a_{\alpha \beta} , \ \hat{h}^* = 1 , \ N^{\alpha \beta} = n^{\alpha \beta} , \ M^{\alpha \beta} = m^{\alpha \beta} , \Lambda_{\pm} = 1 . \tag{5.19}\]

It follows that the stress tensor, in equation (5.4), reduces to

\[\Upsilon_{ij} \equiv \sigma_{ij} = 2 \eta \dot{\epsilon}_{ij} - p \delta_{ij} . \tag{5.20}\]

Hence, from now on, we will use \(\sigma\) to denote the stress tensor throughout the thickness of the shell. Moreover, the stress tensor is symmetric, i.e., \(\sigma^{\beta \alpha} = \sigma^{\alpha \beta}\), and \(\sigma^{3 \beta} = \sigma^{\beta 3}\).

Let us consider equation (5.5a), that, without the contribution of body forces \(F_b\) (such as the gravitational acceleration), reduces to

\[\sigma_{\alpha \beta} - b_\alpha^\beta \sigma^{\alpha 3} + \frac{1}{h} \frac{\partial \sigma^{3 \beta}}{\partial z^*} = 0 . \tag{5.21}\]

Then, if \(\partial \sigma^{3 \beta}/\partial z^*\) is of greater (or the same) order of magnitude as \(\sigma^{\alpha 3}\), equation (5.21) reduces further to
\[ \sigma_{\alpha \beta} + \sigma_{\beta \alpha}^3 = 0. \quad (5.22) \]

This in turns reduces the equations (5.8a) to

\[ n_{\alpha \beta}^\alpha + P^\beta = 0, \quad (5.23) \]

where now \( n^{\alpha \beta} = n^{\beta \alpha} \). Equation (5.8b) remains invariant, but we repeat it here for completeness sake

\[ b_{\alpha \beta} n_{\alpha \beta}^\beta + q_{\alpha} + P^3 = 0, \quad (5.24) \]

while equation (5.10) reduces to

\[ m_{\alpha \beta}^\alpha - q^\beta + \tilde{P}^\beta = 0, \quad (5.25) \]

where \( \tilde{P}^\beta = (h/2)P^\beta \). If \( (h/2)P_{\alpha \beta}^\alpha \) is small compared with \( P^3 \), we can drop this term when we apply the same procedure outlined before, that is, to isolate the term \( q^\beta \) from equation (5.25) and substitute it into equation (5.24). Hence, equation (5.25) simplifies further to

\[ m_{\alpha \beta}^\alpha - q^\beta = 0, \quad (5.26) \]

where now the bending moment stress \( m^{\alpha \beta} \) is symmetric as well. And finally, equation (5.24) simplifies further to

\[ m_{\alpha \beta}^\alpha + b_{\alpha \beta} n_{\alpha \beta}^\alpha + P^3 = 0. \quad (5.27) \]
Equations (5.23) and (5.27) provide the set of governing equation that we need to solve to describe the flow of the thin viscous sheet, coupled with the incompressibility condition.

## 5.4 Linearly Elastic Shells

In this section, we introduce the constitutive laws for linear elastic solids, commonly used in the field of linear elasticity to study the behavior of thin plates or shells undergoing stretching or bending deformations. We then outline the derivation of the Stokes-Rayleigh analogy that relates the constitutive equations of elastic solids and viscous fluids \[113, 114\]. By this correspondence, techniques used for the study of linear elastic solids can then be extended to the ones employed for creeping viscous flows.

Let us provide a general overview of a linear stress-strain relation, valid for all Hookean elastic media

\[
\sigma_{ij} = 2G\epsilon_{ij} + K\epsilon_{kk}\delta_{ij},
\]

(5.28)

where \(\epsilon_{kk} = Tr\epsilon\), with \(\epsilon\) the strain tensor, \(K\) and \(G\) the two elastic parameters, which characterize the material’s response to deformations: \(K\), the bulk modulus, describes the medium response to (uniform) hydrostatic pressure; \(G\), the shear modulus, represents the material’s response to shear deformation. These two constants are related to the Young’s modulus, \(Y\), and the Poisson’s ratio, \(\nu\), by the following relations

\[
K = \frac{Y\nu}{(1 + \nu)(1 - 2\nu)}, \quad G = \frac{Y}{2(1 + \nu)}.
\]

(5.29)
As anticipated in Section 4.3, an incompressible, elastic solid corresponds to the limits $K/Y \to \infty$ and $\nu \to 1/2$. As these limits are approached, together with the assumption that only small deformations are considered, the product $-K \epsilon_{kk}$ tends to a finite value, the pressure $p$ [115]. Hence, equation (5.28) reduces to

$$
\sigma_{ij} = 2G\epsilon_{ij} - p\delta_{ij} .
$$

(5.30)

We can see that the latter relation is identical to equation (5.20), provided the following transformations are applied

$$(Y, \nu) \leftrightarrow (3\eta, 1/2) , \quad (u, \epsilon, G) \leftrightarrow (v, \dot{\epsilon}, \eta) ,$$

(5.31)

where we recall that the variable $u$ indicates the vector displacement field and $v$ the vector velocity field. We refer to the set of relations (5.31) as the Stokes-Rayleigh analogy relations.

Using equations (5.31), we can then rewrite equation (5.28) as

$$
\sigma_{ij} = \frac{Y}{1 + \nu} \left( \epsilon_{ij} + \frac{\nu}{1 - 2\nu} \epsilon_{kk} \delta_{ij} \right) .
$$

(5.32)

We note that in equation (5.32), the limit $\nu \to 1/2$ represents the fact that the material requires an infinite amount of stress to change its volume, due to incompressibility. Following [112], we can invert the stress-strain relation (5.30) to write the strain in terms of the stress

$$
\epsilon_{ik} = \frac{1 + \nu}{Y} \sigma_{ik} - \frac{\nu}{Y} \sigma_{jj} \delta_{ik} .
$$

(5.33)
For an elastic shell, subjected to both stretching and bending, the dimensional strain is given, in terms of the displacement vector \( \mathbf{u} = u^\alpha \mathbf{a}_\alpha + u^3 \mathbf{a}_3 \), by

\[
\begin{align*}
\epsilon_{\alpha\beta} &= \frac{1}{2} \left( u_{\theta\alpha} \mu_{\beta}^\theta + u_{\theta\beta} \mu_{\alpha}^\theta - 2(b_{\theta\alpha} \mu_{\beta}^\theta + b_{\theta\beta} \mu_{\alpha}^\theta) u_3 \right), \\
\epsilon_{\alpha 3} &= \frac{1}{2} \left( \frac{\partial u_3}{\partial x_\alpha} + \frac{\partial u_\alpha}{\partial z} + b_{\alpha}^{\theta} u_\theta - z b_{\alpha}^{\theta} \frac{\partial u_\theta}{\partial z} \right), \\
\epsilon_{33} &= \frac{\partial u_3}{\partial z}.
\end{align*}
\]

These can be nondimensionalized and used to rewrite the strain-stress relation in the context of thin shells

\[
\begin{align*}
\epsilon_{\alpha\beta} &= \frac{(1 + \nu)}{Y} a_{\alpha\theta} a_{\beta\kappa} \sigma^{\theta\kappa} - \nu \frac{Y}{a_{\alpha\beta}} (a_{\theta\kappa} \sigma^{\theta\kappa} + \sigma^{33}), \\
\epsilon_{\alpha 3} &= \frac{(1 + \nu)}{Y} a_{\alpha\theta} \sigma^{\theta 3}, \\
\epsilon_{33} &= \frac{h}{Y} (\sigma^{33} - \nu a_{\alpha\theta} \sigma^{\alpha\theta}),
\end{align*}
\]

where

\[
\epsilon_{\alpha\beta} = \frac{1}{2} \left( u_{\alpha,\beta} + u_{\beta,\alpha} - 2b_{\alpha\beta} u_3 \right).
\]

Moreover, using equation (5.34b), we can simplify equation (5.38) based on the nondimensionalization, and obtain

\[
\epsilon_{\alpha 3} = \frac{1}{2} \left( u_{3,\alpha} + \frac{1}{h} u_{\alpha,3} + b_{\alpha}^{\theta} (u_\alpha - z^* u_{\theta,3}) \right),
\]

so that if \( u_{\theta,3} \) is of the same order of magnitude as \( u_\theta \), we have

\[
\epsilon_{\alpha 3} = \frac{1}{2} \left( u_{3,\alpha} + u_{\alpha,3} \right).
\]
Based on the same scaling argument, we can omit the right-hand side of equation (5.34c) so that

\[ u_{3,3} = 0 \Rightarrow u_3 = u_3(x, y), \tag{5.41} \]

hence, \( u_3 \) is a function of \( x \) and \( y \). Following the same reasoning, we can assume that the normal and shear stresses \( \sigma_{33}, \sigma_{\alpha 3} \) may be neglected in equation (5.34), so that

\[ u_{\alpha,3} = -u_{3,\alpha} \tag{5.42} \]

and

\[ u_\alpha = \tilde{v}_\alpha - zu_{3,\alpha}, \tag{5.43} \]

where \( \tilde{v}_\alpha = \tilde{v}_\alpha(x, y) \) is a function of \( x \) and \( y \). Moreover, following [37], equation (5.38) reduces to

\[ \epsilon_{\alpha\beta} = \frac{1}{2} (u_{\alpha,\beta} + u_{\beta,\alpha} - 2b_{\alpha\beta}u_3) - zu_{3,\alpha\beta}. \tag{5.44} \]

In equation (5.44) we see that the in-plane components of the strain tensor have an affine dependence on \( z \). In fact, equation (5.44) states that the curvature of the midsurface, given by the term \( u_{3,\alpha\beta} \), introduces a variation of the strain across the thickness. This is the fundamental kinematical relation for bending [112]. We will show in the following section how this variation will give an explicit form for the stretching and the bending energies of the sheet.
5.5 Energy-based Formulation

In this section, we outline an alternative formulation of the governing equations (5.23) and (5.27). Instead of finding directly the stress components, we find the energy potentials that an elastic shell possesses when deformed. For purely elastic problems, the resultant of all conservative forces, \( \sum_i F_i \), acting on the shell can be derived from the associated energy potentials. In contrast, when sheets of viscous fluid are considered, the internal (non-conservative) friction force between the fluid particles is generally not derivable from an energy potential. However, in this chapter we will focus on the creeping motion of sheets, for which the dissipation of energy is considered negligible. This simplification allows an easier computation of the viscous damping force. In addition, by considering the Stokes-Rayleigh analogy presented in Section 5.4, the computational advantage is evident when re-adapting solutions obtained for linear elastic shell problems. In the Computer Graphics literature [111, 117, 118, 119], this simplification has been used especially to achieve computationally advantageous and fast simulations of viscous materials.

We outline here the forms of the energy potentials due to the deformations of thin sheets of viscous fluids in motion. The dynamics of the sheets is due to surface tension and gravity effects. We consider the total free energy of the fluid, \( E = E_{st} + E_G + E_{el} \), accounting for the contribution of the surface energy density, \( E_{st} \), the gravitational potential, \( E_G \), and the elastic energy density, \( E_{el} \), which in turn, is constituted by the in-plane stretching energy \( E_s \), and the bending energy \( E_b \). One observation we make is that the surface tension \( \gamma \) may be interpreted both as free energy per unit area of the interface between two media and a force per unit length, as previously included in Chapters 2 and 3 (see, e.g., [94]). The form of the surface energy potential, given the contribution of both top and bottom surfaces of the boundary of the domain, is
\[ E_{st} = \iint_{\partial \Omega} 2\gamma dA , \quad (5.45) \]

where \( dA = dx \, dy \).

To derive the other energy terms, consistently with [112], we study the work done by interior forces, when an elastic solid undergoes infinitesimal deformations. The displacement vector field has a small variation, from the value \( u_i(x) \) to the value \( (u_i(x) + \delta u_i(x)) \). By definition, the work of the surface forces is

\[ \delta W = \iint_{\partial \Omega} \sigma_{ij} n_j \delta u_i dA , \quad (5.46) \]

with \( dA = dx \, dy \). Using the divergence theorem, we turn the surface integral into a volumetric one

\[ \delta W = \iiint_{\Omega} \frac{\partial \sigma_{ij}}{\partial x_j} \delta u_i dV = \iiint_{\Omega} \frac{\partial \sigma_{ij}}{\partial x_j} \delta u_i dV + \iiint_{\Omega} \sigma_{ij} \frac{\partial (\delta u_i)}{\partial x_j} dV , \quad (5.47) \]

with \( dV = dx \, dy \, dz \). We can rewrite the second term in the integral, using the symmetry of the stress tensor and the strain rate, and equation (5.47) becomes

\[ \delta W = \iiint_{\Omega} \frac{\partial \sigma_{ij}}{\partial x_j} \delta u_i dV + \iiint_{\Omega} \sigma_{ij} \left[ \frac{1}{2} \left( \frac{\partial (\delta u_i)}{\partial x_j} + \frac{\partial (\delta u_j)}{\partial x_i} \right) \right] dV . \quad (5.48) \]

We can see equation (5.48) as

\[ \delta W = \delta E_G + \delta E_{el} , \quad (5.49) \]

where on the left hand side we have the work done by internal forces; on the right hand side the sum of the potential energy \( E_G \) associated with the external forces
(such as gravity) and of the elastic energy $E_{el}$. The latter is defined implicitly by its variation

$$
\delta E_{el} = \iiint_{\Omega} \sigma_{ij} \delta \epsilon_{ij} \, dV.
$$

(5.50)

Following [112], if we consider the case of a simple elastic spring, the variation of the elastic energy, for small perturbations of the configuration of the material, is given by

$$
\delta E_{el} = \frac{1}{2} \iiint_{\Omega} ((\delta \sigma_{ij}) \epsilon_{ij} + \sigma_{ij} (\delta \epsilon_{il})) \, dV.
$$

(5.51)

In equation (5.51), the constant $1/2$ represents the fact that when a spring is stretched, the average spring tension is half its final value at full load, because an operator has to work against the spring tension to bring it from its natural to its deformed state [112]. Moreover, we note that by linearity of the material, and by symmetry of the stress and strain tensors, we have that $(\delta \sigma_{ij}) \delta \epsilon_{ij} = \sigma_{ij} (\delta \epsilon_{il})$, and therefore the proposed energy density has the correct variation, given by equation (5.50). Hence, in the case of a linearly elastic material, we can write

$$
E_{el} = \frac{1}{2} \iiint_{\Omega} \sigma_{ij} \epsilon_{ij} \, dV.
$$

(5.52)

To derive the explicit form of $E_{el}$, we use the definitions of the stress tensor and the strains given for thin shells. In the previous section, due to scaling arguments, we neglected the components $\sigma^{33}, \sigma^{\alpha 3}$, that is, we imposed $\sigma^{33} = \sigma^{\alpha 3} = 0$. When we use this information in equation (5.32), we obtain the following conditions that the strain tensor must satisfy
\[ \epsilon_{13} = 0, \quad \epsilon_{23} = 0, \quad (5.53a) \]
\[ \epsilon_{33} = -\frac{\nu}{1 - \nu}(\epsilon_{11} + \epsilon_{22}). \quad (5.53b) \]

When we plug equation (5.53) into the remaining components of equation (5.32), we find the constitutive relations for a plate, where the in-plane stress is related to the in-plane strain by

\[ \sigma_{11} = \frac{Y}{1 - \nu^2}(\epsilon_{11} + \nu\epsilon_{22}), \quad (5.54a) \]
\[ \sigma_{22} = \frac{Y}{1 - \nu^2}(\epsilon_{22} + \nu\epsilon_{11}), \quad (5.54b) \]
\[ \sigma_{33} = \frac{Y}{1 + \nu}\epsilon_{12}. \quad (5.54c) \]

We can now explicitly express the density of the elastic energy in equation (5.52) by expanding the sum in the integrand, and omitting the normal shear stress \(\sigma_{\alpha 3}\) and the transverse stress \(\sigma_{33}\), as

\[ e_{\text{el}} := \sigma_{\alpha \beta} \epsilon_{\alpha \beta} = \frac{\sigma_{11}\epsilon_{11} + \sigma_{22}\epsilon_{22} + 2\sigma_{12}\epsilon_{12}}{2}. \quad (5.55) \]

Using equation (5.54) into equation (5.55), we obtain

\[ e_{\text{el}} = \frac{Y}{2(1 - \nu^2)} \left[ (\epsilon_{11} + \epsilon_{22})^2 - 2(1 - \nu)(\epsilon_{11}\epsilon_{22} - \epsilon_{12}^2) \right]. \quad (5.56) \]

We note that, consistently with \([111]\), equation (5.56) can be rearranged in a more compact form as

\[ e_{\text{el}} = \frac{Y}{2(1 - \nu^2)} \left[ (1 - \nu)Tr(\epsilon^2) + \nu(Tr\epsilon)^2 \right]. \quad (5.57) \]
By using the inverse strain-stress relation (5.33) one could rewrite the elastic energy density as

$$e_{\text{el}} = \frac{1}{2Y} \left[ (\sigma_{11} + \sigma_{22})^2 - 2(1 + \nu)(\sigma_{11}\sigma_{22} - \sigma_{12}^2) \right]. \quad (5.58)$$

To account for the energy throughout the whole thickness of the sheet, we integrate equation (5.57) with respect to $z$, from $H^-$ to $H^+$, by using equation (5.44), and we find

$$\int_{H^-}^{H^+} e_{\text{el}} \, dz = \frac{Yh}{2(1 - \nu^2)} \left[ (1 - \nu)Tr(\epsilon^2) + \nu(Tr\epsilon)^2 \right] + \frac{Yh^3}{24(1 - \nu^2)} \left[ (u_{3,xx} + u_{3,yy})^2 - 2(1 - \nu) \left( u_{3,xx}u_{3,yy} - (u_{3,xy})^2 \right) \right]. \quad (5.59)$$

Finally, by integrating equation (5.59) along the in-plane directions $x$ and $y$, we finally find the elastic energy

$$E_{\text{el}} = E_s + E_b, \quad (5.60)$$

where we have defined the stretching and the bending energy terms as the ones that depend only on the in-plane or transversal deformations, respectively, given by

$$E_s = \frac{Yh}{2(1 - \nu^2)} \iint_{\partial\Omega} \left[ (1 - \nu)Tr(\epsilon^2) + \nu(Tr\epsilon)^2 \right] \, dA, \quad (5.61)$$

$$E_b = \frac{Yh^3}{24(1 - \nu^2)} \iint_{\partial\Omega} \left[ (u_{3,xx} + u_{3,yy})^2 - 2(1 - \nu) \left( u_{3,xx}u_{3,yy} - (u_{3,xy})^2 \right) \right] \, dA. \quad (5.62)$$

A discretization of the energy terms, given by equations (5.45), (5.61) and (5.62), can be found in Appendix C.
5.6 Extension of the Stokes-Rayleigh Analogy

Here, we propose a natural extension of the numerical simulations of thin viscous sheets presented in [111]. In the latter study, by the use of the Stokes-Rayleigh analogy (see Section 5.4), the energy terms (5.45), (5.61) and (5.62), were considered with strain rates, \( \dot{\varepsilon} \), in place of strains, \( \varepsilon \), and used to find the dissipative forces in the equations of equilibrium for thin sheets of fluids. The model of elasticity was derived in [111] as a linear elastic (Hookean) solid, and viscosity was accounted for via the use of the Stokes-Rayleigh analogy, imposing the material parameter \( Y = 3\eta \) (see equation (5.31)). We propose here to include viscoelastic effects by considering a different constitutive model, the Jeffreys model, that allows to capture different, interesting physical phenomena.

The differences between the constitutive model we aim to implement, and the one presented in [111], based on linear elasticity only, are remarkable. A linear Hookean model, oppositely to Maxwell and Jeffreys models, does not lead to the stress relaxation, and exhibits a reversible strain creep (this feature is typical for elastic solids, but it is not realistic for fluids). For completeness, we report here the constitutive model for viscoelastic fluids of Jeffreys type, equation (2.9), whose implementation we believe can constitute a useful expansion of the numerical study presented in [111]

\[
\sigma + \lambda_1 \partial_t \sigma = 2\eta (\dot{\varepsilon} + \lambda_2 \partial_t \dot{\varepsilon}).
\]  

(5.63)

As stated in Chapter 2, we recall here that the total viscosity of the system for Jeffreys model is defined as \( \eta = \eta_s + \eta_p \), where \( \eta_s \) and \( \eta_p \) are the viscosity coefficients of the Newtonian solvent and the polymeric solute, respectively.

As introduced in Section 5.4, the Stokes-Rayleigh analogy allows to find a bijective relation between the physical parameters proper of elastic solids and viscous
fluids. Through equation (5.31), we have observed that for incompressible media \( \nu = 1/2 \), and for viscous fluids \( Y \leftrightarrow 3\eta \). We now propose to extend this analogy to bind the material parameters of elastic solids and viscoelastic fluids. Comparing the Jeffreys model, equation (5.63), with the constitutive law for Hookean solids, given by equation (5.30), and the viscous Newtonian fluids, equation (5.20), we find that

\[
Y = \frac{\eta}{\lambda_1} \equiv \frac{(\eta_s + \eta_p)}{\lambda_1}.
\]

(5.64)

For the Maxwell model, that is, in particular, recovered from the Jeffreys one when \( \eta_s = 0 \leftrightarrow \lambda_2 = 0 \), we obtain

\[
Y = \frac{\eta_p}{\lambda_1}.
\]

(5.65)

We observe here that one could be tempted to use this analogy to define a stretching viscoelastic energy density, similar to the elastic one, given by equation (5.61). But we should emphasize that equation (5.61) was derived using the strain-stress relations, defined in equation (5.33). These relations describe the direct proportionality that exists between the strain and the stress tensor (and viceversa) for linearly elastic solids. However, the linear viscoelastic materials that we analyze in this dissertation obey differential laws (see equations (2.7) and (2.11)), and do not satisfy such direct proportionality. Hence, the energy-based formulation cannot be used to extend the study carried out by Batty et al. [111] to include viscoelastic effects through a similar viscoelastic stretching energy density. One could solve directly the equations governing the stresses, equations (5.23) and (5.27), and therefore obtain a formulation similar to the displacement-based formulation used in Chapter 4. Future work shall consider this different approach.
Figure 5.2  Experiments on a viscous catenary. In (a), the initial silicon thread of length equal to 25 mm and diameter equal to 1.75 mm. The filament collapses under its own weight and it is shown in snapshots taken every 0.08 s. In (b), the thinnest thread has reached a U-shape, with diameter of 0.33 mm. 
Source: [121].

5.7 Applications and Future Work
The range of applications for the formalism presented is vast. In fact, three-dimensional simulations of thin viscoelastic sheets of fluids are used in several contexts: for instance, in biomedical sciences, there are many investigations in which body fluids (such as saliva, mucus, blood), cell migration, or stretched (muscular or tendinous) tissues are modeled as viscoelastic materials; also, in the food industry, numerical simulations of the motion of viscoelastic liquids such as custard, ice cream, starch suspensions, are considered for food processing and production. In this section, we show some applications that are not only interesting to study from the physical point of view, but also visually interesting for the Computer Graphics community. We present, in particular, two cases that have been implemented by Batty et al. [111], and that we consider as future work to be extended to include viscoelastic effects.

The first application we introduce is the viscous catenary problem [120, 121]. This physical phenomenon arises when a thin filament of viscous fluid is horizontally suspended, with its extremities attached to two rigid walls (see Figure 5.2). The
Figure 5.3  In (a) we show the initially flat configuration of a thin viscous sheet. In (b) $t = 0.2$ s, (c) $t = 0.4$ s, (d) $t = 0.6$ s, we see the sheet of fluid gradually sagging, under the effects of gravity and surface tension.

filament collapses under its own weight and stretches along its longitudinal direction, gradually attaining a sagging configuration resembling a chain or a necklace (alias a *catenary*). This problem has also been analyzed, both theoretically and numerically [122, 123], in the context of viscoelastic filaments, giving rise to the phenomenon referred to as the *viscoelastic catenary*, by analogy. Future work should regard the implementation of the viscoelastic catenary problem and the comparison of the results to the ones presented in [111, 121, 122, 123]. As an illustration of the results obtained
Figure 5.4  Experiments on a *viscous bubble*. In (a), the highly viscous cap before being punctured from the top. In (b), the cap, after being punctured and collapsed, shows wrinkling instabilities, known as “parachute instabilities”.

*Source:* [127].

In [111], we plot four frames of the simulation of the viscous catenary. In Figure 5.3(a), we see the initially flat configuration of a thin sheet of viscous fluid. The material parameters employed are: horizontal and vertical lengths $L_x = 15$ mm and $L_y = 5$ mm, respectively, initial thickness of the sheet $h = 1.75$ mm, density $\rho = 10^3$ kg/m$^3$, surface tension $\gamma = 20$ mN/m, and viscosity $\eta = 10$ Pa s. The elongational velocity is estimated by considering the depth at which the catenary has fallen over time, and for the simulation shown is $V \simeq 2.5$ cm/s. For this set of parameters the capillary number is $Ca = \eta V/\gamma = 12.5$, the Reynolds number $\rho V L_x/\eta = 0.03$, and the Bond number $B = \rho g L_x^2/\gamma = 112.5$. Thus viscosity dominates both surface tension and inertia, and the dynamics is mostly driven by gravity. In Figure 5.3(b), at time $t = 0.2$ s, we see that the sheet assumes a U-shape configuration. A similar shape has also been observed experimentally in [121], during the early times of a viscous catenary fall. In Figure 5.3(c), at time $t = 0.4$ s, and in Figure 5.3(d), at time $t = 0.6$ s, the sheet falls to a lower position preserving its general shape. As the sheet stretches along the in-plane directions, it preserves volume, hence possesses a non-uniform mass distribution (thicker at the local minimum) [121].
Another application that we consider is the collapse of a punctured \textit{viscous bubble}, i.e., a thin cap-shaped viscous sheet enclosing an air bubble on a solid substrate. In this problem, the vapor bubble, collapses when the fluid interface is punctured (see Figure 5.4). Since the bubble interface is a very thin layer of fluid that separates the internal and the ambient gases, the study of such interfacial dynamics is suitable for thin film approximations. The cavitation dynamics for inviscid or viscous fluids has been subject of numerous analytical and experimental studies, see, e.g., [124, 125, 126]. More recently, an experimental study [127] has shown interesting interfacial features during the collapse phase of a viscous bubble, such as the wrinkle formation on the liquid-gas interface, referred to as “parachute instability”. Other studies have expanded the cavitation dynamics analysis to viscoelastic bubbles, see, e.g., [128, 129, 130, 131].

Future investigations shall consider reproducing this problem in the context of discrete viscoelastic sheets, and comparing the results with the ones in [111, 127, 131]. As an example of the results obtained with the numerical framework developed by Batty et al. [111], we show the simulation of a punctured viscous bubble in Figure 5.5. The bubble is modeled as a hemispherical sheet laying on a solid substrate. The material parameters used for this numerical experiment are: horizontal length $L_x = 33$ mm, and vertical length $L_y = 28$ mm, initial thickness of the sheet $h = 1 \, \mu$m, density $\rho = 10^3$ kg/m$^3$, surface tension $\gamma = 50$ mN/m, and viscosity $\eta = 10$ Pa s. When inertial effects are negligible, i.e., for $Re \ll 1$, surface tension drives the collapse of the viscous film. For this regime of Reynolds number, the characteristic velocity of retraction is $V = R\gamma/h\eta$, where $R$ is the radius of the cap [127]. Hence, the capillary number is $Ca = R/h = 5.25 \times 10^3$, and the Bond number is $B = \rho g R^2/\gamma = 5.5$.

In Figure 5.5(a), we plot the initial configuration at time $t = 0$ ms. The bubble is punctured, and in Figure 5.5(b), at time $t = 10$ ms, we see that the collapse has started. In Figure 5.5(c), at time $t = 50$ ms, we observe the hole expanding, and in Figure 5.5(d), at $t = 100$ ms, the bubble interface has retracted significantly. As the
cap of fluid collapses, for this regime of capillary and Reynolds numbers, no daughter bubbles are formed, but radial and circular wrinkling appear [127]. The latter is due to the fluid interface retracting in rims, forming torii of air trapped between the fluid and the substrate, consistently with findings in [127]. The former one is less visible in our un-rendered images. The interested reader can refer to [111], where the radial wrinkles defining the parachute instability are more visible.

An overhauling and extension of the numerical framework by Batty et al. [111], will allow to analyze the physical behavior together with the morphology attained by the viscoelastic sheets and make direct comparisons with the experimental observations. For instance, falling viscoelastic catenaries have been observed to exhibit a viscous behavior in the early times, and an elastic behavior that slows down the sagging velocity for later times [122]. One could then analyze the elongational velocity to see if the numerical investigations can capture this behavior. For the case of the viscoelastic bubbles instead, one could simulate and analyze the viscoelastic effects that can also affect the parachute instability, that has been observed experimentally [127] and numerically [111] for viscous bubbles.

5.8 Conclusions
In summary, in this chapter, we provide a detailed derivation of the governing equations for thin viscous sheets. We present the implementation proposed by Batty et al. [111] that uses a discrete Lagrangian description, in which the finite element mesh deforms with the body. In this formulation, the stretching and bending energies are obtained through the shear stress and the bending moment that are present when linearly elastic shells are deformed, and the effects due to the surface tension are accounted for through the surface energy density. We then describe the Stokes-Rayleigh analogy that relates linear elastic and viscus constitutive models,
Figure 5.5  In (a), we show the initial hemispherical configuration of a thin viscous bubble laying on a solid substrate. The bubble is punctured at the azimuth and in (b), at time $t = 10\, \text{ms}$, we see that it starts collapsing. In (c), at time $t = 50\, \text{ms}$, the hole grows and in (d), at time $t = 100\, \text{ms}$, the bubble interface retracts further.

and explain how this correspondence was employed in [111] to extend the energy formulations to represent stretching and bending deformations of thin viscous sheets.
We then propose our contribution to extend the formulation the Stokes-Rayleigh analogy to include linear viscoelastic constitutive models. However, we observe how this cannot be used to express an analogous form for the in-plane stretching energy, based on linear viscoelastic stresses of Maxwell or Jeffreys type (analyzed in this dissertation). Finally, we show two applications presented in [111]: the *viscous catenary* and the *viscous bubble*, leaving the implementation of their viscoelastic counterparts as future work.
CHAPTER 6
CONCLUSIONS AND FUTURE WORK

We have presented a novel numerical investigation of the dynamics of thin viscoelastic films in different settings. In the first part of this dissertation, we have analyzed the spontaneous dewetting/wetting processes of thin, incompressible viscoelastic films and drops, under the influence of the van der Waals interaction force and in the regime of weak slip with the substrate, in two spatial dimensions. For the case in which the gravitational body force is neglected, the equation that governs the interfacial dynamics of the thin films and drops was obtained within the lubrication theory, as a long-wave approximation of the Navier-Stokes equations, similar to the one reported in [13].

We have investigated the effects of viscoelasticity and the substrate slippage on the dynamics of thin viscoelastic films and the resulting length scales of instabilities. In the linear regime, our results are in agreement with the theoretical predictions given by the linear stability analysis. In the nonlinear regime, our simulations have revealed novel complex morphologies, in the form of satellite droplets, that depend on the viscoelasticity. We have investigated how the viscoelastic parameters and the slippage with the substrate affect the migration and coalescence of these secondary droplets. Moreover, we have analyzed the dynamic contact angle of viscoelastic drops that spontaneously spread or recede on a solid, prewetted substrate. Our simulations have suggested that viscoelasticity enhances the spreading and slows down the retraction of drops, by varying the smoothness of the interface in the contact line region, consistent with recent experimental [46] and computational [50] results. The analysis of the dynamic contact angle has also allowed us to verify the Cox-Voinov law for the viscous Newtonian case; while we show small deviations from this law for viscoelastic drops.
Furthermore, we have expanded our analysis of the interfacial flow of thin viscoelastic films, by adding the effects due to the gravitational force. We have derived a novel long-wave formulation of the governing equation for thin viscoelastic films of Jeffreys type, flowing down an inclined plane, and reported novel numerical simulations in the case of an inverted plane. The linear stability analysis, as in the case with absence of gravity, has showed that the viscoelastic parameters and the slippage coefficient do not influence either the wavenumber corresponding to the maximum growth rate or the critical one, but only influence the maximum growth rate. However, we have found that the length scales of instabilities are affected by the gravitational contribution. In the nonlinear regime, our results have showed that, at parity of viscoelastic and slippage parameters, gravity suppresses the satellite droplets that were found in absence of gravity, and reduces the width of the hole in the dewetted interface.

In the second part of this dissertation, we have investigated free-boundary flows of sheets of viscoelastic fluids, not necessarily deposited on a substrate, in three spatial dimensions. We have started by modeling the viscoelastic sheets as membranes, in which the in-plane stretching deformations are dominant with respect to transversal deflections, and in which bending stiffness is neglected. Subsequently, we have proposed the expansion of this formulation by modeling the viscoelastic sheets as shells, in which any application of loading or external forces causes both bending and stretching.

For the analysis of the dynamics of viscoelastic membranes, we have employed a displacement-based finite element formulation for nearly incompressible media. To describe the near incompressibility condition, we have introduced a penalty function, in which the penalty constant is proportional to the viscosity of the fluid. We have validated our implementation with several numerical experiments, demonstrating mesh-independence of our results, and validity of the formulation of
the near incompressibility. We have focused on two main applications of our general numerical framework for membranes: shear flow and extensional flow in drawing processes. Comparing the behavior of sheared Newtonian and Maxwellian membranes, we have observed the effects of viscoelasticity on the nature of the dynamics, as well as on their final configuration. We have found that Maxwellian membranes attain a deformation that is more pronounced, relative to their Newtonian counterpart, when they are continuously sheared. While they exhibit an elastic response, that is constitutively damped by viscosity, in the case of loading/unloading forcing. For the drawing process of Newtonian and Maxwellian membranes, with a constant or thermally-dependent viscosity, we have investigated how viscoelasticity affects the necking of the membranes in extensional flows. We have found that higher values of the relaxation time enhance the necking of the stretched membranes. For this reason, higher values of the relaxation time facilitate the onset of buckling and therefore the emergence of the wrinkling instabilities.

To further analyze the buckling behavior, the modeling of viscoelastic sheets as shells is considered. The analysis of the dynamics of viscoelastic shells has been proposed as an expansion of the formulation provided by Batty et al. for thin viscous sheets [111]. As the same formulation utilized by Batty et al., based on the variations of energy potentials, cannot be applied to the case of viscoelastic fluids that follow a differential constitutive model, future research directions shall consider the suggested formulation in which viscoelastic stresses are directly accounted for in the equations that govern the dynamics of thin viscoelastic shells.
APPENDIX A

FINITE ELEMENT DISCRETIZATION OF MEMBRANES

We outline here the details of the spatial discretization introduced in Chapter 4. We will describe here how each term in equation (4.2) is derived. By linear interpolation, we can specify a position in the triangular element by \( X = \xi_\alpha \bar{X}^\alpha \) in the reference configuration, and \( x = \xi_\alpha \bar{x}^\alpha \) in the current one. Where \( \xi_\alpha \) represents the natural area coordinates, or barycentric coordinates [92], such that

\[
\xi_1 + \xi_2 + \xi_3 = 1. \tag{A.1}
\]

Following [38], to describe the in-plane deformation and stresses of the membrane, it is convenient to introduce a surface coordinate system that lays on the plane of the triangle, denoted by \( Y_1 \) and \( Y_2 \), with normal direction \( N \) in the reference configuration, and \( y_1, y_2 \) with normal direction \( n \) in the current state (see Figure A.1, repeated here for the reader’s convenience).

In the surface coordinate system, the origin of the coordinates, \( (Y_1OY_2) \) and \( (y_1oy_2) \) are placed at the nodal locations, \( \bar{X}^1 \) and \( \bar{x}^1 \), respectively. The unit base vectors then may be constructed from the linear displacement triangle, constituted by the three vertices labeled by \( (1, 2, 3) \), by aligning the first base vector along the 1-2 side. For simplicity, we denote the edge vectors of the reference configuration by \( E_{12} = \bar{X}^2 - \bar{X}^1, E_{13} = \bar{X}^3 - \bar{X}^1, E_{23} = \bar{X}^3 - \bar{X}^2 \), and \( e_{12} = \bar{x}^2 - \bar{x}^1, e_{13} = \bar{x}^3 - \bar{x}^1, \) and \( e_{23} = \bar{x}^3 - \bar{x}^2 \) for the current configuration. Hence, we define the first unit base vector as

\[
\hat{e}_1 = \frac{e_{12}}{\|e_{12}\|}. \tag{A.2}
\]

A vector normal to the plane of the triangle is found by \( E_3 = E_{12} \times E_{13} \) in the reference state, and \( e_3 = e_{12} \times e_{13} \) in the current state. The normal vector in the current state
is normalized by
\[ n := \hat{e}_3 = \frac{e_3}{\|e_3\|}, \quad (A.3) \]
and similarly for the reference state, \( N := \hat{E}_3 = E_3/\|E_3\| \). The second base vector is found by \( E_2 = N \times E_1 \), and analogously by \( e_2 = n \times e_1 \) for the current configuration. Their normalized unit vectors are found, similarly, as \( \hat{E}_2 = N \times \hat{E}_1 \), and \( \hat{e}_2 = n \times \hat{e}_1 \).

With the base vectors defined above for the plane of the triangle, we can define positions directly as
\[ y^i = (x - \tilde{x}^1) \cdot \hat{e}_i. \quad (A.4) \]

From equation (A.4), we note that for \( \tilde{y}^1 \), the expression is \( \tilde{y}^1 = (\tilde{x}^1 - \tilde{x}^1) \cdot \hat{e}_i = 0 \). Hence, any position \( y \), found by interpolation of the surface coordinates reduces to
\[ y = \xi_0 \tilde{y}^0 = \xi_2 \tilde{y}^2 + \xi_3 \tilde{y}^3, \quad (A.5) \]
where we have used the summation convention, and equation (A.1) becomes redundant.
We define the deformation gradient tensor as

\[ F = \frac{\partial y}{\partial Y} = I + \frac{\partial u}{\partial Y}, \quad (A.6) \]

Moreover, we can write

\[ F \frac{\partial Y}{\partial \xi} = \frac{\partial y}{\partial Y} \frac{\partial Y}{\partial \xi} = \frac{\partial y}{\partial \xi}. \quad (A.7) \]

If we denote by \( J \) the Jacobian transformation tensor for the reference state, and by \( j \) the Jacobian transformation tensor for the current state, we have

\[ J = \frac{\partial Y}{\partial \xi}, \quad j = \frac{\partial y}{\partial \xi}. \quad (A.8) \]

Hence, we can express the deformation gradient as

\[ F = jG, \quad (A.9) \]

where we have used \( G = J^{-1} \). Following closely the derivation by Taylor et al. in [38], we can expand the expressions for the matrices \( J \) and \( j \), by taking into consideration that \( E_{12} \) is orthogonal to the unit vector \( \hat{E}_1 \), and analogously \( e_{12} \) is orthogonal to the unit vector \( \hat{e}_1 \), they become

\[ J = \begin{bmatrix} \|E_{12}\| & E_{12}^T E_{13}/\|E_{12}\| \\ 0 & \hat{E}_3/\|E_{12}\| \end{bmatrix}, \quad (A.10) \]

and

\[ j = \begin{bmatrix} \|e_{12}\| & e_{12}^T e_{13}/\|e_{12}\| \\ 0 & \hat{e}_3/\|e_{12}\| \end{bmatrix}. \quad (A.11) \]

We note that the symmetric part of the displacement gradient is defined as \( H_{ij} = \partial u_i/\partial x_j \), and can be recast as

\[ H = F - I. \quad (A.12) \]
Thus,

\[ \epsilon = \frac{1}{2} (H + H^T) . \tag{A.13} \]

We can then define

\[ C = F^T F = J^{-T} j^T j J^{-1} = G^T g G , \tag{A.14} \]

where we have used \( g = j^T j \). We rewrite equation (A.14) in component form as

\[ C_{IJ} = G_{iI} g_{ij} G_{jJ} , \quad \text{with } i, j = 1, 2, \text{ and } I, J = 1, 2 , \tag{A.15} \]

where the components of the matrix \( G \) are

\[ G_{11} = \frac{1}{J_{11}} , \quad G_{22} = \frac{1}{J_{22}} , \quad G_{12} = \frac{-J_{12}}{J_{11} J_{22}} , \quad G_{21} = 0 . \tag{A.16} \]

We can now find the relations among the indices needed for the term \( \delta \epsilon^T \sigma \) in equation (4.2), first by noting that

\[ \delta C_{IJ} \sigma_{IJ} = G_{iI} \delta g_{ij} G_{jJ} \sigma_{IJ} = \delta g_{ij} s_{ij} , \tag{A.17} \]

where the variable \( s_{ij} \), related to stress, is defined by

\[ s_{ij} = G_{iI} G_{jJ} \sigma_{IJ} . \tag{A.18} \]

We can rewrite the last transformation in matrix form

\[ s_{ij} = Q^T \sigma , \tag{A.19} \]

where \( Q \) is a matrix of the change of index, defined by

\[
Q = \begin{bmatrix}
G_{11}^2 & 0 & 0 \\
G_{12}^2 & G_{22}^2 & G_{12} G_{22} \\
2G_{11} G_{12} & 0 & G_{11} G_{22}
\end{bmatrix} . \tag{A.20}
\]
We can use equation (A.17) and write the second term on the right-hand side of equation (4.2), as

\[ \int_{\Omega^{(e)}} \delta \varepsilon^T \sigma \, h \, dA = \int_{\Omega^{(e)}} \frac{h}{2} \delta C_{IJ} \sigma_{IJ} \, dA = \frac{h}{2} \delta g_{ij} s_{ij} A^{(e)}, \]  

(A.21)

where the area of a triangular element in the reference configuration, \( A^{(e)} \), can be calculated given any two vectors on the reference configuration triangle, e.g., \( \mathbf{E}_{12} \) and \( \mathbf{E}_{13} \), by \( A^{(e)} = \| \mathbf{E}_{12} \times \mathbf{E}_{13} \| / 2 \). It is convenient to rewrite equation (A.21) in matrix form

\[ \frac{1}{2} \delta C_{IJ} S_{IJ} = \begin{bmatrix} \delta \epsilon_{11} & \delta \epsilon_{22} & 2 \delta \epsilon_{12} \end{bmatrix} = \delta \varepsilon^T \sigma, \]  

(A.22)

or, in terms of the expression found in equation (A.21)

\[ \frac{1}{2} \delta g_{ij} s_{ij} = \begin{bmatrix} \delta g_{11} & \delta g_{22} & 2 \delta g_{12} \end{bmatrix} \begin{bmatrix} s_{11} \\ s_{22} \\ s_{12} \end{bmatrix} = \frac{1}{2} \delta g^T s. \]  

(A.23)

We can finally write

\[ \delta \varepsilon = \frac{1}{2} \delta C = Q b \delta \hat{x}, \]  

(A.24)

where the vector \( \hat{x} \) represents the three nodal values stacked in a \((9 \times 1)\) column vector, and \( b \) is the strain-displacement matrix, given by

\[ b = \begin{bmatrix} -e_{12}^T & e_{12}^T & 0 \\ -e_{13}^T & 0 & e_{13}^T \\ -(e_{12} + e_{13})^T & e_{13}^T & e_{12}^T \end{bmatrix}. \]  

(A.25)
Finally, we can form the divergence operator matrix, for each element, $B^{(e)}$, in equation (4.2), in terms of variations of the displacement for each element, as

$$B^{(e)} = Qb. \quad (A.26)$$

We next need to define the matrix $M^{(e)}$, in equation (4.2), representing the mass matrix for each element, whose components are given by

$$M^{(e)}_{\alpha\beta} = \int_{\Omega^{(e)}} \rho h \xi_{\alpha} \xi_{\beta} dA. \quad (A.27)$$

The last vector used in equation (4.2), $\tilde{F}_b$, represents the constant nodal body force, such as gravity, that is trivially linearly interpolated at the nodes, and its description is omitted here.
We present here the classic notation used in thin shell theory \cite{37,39}, useful for the description of the dynamics of thin liquid sheets, described in Chapter 5. We consider a system of curvilinear coordinates (not necessarily orthogonal), expressed as \((x_\alpha, x_\beta)\), that sits on the sheet midsurface. Hence, we can express any position vector as \(\mathbf{x}(x, y, z, t) = \mathbf{x}_0(x, y, t) + z\hat{a}_3(x, y, t)\), where \(\hat{a}_3\) is the normal unit vector defined by

\[
\hat{a}_3 = \frac{\hat{a}_\alpha \times \hat{a}_\beta}{|\hat{a}_\alpha \times \hat{a}_\beta|}, \quad (B.1)
\]

where \(\hat{a}_\alpha, \hat{a}_\beta\), are the in-plane covariant basis vectors (that may not be orthogonal or unitary), defined by \(\hat{a}_\alpha = x_{0,\alpha}\) (where we recall that \(,\alpha\) indicates by convention \(\partial/\partial x_\alpha\)). The contravariant basis vectors \(\hat{a}^\alpha\) are the reciprocal of the covariant ones and satisfy

\[
\hat{a}^\alpha \cdot \hat{a}_\beta = \delta_\beta^\alpha, \quad (B.2)
\]

where \(\delta_\beta^\alpha\) is the Kronecker delta. The quantities \(a_\alpha\beta = \hat{a}_\alpha \cdot \hat{a}_\beta\) and \(a^{\alpha\beta} = \hat{a}^\alpha \cdot \hat{a}^\beta\) are the covariant and contravariant components of the (symmetric) metric tensor (whose components are also called first fundamental form) of the midsurface. The covariant components of the second fundamental tensor of the midsurface are

\[
b_{\alpha\beta} = -\hat{a}_\alpha \cdot \hat{a}_3,_{\beta} \equiv -\hat{a}_\beta \cdot \hat{a}_3,_{\alpha}, \quad (B.3)
\]

Equation (B.3) gives the definition of the components of the curvature tensor \(\kappa_{\alpha\beta}\) as follows.
\[ \kappa_{\alpha\beta} = a^{\alpha\vartheta} b_{\beta\vartheta} \equiv a_{\alpha\vartheta} b^{\beta\vartheta}, \] (B.4)

where we have used the summation convention for repeated indices. The invariant quantities defined in term of these components are: the mean curvature \( \kappa_m := (1/2)b_{\alpha}^{\alpha} = (1/2)Tr\kappa \), and the Gaussian curvature \( G := |\kappa_{\alpha\beta}| = b_{1}^{1}b_{2}^{2} - b_{2}^{1}b_{1}^{2} \). We note that in this notation, the superscript corresponds to the row index of a tensor, the subscript to the column one. The values \( \kappa_{1} := b_{1}^{1} \) and \( \kappa_{2} := b_{2}^{2} \) are the principal curvatures of the midsurface, i.e., the perpendicular directions with respect to which the midsurface is not twisted. Now we can define the rate of change of the curvature tensor \( \dot{\kappa}_{\alpha\beta} \) as

\[
\frac{\partial \kappa_{\alpha\beta}}{\partial t} := \dot{\kappa}_{\alpha\beta} = w_{|\alpha\beta} - \kappa_{\alpha\vartheta} \kappa_{\vartheta\beta} w + \kappa_{\alpha\vartheta} u_{\vartheta|\beta} + \kappa_{\beta\vartheta} u_{\vartheta|\alpha} + \kappa_{\beta\vartheta} u_{\vartheta} ,
\] (B.5)

where the notation \( u_{|\alpha} \) expresses the covariant derivative of the component \( u \) of the vector \( u \) with respect to the midsurface coordinate \( x_{\alpha} \). This is an important concept in differential geometry: the covariant derivative of a tensor component is just the corresponding component of the partial derivative of the tensor itself, accounting for the variation of the basis vectors from one point to another, i.e., for the change in metric of a surface [39]. For a vector \( u \) (i.e., tensor of rank one) they are defined by

\[
u_{\alpha|\beta} = u_{\alpha,\beta} - \Gamma_{\alpha\beta}^{\vartheta} u_{\vartheta} ,
\] (B.6)

where \( \Gamma_{ij\vartheta} = (a_{i\vartheta,j} + a_{j\vartheta,i} - a_{ij,\vartheta})/2 \) and \( \Gamma_{ij}^{\vartheta} = \Gamma_{ij\vartheta} a^{\vartheta} \) are the Christoffel symbols of first and second kind, respectively. The covariant derivative of a tensor of rank greater than one can be found in [37]. Another important notion is the one of covariant base
vectors $\mathbf{g}_i$, and the contravariant base vectors $\mathbf{g}^i$ at an arbitrary point in the sheet, given by

$$
\mathbf{g}_\alpha = \mathbf{x}_0, \alpha = \zeta_\alpha^\lambda \mathbf{a}_\lambda, \quad \mathbf{g}^\alpha = \hat{h}^{-1}(\zeta_0^\theta \delta_\alpha^\theta - \zeta_0^\lambda) \hat{\mathbf{a}}^\lambda, \quad \mathbf{g}_3 = \mathbf{g}^3 = \hat{\mathbf{a}}_3, \quad (B.7)
$$

where

$$
\zeta_\alpha^\beta = \delta_\alpha^\beta - z b_\alpha^\beta, \quad (B.8)
$$

and

$$
\hat{h} = 1 - 2\kappa_m z + \mathcal{G} z^2. \quad (B.9)
$$

The quantity defined in (B.9) is a surface invariant that represents the ratio of an element of surface area at a distance $z$ from the midsurface to the corresponding area on the midsurface itself [39]. The covariant and contravariant components of the metric tensor at an arbitrary point in the sheet are $g_{ij} = \mathbf{g}_i \cdot \mathbf{g}_j$ and $g^{ij} = \mathbf{g}^i \cdot \mathbf{g}^j$.

To describe the boundary conditions, we need to define a set of basis vectors that are tangential and normal to the boundary surfaces, respectively, $H^\pm$

$$
t^\pm = \mathbf{x}_0 \pm \frac{h}{2} \hat{\mathbf{a}}_3 \quad (B.10)
$$

where here and in the following discussion a subscript or superscript containing $\pm$ indicates that the quantity is evaluated at $H^\pm$, respectively. The covariant and contravariant tangent vectors to the outer surfaces are $\mathbf{c}_\alpha^\pm = \pm \mathbf{x}_\alpha^\pm = \pm \mathbf{g}_\alpha^\pm + (h/2)_{,\alpha} \mathbf{g}_3$, and $\mathbf{c}_\pm^\alpha = \pm \mathbf{g}_\pm^\alpha + g^{\alpha\theta} h_{,\theta}(\mathbf{g}^3 \mp (h/2)_{,\theta} \mathbf{g}_\pm^\theta)/(2\Lambda^2_\pm)$, respectively, where
\[ \Lambda_\pm = (1 + (1/4)g^{\alpha\beta}_{\pm}h_{\alpha\beta})^{1/2} . \]

The outward (with respect to each boundary surface \( H^\pm \)) unit normal vectors \( c_3^\pm \equiv c_3^\pm := n^\pm \) are

\[ n^\pm = \frac{c_1^\pm \times c_2^\pm}{|c_1^\pm \times c_2^\pm|} = n_i^\pm \mathbf{g}_i^\pm , \]

or component-wise

\[ (n_\alpha^\pm, n_3^\pm) = \Lambda^{-1}_\pm (-h_{\alpha}/2, \pm 1) . \]

For small deflections, the mean curvatures of the outer surfaces are \( \kappa_{m\pm} = \kappa_m \pm \)

\[ ((b^{\alpha\beta}_\beta h_{\alpha} + a^{\alpha\beta}h_{\alpha3})/4 \). \]
APPENDIX C

FINITE ELEMENT DISCRETIZATION OF SHELLS

In this appendix, we report the numerical discretization of the energy terms presented in Section 5.5, closely following the framework provided in [111]. We approximate the domain Ω with a mesh constituted by a set of finite triangular elements. The sheet thickness \( h(x, y, t) \) is approximated by a piecewise constant function over each triangle, and a triangle’s volume is assumed to be constant, given by \( V_T = hA_T \), where \( A_T \) is the area of the triangle \( T \). Hence, the total surface area is given by the sum of all triangles areas \( A = \sum_T A_T \). The discrete version of (5.45) is then

\[
E_{st} = \sum_T 2\gamma A_T = 2\gamma A. \tag{C.1}
\]

The force due to surface tension is then given by \( F_{st} = -\nabla E_{st} \). Since \( \gamma \) is assumed to be constant, this reduces to \( F_{st} = -2\gamma \nabla A \). To calculate \( \nabla A \), let us first define the area \( A \) of a triangle given the vectors of its three vertices \( \mathbf{a}, \mathbf{b}, \mathbf{c} \) as

\[
A = \frac{1}{2} \| (\mathbf{b} - \mathbf{a}) \times (\mathbf{c} - \mathbf{a}) \|. \tag{C.2}
\]

Following the supplemental material of [111], this can be recast using the Levi-Civita symbol

\[
\varepsilon_{ijk} = \begin{cases} 
1 & , \text{ if } (i,j,k) \text{ is a cyclic permutation of } (1,2,3) \\
-1 & , \text{ if } (i,j,k) \text{ is an acyclic permutation of } (1,2,3) \\
0 & , \text{ otherwise ,}
\end{cases} \tag{C.3}
\]
\[ A = \frac{1}{2} \sqrt{\varepsilon_{ijk}(b_j - a_j)(c_k - a_k)\varepsilon_{imn}(b_m - a_m)(c_n - a_n)} \]
\[ = \frac{1}{2} \sqrt{(b_j - a_j)(c_k - a_k)(c_k - a_k) - (b_j - a_j)(c_k - a_k)(b_k - a_k)(c_j - a_j)} \]
\[ = \frac{1}{2} \sqrt{K}, \quad (C.4) \]

where

\[ K = (b_j - a_j)(c_k - a_k)(b_j - a_j) - (b_j - a_j)(c_k - a_k)(b_k - a_k)(c_j - a_j) \]
\[ (C.5) \]

We then need to compute \( \nabla A \) with directional derivatives with respect to the triangle vertex positions. Considering a generic vertex \( X \), by chain rule we have

\[ \frac{\partial A}{\partial X_i} = \frac{1}{4\sqrt{K}} \frac{\partial K}{\partial X_i} \]
\[ (C.6) \]

Let us show each component of the directional derivatives

\[ \frac{\partial K}{\partial c_i} = 2(c_i - a_i)(b_j - a_j)(b_j - a_j) - 2(b_i - a_i)(b_j - a_j)(b_j - a_j), \]
\[ (C.7) \]

or in vector form

\[ \frac{\partial K}{\partial c} = 2(||b - a||(c - a) - ((c - a) \cdot (b - a))(b - a)), \]
\[ (C.8) \]

analogously,

\[ \frac{\partial K}{\partial b} = 2(||c - a||(b - a) - ((b - a) \cdot (c - a))(c - a)), \]
\[ (C.9) \]
Figure C.1 A reference triangle with vertices vectors $\mathbf{v}_i$, labeled in clockwise order.

while

$$\frac{\partial K}{\partial a_i} = - \left( \frac{\partial K}{\partial b_i} + \frac{\partial K}{\partial c_i} \right). \quad (C.10)$$

Next we define the strain, following the description in [132], where a relation between the strain and the deformation of the edges of a triangle is given. In the context of a finite element discretization, it is in fact useful to describe the strain in terms of the deformation that each element undergoes. We make use of the notation in Figure (C.1) where we show a reference triangle with edge vectors $\mathbf{v}_i$, whose lengths are $l_i$ in undeformed state and $\tilde{l}_i$ in deformed configuration. The vectors denoted by $\mathbf{t}_i$ are perpendicular to the corresponding edge vectors $\mathbf{v}_i$, and have the same lengths $|\mathbf{v}_i| = |\mathbf{t}_i| = l_i$. By definition, the strain for a single triangle, $\epsilon_T$, satisfies

$$s_i = \frac{1}{2}(\tilde{l}_i^2 - l_i^2) = \mathbf{v}_i^T \epsilon_T \mathbf{v}_i. \quad (C.11)$$

Since $\epsilon_T$ is a symmetric tensor, we can express it as a linear combination of a tensor basis $\epsilon_T = \sum_i \zeta_i \mathbf{t}_i \otimes \mathbf{t}_i$, where the coefficients of the linear combination are given by $\zeta_i = (s_j + s_k - s_i)/8A_T^2$. So that
\[
\epsilon_T = -\frac{1}{8A_T^2} \sum_i (s_j + s_k - s_i)(t_i \otimes t_i). \tag{C.12}
\]

Since the vertices vectors \( \mathbf{v}_i \) constitute a closed triangle, so do the vectors \( \mathbf{t}_i \). This translates to the expressions \( \mathbf{v}_i + \mathbf{v}_j + \mathbf{v}_k = 0 \) and \( \mathbf{t}_i + \mathbf{t}_j + \mathbf{t}_k = 0 \). Taking this information into account, we can expand equation (C.12) into

\[
\epsilon_T = -\frac{1}{16A_T^2} \sum_{i=1}^{3} (\tilde{l}_i^2 - l_i^2) (t_j \otimes t_k + t_k \otimes t_j). \tag{C.13}
\]

We can now write the discrete version of equation (5.61)

\[
E_s = \frac{1}{2} \sum_T A_T \frac{Y h_T}{(1 - \nu^2)} ((1 - \nu) Tr((\epsilon_T)^2) + \nu (Tr \epsilon_T)^2), \tag{C.14}
\]

where the terms \((Tr \epsilon_T)^2\) and \(Tr((\epsilon_T)^2)\) are discretized as follows

\[
(Tr \epsilon_T)^2 = \frac{1}{16A_T^4} \sum_{i,j} s_i s_j (t_j \cdot t_k)(t_m \cdot t_n), \tag{C.15}
\]

\[
Tr((\epsilon_T)^2) = \frac{1}{32A_T^4} \sum_{i,j} s_i s_j ((t_k \cdot t_m)(t_j \cdot t_n) + (t_k \cdot t_n)(t_j \cdot t_m)). \tag{C.16}
\]

Finally, the discrete version of the bending energy term (5.62) is, summed over all edges \( e \), given by

\[
E_b = \sum_e \frac{Y h_e^3}{12(1 - \nu^2)} (\phi_e - \bar{\phi}_e) \tilde{l}_e / \tilde{l}_e^* , \tag{C.17}
\]

where \( \phi_e \) is the angle between two adjacent triangles, and \( h_e \) is the mean thickness of the two adjacent triangles. If we denote with \( A_a \) the total area of two incident triangles, then \( \tilde{l}_e^* = A_a/(3\tilde{l}_e) \) is the length of the barycentric dual edge [111].
To calculate the effects due to the viscous dissipative force over each triangle $T$ by considering the Stokes-Rayleigh analogy, we need to consider the time derivative of the strain tensor, in place of the strain tensor. We numerically discretize the time domain $[0, t]$ as $[t_0, n\Delta t]$, where $n = 0, 1, \ldots$ indicates the number of time steps, and $\Delta t$ is the temporal step size. Hence, we denote with $\epsilon^n$, the strain at the time step $n$, and with $\epsilon^{n+1}$, the strain at the time step $n + 1$.

Once we have discretized all energy terms, we can find the corresponding discrete forces at the time step $n + 1$ (using an implicit formulation), i.e., $\sum_i F_i^{n+1} = -\nabla (E_{st} + E_s + E_b)^{n+1}$. Next, we discretize Newton’s law of motion, with a backward Euler approximation, i.e., $\sum_i F_i^{n+1} = \rho (u^{n+1} - u^n) / \Delta t$ (for the case in which the inertial term is retained for transient analyses). Hence, we can solve for the unknown simplicial velocity $u^{n+1}$, with which each vertex of the mesh moves to the next position. We then update the reference configuration with the new (deformed) configuration found, and repeat the iteration for the time integration. We outline here the algorithm described in the reference work [111]:

1. At each time step, the reference configuration of finite elements is initialized to the current configuration state (an initial condition of which is provided according to the physical problem investigated).
2. All discrete forces are calculated with respect to this reference configuration.
3. Backward Euler integration is performed to find the velocity of each vertex of the discrete mesh.
4. New position of vertices are found using the old position in the reference configuration and their velocity.
5. *El Topo* library [133] is used to perform collision-processing calculations and find a safe end-of-step configuration.
6. Each triangle’s thickness is adjusted to reflect conservation of mass.
7. Proximity checks are performed, and in case topology changes are needed, remeshing is performed to improve triangles aspect ratios.
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