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ABSTRACT

In this dissertation, a second-order phase-locked loop (PLL) in which the loop filter contains complex zeros is investigated in both its linear and nonlinear modes of operation; prior designs used a filter containing a simple zero on the negative real axis. This "generalized" second-order PLL had been heretofore essentially unexplored.

The basic characteristics of the generalized second-order PLL operating in the linear mode including the open and closed-loop responses and the corresponding root locus were generated and compared against those of the conventional second-order PLL. As in the conventional case, the generalized second-order PLL is found to be unconditionally stable. The closed-loop response of the generalized second-order PLL indicates a noise bandwidth which is theoretically infinite, thus making the predetection filter critical to the performance of this PLL. Such is not the case in the conventional PLL.

A method is presented for achieving an optimum design for the generalized second-order PLL for a number of useful modulation types including a single-channel FM speech signal, FDM-FM and FDM-PM. This optimum design is in terms of threshold performance and theoretically predicts that superior performance is possible over the conventional second-order PLL.

Using the Continuous System Modeling Program (CSMP), a nonlinear model of the generalized second-order PLL was simulated for the test-
tone modulation case, both in the absence of noise and with the signal corrupted by bandpass additive Gaussian noise. In addition, preliminary simulation results were obtained for the case of a single-channel FM speech signal. Using simulation techniques, a measure of the mean-square phase error at threshold for the generalized second-order PLL was obtained. This parameter is useful in the optimum design procedure.

Additional insight into the operation of the generalized second-order PLL was obtained through investigation of its acquisition and tracking behavior. This was accomplished using phase plane techniques to study the nonlinear differential equation which governs the loop operation. The results indicate that two distinct types of behavior are theoretically possible depending upon the loop parameters. In one case the behavior is not unlike that of the conventional second-order PLL. In the second case, however, additional singularities are introduced into the phase plane and the behavior is seen to change markedly.
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CHAPTER I

INTRODUCTION AND REVIEW OF PHASE-LOCKED LOOP THEORY

1.1 Introduction.

The Phase-Locked Loop is now in widespread use. Its superior performance is recognized in many applications, encompassing the fields of communications, control, instrumentation and telemetry. For communications systems the PLL is particularly useful in a low signal-to-noise ratio (SNR) environment because of improved performance in the threshold region. The second-order PLL is most commonly used in practice because of its superior performance over the first-order PLL in most applications and because of the complexity and instability problems often associated with third and higher order loops. The standard second-order PLL design utilizes a filter having a simple zero on the negative real axis. This dissertation involves the investigation and optimum design of a second-order PLL in which the loop filter contains complex zeros. This "generalized" second-order PLL had been heretofore essentially unexplored. This chapter briefly reviews the basic theory of the PLL and introduces the terminology used as a prelude to the subsequent analysis of the generalized second-order PLL.
1.2 **Review of Phase-Locked Loop Theory.**

1.2.1 **General.** A block diagram of the basic PLL is given in Fig. 1-1. The elements comprising the PLL are the phase detector, loop filter and amplifier, and the voltage controlled oscillator (VCO). The PLL acts in a manner to keep the VCO output in synchronism with the loop input, i.e., for each cycle of the input signal, there is a corresponding cycle of the VCO output signal. This is accomplished as follows: the phase detector forms a voltage which is proportional to the phase difference between the loop input signal and the VCO output signal. The phase detector output, termed the phase error, is of such a magnitude and polarity, that when it is amplified, filtered (to remove noise and other extraneous signals), and applied to the VCO, it causes the VCO frequency to be exactly that of the loop input signal. A change in input frequency causes readjustment of the phase error to maintain synchronism. The input to the PLL is generally a carrier wave with the intelligence incorporated into its angle, plus additional noise components. Depending upon the application, the output from the PLL is taken at one of the two places. If the PLL operates as an FM demodulator, the output signal is taken from the VCO input. On the other hand, if the PLL operates as a phase extractor, the output signal is taken from the VCO output.
Fig. 1-1. Block diagram of the basic PLL in synchronized mode.
1.2.2 Formulation of the Differential Equation of the PLL.

Referring back to the basic PLL of Fig. 1-1, the input signal in the absence of noise may be expressed as

\[ a(t) = A \cos \left( \omega_i t + \phi_i(t) \right) \]  \hspace{1cm} (1-1)

where \( A \) is the peak signal amplitude, \( \omega_i \) is the center frequency of the input signal and \( \phi_i(t) \) is the input signal phase modulation. The VCO output signal is assumed to be of the form

\[ f(t) = -(2/A) \sin \left( \omega_i t + \phi_r(t) \right) \]  \hspace{1cm} (1-2)

where \( \phi_r(t) \) is the phase modulation of the VCO. Note that the VCO signal is chosen to be in quadrature with the input signal. The \( 2/A \) amplitude is chosen for convenience as will become evident shortly. Finally, the static frequency error between the input signal and the VCO output signal is assumed to be zero, indicative of the PLL being in the synchronized or locked mode [Ref. 1, p. 78]. Assuming a multiplier type phase detector is used, produces a phase detector output given by

\[ b(t) = a(t)f(t) = -\sin \left[ 2\omega_i t + \phi_i(t) + \phi_r(t) \right] + \sin \left[ \phi_i(t) - \phi_r(t) \right] \]  \hspace{1cm} (1-3)
Assuming that the double frequency component is rejected by the loop yields an output at the loop filter given by

\[ c(t) = K_2 h_2(t) \ast \sin \phi_e(t) \]  

(1-4)

where \( K_2 \) is the gain of the loop amplifier, \( h_2(t) \) is the impulse response of the loop filter, \( \ast \) denotes convolution and \( \phi_e(t) \) is the phase error which is expressed as

\[ \phi_e(t) = \phi_i(t) - \phi_r(t) \]  

(1-5)

The voltage \( c(t) \) is applied to the VCO which produces an FM signal with a frequency deviation which is directly proportional to this voltage, yielding the condition

\[ \frac{d\phi_r}{dt} = K_2 K_3 h_2(t) \ast \sin \phi_e(t) \]  

(1-6)

where \( K_3 \) is the VCO sensitivity. Eq. 1-6 may be reexpressed in terms of operational notation \( p = d/dt \) as follows

\[ \phi_e(t) = \phi_i(t) - KH_2(p) \sin \phi_e(t) \]  

(1-7)

where

\[ K = K_2 K_3 \]  

(1-8)
Eq. 1-7 is a nonlinear differential which governs the operation of the PLL and for which a general analytic solution is not available. However, as will be subsequently shown, using "phase plane" techniques, a number of important properties of the system response can be obtained.

1.2.3 The Linear Equivalent Model. In addition to the nonlinearity associated with the periodicity of the phase detector characteristic, the particular PLL discussed here contains a basic nonlinearity due to the choice of a phase detector having a sinusoidal characteristic. This obviously presents a limitation on the performance of the PLL and brings up the question as to why a more linear type of phase detector is not used. The answer lies in several factors, most important of which are the simplicity of its implementation and the linear translational characteristic in frequency exhibited by the multiplier-type phase detector to additive input noise. More sophisticated phase detectors having more linear characteristics are discussed in the next chapter.

Returning once more to the sinusoidal-type phase detector, it is noted that for proper operation of the PLL, the input signal and noise components must be such that the phase error be less than $\pi/2$. Beyond this value, the slope of the phase detector characteristic changes sign and a regenerative mode occurs. Furthermore, the dynamic phase error must be small (generally less than
one radian) so that the portion of the characteristics over which
operation takes place is essentially linear. With these restric-
tions, a linear equivalent model can be derived for the PLL. This
model, shown in Fig. 1-2 has obvious analytical significance.

1.2.4 Effects Due to Input Noise. Under normal circumstances,
the PLL is subjected to a signal with additive input noise. In
this section, the representative case of signal corruption by band-
limited Gaussian noise will be considered. The input to the PLL
may be expressed as

\[ a(t) = A \cos(\omega_i t + \phi_i(t)) + N(t) \]  

(1-9)

The VCO output signal now contains a signal component and a noise
component which are designated \( \phi_{rs}(t) \) and \( \phi_{rn}(t) \), respectively, and therefore

\[ f(t) = -(2/A) \sin [\omega_i t + \phi_r(t)] \]  

(1-10)

where

\[ \phi_r(t) = \phi_{rs}(t) + \phi_{rn}(t) \]  

(1-11)
Fig. 1-2. Linear model of the basic PLL.
The phase detector output may be expressed as

\[ b(t) = \sin \left( \phi_{es}(t) - \phi_{rn}(t) \right) + n(t) \] (1-12)

where

\[ n(t) = -\left(2N(t)/A\right) \sin[\omega_1 t + \phi_r(t)] \] (1-13)

and

\[ \phi_{es}(t) = \phi_1(t) - \phi_{rs}(t) \] (1-14)

Note that the double frequency term is again assumed to be rejected by the loop and is omitted from Eq. 1-12. The bandpass input noise may be expressed as follows

\[ N(t) = x(t) \cos \omega_1 t - y(t) \sin \omega_1 t \] (1-15)

substituting Eq. 1-15 into Eq. 1-13 yields

\[ n(t) = -(2/A) \left[ x(t) \cos \omega_1 t - y(t) \sin \omega_1 t \right] \sin[\omega_1 t + \phi_r(t)] \] (1-16)
Multiplying through and again eliminating the double frequency terms yields

\[ n(t) = - \left( \frac{x(t)}{A} \right) \sin \phi(t) + \left( \frac{y(t)}{A} \right) \cos \phi(t) \]  

\[ (1-17) \]

\( n(t) \) is called the "equivalent noise input" and may be incorporated into the PLL model to fully account for the input noise [Ref. 1, pp. 82-83 and Ref. 3, pp. 1737-1738] as shown in Fig. 3-1. Note
Fig. 1-3. PLL model incorporating the equivalent noise input.
that by applying the criteria discussed in Sec. 1.2.3 the model of Fig. 3-1 can be reduced to the linear case.

The determination of the power spectral density (PSD) of \( n(t) \) is in general a complex problem, however, for the case where \( N(t) \) has a symmetrical bandpass, PSD which is much wider than the bandwidth of \( \phi_r(t) \), it has been shown [Ref. 1, pp. 28-34] that \( n(t) \) is essentially the lowpass equivalent of \( N(t) \) with the appropriate scaling. For example, if the input noise is white with a PSD of height \( \eta \), the PSD of \( n(t) \) is white with height \( 2\eta/\Delta \) [Ref. 1, p. 84].

1.2.5 Open and Closed-Loop Transfer Functions. It is of interest to determine the open and closed-loop transfer functions for the linear model of the PLL since they will be of use in later analysis. The open-loop transfer function for the PLL (see Fig. 1-2) is given by

\[
\frac{\Phi_r(s)}{\Phi_1(s)} \bigg|_{\text{Open Loop}} = G(s) = \frac{K H_2(s)}{s} \quad (1-18)
\]

where

\[
K = K_2 K_3 \quad (1-19)
\]
and serves as the means by which PLL's are normally classified. The "loop type" is the number of poles in \( s \) located at the origin, while the "loop order" is the total number of poles in \( G(s) \). Thus, a PLL containing no loop filter is of first order. On the other hand, if \( H_2(s) \) introduces a pole, then the loop becomes second-order. The closed-loop transfer function is given by

\[
H(s) = \frac{G(s)}{1 + G(s)} = \frac{KH_2(s)}{s + KH_2(s)}
\]

from which the stability of the PLL may be determined. As discussed earlier, the second-order PLL is most widely used in practice. In particular, the second-order, type one, PLL is the practical configuration associated with this case. Since the second-order, type one, PLL shall be referred to frequently during the course of this dissertation, it is of interest to determine some of its important characteristics. The loop filter for the second-order, type one PLL is of the form

\[
H_2(s) = \frac{s/a + 1}{s/b + 1}
\]
Substituting Eq. 1-21 into Eq. 1-20 yields the closed-loop transfer function for the second-order, type one PLL as

$$H(s) = \frac{\frac{s}{a} + 1}{\frac{s^2}{Kb} + \left(\frac{1}{K} \frac{1}{a}\right)s + 1}$$  \hspace{1cm} (1-22)

Fig. 1-4 shows the root locus plot of $H(s)$ for the second-order, type one PLL. It is noted that this PLL is unconditionally stable.

Finally, it is of interest to determine the equivalent noise bandwidth which is defined as

$$B_n = \frac{1}{H_o^2} \int_0^\infty H|j\omega|^2 df$$  \hspace{1cm} (1-23)

For the case at hand, $H_o^2$ is the power response at $f = 0$ which from Eq. 1-22 is unity. The definite integral in Eq. 1-23 can be evaluated directly from tabulated integrals [Ref. 1, p. 21 and p. 93] yielding
Fig. 1-k. Root locus plot for the second-order, type one PLL.

\[ K_1 = \frac{a^2}{1 + \sqrt{1 - b/a}} \]

\[ K_2 = \frac{a^2}{1 - \sqrt{1 - b/a}} \]
1.2.6 Cycle Slipping. In most applications of the PLL, the critical parameter is the "rate of cycle slippings". This refers to the occasional deletion (or insertion) of a cycle in the VCO output signal as compared to the pure signal at the loop input.

There are two different sources of cycle slippings in a PLL [Ref. 5]. The first type is referred to as ThI (threshold impulses). These come about when the resultant phasor of carrier and noise at the loop input encircles the origin. Only a relatively small percentage of the ThI are normally tracked by the loop due to its compressive and filtering actions. If a ThI is tracked, it results in a spike in the output of the PLL. The rate of these ThI is seen to increase with increasing PLL bandwidth.

The second source of cycle slippings, called LLI (loss of lock impulses), comes about when the PLL encounters noise and/or signal transients which it is not able to follow due to the multi-valued characteristic of the phase detector. For the case of a phase detector with a sinusoidal characteristic, if the phase
error is forced beyond \( \pi/2 \), the PLL enters a regenerative mode because of the change in the sign of the slope, usually resulting in a shifting of the stable operating point by \( 2\pi \) or a multiple of \( 2\pi \) thereby causing LLI. The rate of these LLI decreases with increasing bandwidth. The optimum design of a PLL is achieved by minimization of the combined total rate of ThI and LLI. The ability of a PLL to achieve lower thresholds than a conventional FM demodulator is based on the fact that the combined rate of ThI and LLI in a PLL may be made less than that of the ThI alone in a conventional FM demodulator [Ref. 1, p. 109].

These cycle slippings are the cause of threshold in FM demodulation and thus limits the tradeoff capability in an FM system between required transmitter power and transmission bandwidth. Their effect is felt particularly in satellite communications systems. The cycle slippings are further known to be the major cause of errors in digital FM transmissions [Ref. 5]. They are also of critical significance in tracking and whenever absolute phase estimation is required.

In the next chapter, devices which possess a phase detector characteristic having greater than \( \pm \pi/2 \) monotonic range are discussed and it is shown how one such device leads to the generalized second-order PLL configuration.
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CHAPTER II
THE EXTENDED-RANGE PHASE-LOCKED DEMODULATOR (ERPLD)
AND THE GENERALIZED SECOND-ORDER PLL

2.1 Introduction

As discussed in the preceding chapter, the conventional PLL incorporates a phase detector having a sinusoidal characteristic, and thus has a monotonic range of ± π/2. Whenever the signal and/or noise cause the phase error to exceed ±π/2, the PLL enters a regenerative mode due to the change in sign of the slope of the phase detector characteristic. When this occurs it is highly probable that loss of lock will occur and an LLI will be produced. This suggests the use of a phase detector with a monotonic range greater than ±π/2 to reduce the rate of LLI. Under such conditions, it would be possible to reduce the bandwidth of the PLL thus reducing the rate of ThI. The net outcome of such a scheme would be a device whose spike rate would be less than that for a conventional PLL under the same input conditions, thus permitting lower thresholds. It is this concept that provides the basis for all ERPLDs.

It is subsequently shown that one such ERPLD configuration i.e. the ERPLD using phase feedback can be reduced to a conventional PLL with a more complicated loop filter. This "equi-
valent filter realization" is shown to lead directly to the "generalized second-order PLL."

2.2 Implementations of the ERPLD

2.2.1 General. The threshold performance of a PLL with a phase detector having a greater than $\pm \pi/2$ monotonic range has been analyzed by Frankle [Ref. 1]. In this analysis, both a sawtooth and a truncated sine phase-detector characteristic were considered as shown in Fig. 2-1. Threshold reductions of 4dB for the sawtooth and 7dB for the truncated sinusoid were predicted in comparison to the conventional second-order PLL. In light of these results, it is apparent that besides monotonic range, the shape of the phase-detector characteristic is also very important and linearity of the characteristic is not necessarily desirable.

The actual realization of the extended-range type phase detector has thus far been found to fall into three categories: waveshaping of the carrier signal, postdetection linear synthesis and postdetection non-linear synthesis [Ref. 2, p. 250]. The first method involves choosing shapes for the input and reference carrier signals, which when passed through a multiplier-type phase detector produce, in the low frequency output component, the desired characteristic. Because of the problems involved in
Fig. 2-1. Extended-range phase detector characteristics:
(a) Sawtooth; (b) Truncated sinusoid.
transmitter waveshaping, this method is, in general, not practical. It does, however, provide the basis for more practical procedures to be discussed presently.

2.2.2 ERPLD Realization by Postdetection Linear Synthesis.
Referring to the conventional PLL of Fig. 1-1, it is noted that the shaped input and reference signals in the absence of noise and without modulation may be represented by their Fourier series expansions as follows

$$a(t) = \sum_{m=1}^{\infty} a_m \cos(m \omega_i t) \quad (2-1)$$

and

$$f(t) = \sum_{n=1}^{\infty} b_n \sin(n \omega_i t - n \phi_e) \quad (2-2)$$

where $\phi_e$ is the relative phase shift between the input and reference signals. For a multiplying type of phase detector, the low-frequency output components are

$$e = a(t) f(t) = \sum_{n=1}^{\infty} a_n b_n \sin(n \phi_e) \quad (2-3)$$

The result is that the phase detector characteristic ($e$ vs. $\phi_e$) is dependent on the superposition of the Fourier terms.
Various phase-detector responses can be synthesized by proper choice of the \(a_n b_n\) coefficient, which are controlled by the shape of the carrier signals [Ref 2, p. 253].

Eq. 2-3 can also be generated without carrier signal waveshaping by postdetection synthesis, an example of which is shown in Fig. 2-2 [Ref. 2, p. 253]. In this system, called the "phase-error feedback method," a voltage which is linearly proportional to the phase error is fed back through a system of phase modulators and phase detectors to produce a series of outputs with voltages proportional to \(\sin \phi_e\) and its harmonics. These outputs are then properly weighted and summed to form the required linear function of \(\phi_e\). The system has the practical limitation of requiring a large number of phase detectors and phase modulators which still limit the system to only a finite summation of harmonic components. The effectiveness of this system is not fully known because the formidable task of its analysis in the presence of noise remains yet to be accomplished.

2.2.3 ERLD Realization by Postdetection Non-linear Synthesis.

The technique of postdetection non-linear synthesis is exemplified by the system shown in Fig. 2-3 known as the Tanlock PLL [Ref. 3]. This system produces a phase comparator characteristic given by
Fig. 2-2. ERPLD using multiterm synthesis: Phase-error feedback method (from Klapper and Frankle [Ref. 2, p.253]).
Fig. 2-3. The Tanlock PLL (from Klapper and Frankle [Ref. 2, p.256]).
\( q(\phi_e) = \frac{(1 + K) \sin \phi_e}{1 + K \cos \phi_e}, 0 \leq K < 1 \) \hspace{1cm} (2-4)

This function is plotted in Fig. 2-4 for a number of values of \( K \).

This system is capable of a monotonic range approaching \( \pm \pi \) as \( K \) approaches unity, but with increasing non-linearity. Currently, there is some doubt as to whether the Tanlock system under modulation conditions does actually provide threshold reduction in comparison to the conventional PLL [Ref. 3 and Ref. 4].

Of particular interest to the research undertaken in this dissertation is the ERPLD which uses phase feedback [Ref. 5] which shall be discussed in detail in the next section.

2.2.4 The ERPLD Using Phase Feedback. The ERPLD which uses phase feedback described by Acampora and Newton [Ref. 5] is shown in Fig. 2-5. This device was implemented for a single-channel FM receiver with the following parameters:

Base-band voice channel: 300-3300 Hz
Center frequency: 11.5 MHz
Deviation: \( \pm 10 \) KHz peak
IF bandwidth: 35 KHz
Base-band bandwidth: 3.5 KHz
Fig. 2-4. Tanlock phase comparator characteristics (from Robinson[Ref. 3]).
Fig. 2-5. The ERPLD using phase feedback.
The design parameters of the device included a standard second-order, type one loop filter of the form

\[ H_2(s) = \frac{s/a + 1}{s/b + 1} \]  \hspace{1cm} (2-5)

with "a" and "b" chosen at \(2.94 \times 10^4\) and \(1.88 \times 10^3\) rad/sec respectively. The combined main loop gain was set at \(4.7 \times 10^5\) sec\(^{-1}\), and the product of the phase-detector and phase-modulator sensitivities \(\delta K_3\) was adjusted to unity. The threshold performance of the device was determined for a 1KHz test-tone in the voice channel. The results indicated a 3dB threshold reduction over the conventional PLL [Ref. 5, p. 591].

It is of interest to determine the response characteristic for the extended-range phase detector shown in Fig. 2-6. From this figure, the characteristic equation of the phase feedback phase detector in the absence of noise is given by

\[ e = \delta \sin(\psi - K_3 e) \]  \hspace{1cm} (2-6)

where

\[ \psi = \phi_i(t) - \phi_{r1}(t) \]  \hspace{1cm} (2-7)
Fig. 2-6. Block diagram of the extended-range phase detector.
It is convenient to normalize Eq. 2-6 by letting $e_n = e/\delta$
resulting in

$$e_n = \sin(\psi - \alpha e_n) \quad (2-8)$$

where

$$\alpha = \kappa_3 \delta \quad (2-9)$$

Fig. 2-7 shows a plot of Eq. 2-8 for a number of values of $\alpha$. For $\alpha = 0$, the phase detector reverts back to a purely sinusoidal characteristic as expected. As $\alpha$ is increased, the extension of the monotonic range is readily apparent. It is significant to note that maximum monotonic range extension for which the characteristic is single-valued is $\alpha = 1.0$ which results in a monotonic range of

$$- (\pi/2 + 1) \leq \psi \leq (\pi/2 + 1) \quad (2-10)$$

The transition of the characteristic from a single-valued to a multi-valued function as $\alpha$ exceeds unity will take on added significance when the acquisition and tracking behavior of ERPLD with phase feedback and the generalized second-order PLL are discussed in Chapter 5. The improved performance of this system has been explained by the increased monotonic range of the phase
Fig. 2-7. Normalized response characteristic of the extended-range phase detector using phase feedback.

Note: $\psi = \phi_i(t) - \phi_{r1}(t)$
detector beyond \( \pm \pi/2 \). This explanation is correct for the case of no noise operation. However, under operation with noise a more extensive analysis is necessary. An analysis by Klapper and Veiga [Ref. 6] of the ERPLD with phase feedback which includes the effects of noise has shown the device to indeed be capable of a threshold significantly below that of the conventional PLL. In addition, the analysis showed the performance of this ERPLD to be critically dependent on the predetection bandwidth \( B_p \). Specifically, the threshold reduction of the Acampora and Newton ERPLD with respect to the conventional PLL is predicted only for
\[ B_p/a < 2.75 \] [Ref. 6]. The reason for this dependence on predetection bandwidth will become apparent shortly.

An alternate way of viewing the ERPLD with phase feedback is the "equivalent filter approach" [Ref. 2, p. 260]. This analysis begins with the formulation of the loop differential equation of Fig. 2-5 which results in

\[
\dot{\phi}_e(t) = \dot{\phi}_i(t) - K_1 K_2 \delta F(p) \sin \phi_e
\] (2-11)

where

\[
\phi_e(t) = \phi_i(t) - \phi_{r2}(t)
\] (2-12)

and
Eq. 2-11 is identical in form to the loop differential equation of the conventional PLL, except for the difference in the filter function $F(p)$. Substitution of $H_2(s)$ from Eq. 2-5 into Eq. 2-13 yields

\[
F(s) = \frac{s^2 \left( \frac{K_3}{K_1 K_2 b} \right) + s \left( \frac{1}{a} + \frac{K_3}{K_1 K_2} \right) + 1}{\frac{s}{b} + 1}
\]  

(2-14)

The equivalent filter realization of the ERPLD with phase feedback is thus seen to be a second-order PLL in which the loop filter $F(s)$ contains a pair of complex zeros. This is in contrast to the conventional design of the PLL which utilizes a filter having a simple zero on the negative real axis. Eq. 2-14 can be put into more convenient form by first noting that the main loop gain in Fig 2-5 can be expressed as

\[
K = K_1 K_2 \delta
\]  

(2-15)

Substitution of Eq. 2-15 and the auxiliary loop gain expression of Eq. 2-9 into Eq. 2-14 yields
\[ F(s) = \frac{s^2 \left( \frac{\alpha}{Kb} \right) + s \left( \frac{1}{a} + \frac{\alpha}{K} \right) + 1}{s + \frac{1}{b}} \]  

(2-16)

It is of interest to investigate some additional properties of this "equivalent filter" ERPLD. Figs. 2-8 and 2-9 show the closed-loop magnitude response of the equivalent filter ERPLD for \( \alpha \) over a range of 0.0 to 10.0 with the remaining parameters those of Acampora and Newton [Ref. 5]. Note that for \( \alpha = 0 \) the system reverts to a conventional second-order, type one PLL. For \( \alpha > 0 \) it is significant to note that the closed-loop magnitude response does not fall off to zero as the frequency becomes unbounded as is the case for the conventional PLL. This theoretically implies an "infinite" noise bandwidth and in essence explains the critical dependence of the response on the predetection bandwidth as discussed earlier, since the predetection noise bandwidth limits the performance of the device. On the other hand, it shows a reduction in the peak of the response with \( \alpha \). Fig 2-10 shows the closed-loop phase response of the equivalent filter ERPLD for \( \alpha \) over a range of 0.0 to 10.0. For \( \alpha = 0 \), the system again reverts to a conventional second-order, type one PLL with the phase angle starting at \( 0^\circ \).
Fig. 2-3. Closed-loop magnitude response of the equivalent filter ERPLD ($\alpha = 0.5, 1.0, 2.0$, and $10.0$).
Fig. 2-9. Closed-loop magnitude response of the equivalent filter ERLP (\(\alpha = 0.0\) and 0.1).
Fig. 2-10. Closed-loop phase angle response of the equivalent filter ERPID.
at DC and approaching -90° as the frequency becomes unbounded. For α > 0 the phase response changes markedly with the phase angle starting at 0° at DC but then peaking and again approaching 0° as the frequency becomes unbounded. Furthermore, as α is increased, the phase shift peak diminishes. Recall that in the Acampora and Newton case [Ref. 5] α = 1.0. The computer programs used to generate the magnitude and phase response curves of the equivalent filter ERPLD are given in Appendix A.

Returning to the equivalent filter function of Eq. 2-16, it is noted that the coefficients of the various terms are not independent but rather interdependent. By making the coefficients independent it becomes a filter for what may be termed a "generalized second-order PLL."

2.3 The Generalized Second-Order PLL.

As discussed in the preceding section, the equivalent filter function of Eq. 2-16 leads directly to the generalized second-order filter function given by

\[ F(s) = \frac{s^2/\beta + s/\gamma + 1}{s/b + 1} \]  (2-17)
where the coefficients are now independent design parameters. Note that the response curves of Figs 2-8 through 2-10 are applicable to the generalized second-order PLL under the transformation

This generalized second-order PLL in which the loop filter contains a pair of complex zeros has been heretofore unexplored. The investigation and optimum design of this device forms the basis for this dissertation.

Fig 2-11 shows the root locus plot for the generalized second-order, type one PLL, using the equivalent Acampora and Newton parameters [Ref. 5] based on Eq. 2-18 and given by

\[
\begin{align*}
\beta &= \frac{Kb}{\alpha} \\
\gamma &= \frac{1}{\frac{\alpha}{K} + \frac{1}{\alpha}}
\end{align*}
\]
Fig. 2-11. Root locus for the generalized second-order, type one PLL (using Acampora and Newton parameters [Ref. 5]).
The figure is markedly different from that of the conventional second-order, type one PLL shown in Fig. 1-4, but retains the characteristic of being unconditionally stable. The computer program used to generate this root locus is given in Appendix A.

Fig. 2-12 shows a comparison of the asymptotic open loop amplitude responses for the conventional and generalized second-order, type one PLL. Again note that the amplitude response in the generalized PLL case does not drop off to zero with increasing frequency as it does in the conventional PLL case.

As a final item to be discussed, prior to the detailed analysis and optimum design of the generalized second-order PLL given in the subsequent chapters, consider a comparison of the design criterion for the equivalent filter ERPLD and the generalized second-order PLL. The question arises as to whether or not all of the possible designs of the generalized second-order PLL can be achieved with the equivalent filter ERPLD. First, note that there are four design parameters $\alpha$, $K$, $a$ and $b$ for the equivalent filter ERPLD and the loop filter function is given by Eq. 2-16. Similarly, for the generalized second-order PLL there are four design parameters $\beta$, $\gamma$, $b$ and $K$ and its loop filter function is given by Eq. 2-17. In the generalized second-order PLL $K$ is of course the loop gain and the remaining three parameters are those associated with the filter
Fig. 2-12. Open-loop amplitude response (asymptotic). (a) Conventional
second-order, type one PLL; (b) Generalized second-order,
type one PLL (in conventional design $20 \log \frac{Kb}{\beta} = 20 \log Kb = 0$).
design which may be chosen independently. In the equivalent filter ERPLD \( K \) is again the loop gain but it also appears in the first two terms of the numerator in Eq. 2-16. The parameter \( b \) can be varied to adjust the coefficient in the first term of the denominator of Eq. 2-16 to a desired value. In the first term of the numerator of Eq. 2-16 even with \( K \) and \( b \) fixed \( a \) may be varied to achieve the desired coefficient value. This leaves only the second numerator term in Eq. 2-16 to be investigated. Even though the parameter "a" in this term can be varied independently at this point, the additive \( a/K \) factor does not permit the coefficient in the second numerator term of Eq. 2-16 to be independently adjusted. Strictly speaking then, the equivalent filter ERPLD cannot achieve all of the possible designs of the generalized second-order PLL. From a practical point of view, however, the picture changes. Consider, for example, the Acampora and Newton design [Ref. 5]. For those parameters, it is found that \( 1/a = 3.401 \times 10^{-5} \) and \( a/K = 2.123 \times 10^{-6} \). Thus in a typical design \( 1/a \) is more than an order of magnitude greater than \( a/K \) and so the second numerator term in Eq. 2-16 can also, for all intents and purposes, be varied independently.
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3.1 Introduction.

In Chapter 2, the equivalent filter realization of the ERPLD was shown to lead to the generalized second-order PLL in which the loop filter contained complex zeros. In this chapter a method for determining an optimum design for the generalized second-order PLL for a practical class of input signals is developed.

3.2 Determination of Threshold Carrier-to-Noise Ratio (CNR).

3.2.1 General Description. The input modulation to a PLL tends to create a phase-error component which increases the total loop phase error both on an instantaneous and mean-square basis. For the linear model of the PLL with the noise and signal statistically independent, the modulation-induced phase error component \( \phi_{es}(t) \) may be considered as an independent additive term which linearly increases the total mean-square phase error \( \overline{\phi_e^2}(t) \).

For the class of Gaussian noise type modulations including single-channel speech (FM), FDM-FM and FDM-PM, the modulation-induced phase error is Gaussian. This is also essentially true of the above-threshold noise-induced phase error. The total phase error thus has the same statistics with and without modulation, with the modulation...
basically representing an increase in $\phi_e^2(t)$. The threshold criterion for a PLL operating in the presence of Gaussian type modulations can be indicated as

$$\phi_{tn}^2(t) + \phi_{es}^2(t) = \phi_e^2(t)$$

(3-1)

with $\phi_e^2(t)$ set equal to the mean-square phase error at threshold [Ref 1, p. 136 and Ref. 2]. For modulations other than Gaussian, Eq. 3-1 generally becomes less realistic and each case should be treated on an individual basis. For example, Klapper and Frankle [Ref. 1, p. 136-137] have considered the threshold criterion for the test-tone modulation case.

For the case where the input to the PLL contains white Gaussian bandpass noise $N(t)$ of power spectral density (PSD) $\eta$, the equivalent noise generator as discussed in Chapter 1 is also Gaussian, having the low-pass equivalent PSD of $N(t)$ with height $2\eta/A^2$. Under these conditions, the noise-induced phase error component may be expressed as
\[
\varphi_{mn}^2(t) = \frac{2\eta}{A^2} \int_0^{B_p/2} |H(j\omega)|^2 \, df
\]  

where it is recalled that \(B_p\) is the predetection bandwidth and \(H(s)\) is the closed-loop transfer function of the PLL. Referring to Fig. 3-1

\[
H(s) = \frac{K F(s)}{s + K F(s)} 
\]  

where

\[
K = K \delta_{1/2} 
\]  

and the loop filter for the generalized second-order PLL case is given by

\[
F(s) = \frac{s^2/\beta + s/\gamma + 1}{s/b + 1} 
\]
Fig. 3.1. Linear equivalent model of the generalized second-order PLL.
The expression for the signal-induced phase error component

\[ \phi_{es}^2 (t) \] is dependent upon the type of modulation employed and

may be expressed as

\[ \phi_{es}^2 (t) = \int_{0}^{f_b} W_{\phi_1} (f) \left| 1 - \mathbb{H}(j\omega) \right|^2 df \]

(3-6)

where \( W_{\phi_1} \) is the one-sided PSD of the input phase modulation across
the baseband range. The total mean-square phase error can then
be expressed as

\[ \phi_e^2 (t) = \int_{0}^{f_b} W_{\phi_1} (f) \left| 1 - \mathbb{H}(j\omega) \right|^2 df 
+ \frac{2\eta}{A^2} \int_{0}^{B_F/2} \left| \mathbb{H}(j\omega) \right|^2 df \]

(3-7)
The threshold CNR with the noise measured in the IF bandwidth is given by

\[
(CNR_{IF})_{TH} = \left( \frac{\frac{2}{A^2}}{B_p \eta} \right)_{TH} \quad (3-8)
\]

or

\[
\left( \frac{2 \eta}{A^2} \right)_{TH} = \frac{1}{B_p (CNR_{IF})_{TH}}
\]

Defining the total mean-square error at threshold as

\[
\left[ \frac{\phi_e^2(t)}{\phi_e(t)} \right]_{TH} = \nu \quad (3-9)
\]

and substituting Eqs. 3-8 and 3-9 into Eq. 3-7 yields
In the above expression, with the previous assumptions that have been made, the only parameter which has any uncertainty associated with it is $\nu$. Previous experimental and analytical evidence with conventional PLLs has indicated a range of values of $\nu$ between 0.20 and 0.25 as the region where the cycle slipping rate is such that the output signal-to-noise ratio is 1dB below that predicted by the above threshold formulation. The value of $\nu = 0.25$ has been derived exactly for the first-order PLL [Ref. 3] and is widely used in literature as the threshold criterion for the second-order PLL [Ref. 1, pp. 138-147, Ref. 2 and Ref. 4]. In this chapter, for the analysis which follows, a value of $\nu = 0.25$ is generally assumed for the generalized second-order PLL. In the subsequent chapter, a method is presented for determining $\nu$ by computer simulation of the non-linear model of the generalized second-order PLL.
This procedure indicates that 0.25 is a reasonable value to use for \( \nu \).

3.2.2 Voice Modulation Case. The first case to be considered is that of a single-channel FM speech signal. Before proceeding, it is necessary to settle on a suitable voice channel model. Previous analyses [Ref. 1, p. 339 and Ref. 2] have indicated success in using a speech channel which is modeled as follows:

1. It is random with Gaussian statistics.
2. It has a PSD that is nonzero between the frequencies \( f_a \) and \( f_b \) only, and within this band, the PSD varies inversely with \( f^2 \).

This model may be represented by

\[
W_{\phi_1} = \frac{\eta_m}{\omega^4} \quad f_a \leq f \leq f_b \quad \text{(3-11)}
\]

\[
= 0 \quad \text{elsewhere}
\]

where \( W_{\phi_1} \) is the one-sided PSD of the input "phase" modulation and \( \eta_m \) is a modulation constant. It is convenient to reexpress \( \eta_m \) in terms of the mean-square frequency deviation \( (\Delta \omega_{rms})^2 \) of the signal. Recalling that multiplication by \( \omega^2 \) changes the spectral density of phase to that of frequency and further, noting that
subsequent integration over the baseband gives the total power or the mean-square value, leads to the expression

\[ (\Delta \omega_{\text{rms}})^2 = \int_{f_a}^{f_b} \omega^2 \psi df \]

This results in

\[ \eta_m = \frac{(2\pi)^2 f_a f_b (\Delta \omega_{\text{rms}})^2}{f_a - f_b} \]

From Eq. 3-10, using the single-channel FM model of Eq. 3-11, yields
Next, it is desired to express the integrals in Eq. 3-14 in terms of the generalized second-order PLL parameters. From Eqs. 3-3 and 3-5, the closed-loop transfer function may be expressed as

\[
H(s) = \frac{s^2/\beta + s/\gamma + 1}{s^2 \left( \frac{1}{Kb} + \frac{1}{\beta} \right) + s \left( \frac{1}{K} + \frac{1}{\gamma} \right) + 1}
\]
Therefore

\( H(j\omega) = \)

\[
\frac{\left(1 - \frac{\omega^2}{\beta}\right) + j\left(\frac{\omega}{\gamma}\right)}{\left[1 - \omega^2\left(\frac{1}{Kb} + \frac{1}{\beta}\right)\right] + j\left[\omega\left(\frac{1}{K} + \frac{1}{\gamma}\right)\right]}
\]

and

\( |H(j\omega)|^2 = \)

\[
\frac{\left(1 - \frac{\omega^2}{\beta}\right)^2 + \left(\frac{\omega}{\gamma}\right)^2}{\left[1 - \omega^2\left(\frac{1}{Kb} + \frac{1}{\beta}\right)\right]^2 + \left[\omega\left(\frac{1}{K} + \frac{1}{\gamma}\right)\right]^2}
\]
Reexpressing $|H(j\omega)|^2$ as a ratio of polynomials in $\omega$ yields

\[
|H(j\omega)|^2 = \frac{\omega^4 \left( \frac{1}{\beta^2} \right) + \omega^2 \left( \frac{1}{\gamma^2} - \frac{2}{\beta} \right) + 1}{\omega^4 \left( \frac{1}{Kb} + \frac{1}{\beta} \right)^2 + \omega^2 \left[ \left( \frac{1}{K} + \frac{1}{\gamma} \right)^2 - 2 \left( \frac{1}{Kb} + \frac{1}{\beta} \right) \right] + 1}
\]

In a similar manner

\[
1 - H(s) = \frac{s^2/Kb + s/K}{s^2 \left( \frac{1}{Kb} + \frac{1}{\beta} \right) + s \left( \frac{1}{K} + \frac{1}{\gamma} \right) + 1}
\]
Therefore

\[ l - H(j\omega) = \]

\[ \frac{\left(- \frac{\omega^2}{Kb}\right) + j\left(\frac{\omega}{K}\right)}{\left[1 - \omega^2 \left(\frac{1}{Kb} + \frac{1}{\beta}\right)\right] + j\left[\omega \left(\frac{1}{K} + \frac{1}{\gamma}\right)\right]} \]

Expressing \(|1 - H(j\omega)|^2\) as a ratio of polynomials in \(\omega\) yields

\[ |1 - H(j\omega)|^2 = \]

\[ \frac{\omega^4 \left(\frac{1}{Kb}\right)^2 + \omega^2 \left(\frac{1}{K}\right)^2}{\omega^4 \left(\frac{1}{Kb} + \frac{1}{\beta}\right)^2 + \omega^2 \left[\left(\frac{1}{K} + \frac{1}{\gamma}\right)^2 - 2 \left(\frac{1}{Kb} + \frac{1}{\beta}\right)\right] + 1} \]
For convenience, the following definitions are made in Eqs. 3-18 and 3-21

\[(3-22)\]

\[
A = \frac{1}{\beta^2} \\
B = \frac{1}{\gamma^2} - \frac{2}{\beta} \\
C = \left(\frac{1}{K_b} + \frac{1}{\beta}\right)^2 \\
D = \left(\frac{1}{K} + \frac{1}{\gamma}\right)^2 - 2\left(\frac{1}{K_b} + \frac{1}{\beta}\right) \\
A' = \left(\frac{1}{K_b}\right)^2 \\
B' = \frac{1}{K^2}
\]

At this point it is well to reflect back to the original ERPLD configuration of Acampora and Newton [Ref. 5] discussed in Chapter 2 and realize again that the generalized second-order PLL reduces to the ERPLD under the conditions
The next task is the solution of the integrals in the numerator and denominator of Eq. 3-14. From Eqs. 3-18 and 3-22, the numerator of Eq. 3-14 may be expressed as

\[ \beta = \frac{Kb}{\alpha} \]

\[ \gamma = \frac{1}{\frac{\alpha}{K} + \frac{1}{a}} \]

\[ \int_0^{B_p/2} |H(j\omega)|^2 \, df = \]

\[ \frac{1}{2\pi} \int_0^{\pi B_p} \frac{A\omega^4 + B\omega^2 + \frac{1}{1}}{C\omega^4 + D\omega^2 + \frac{1}{1}} \, d\omega \]
Similarly the integral in the denominator of Eq. 3-14 may be expressed as

\[ \int_{f_a}^{f_b} \left| \frac{1}{\omega^4} \right| 1 - H(j\omega) \right|^2 \, df = \]

(3-25)

Solution of the integrals in Eqs. 3-24 and 3-25 can be obtained, of course, by numerical integration techniques on the digital computer, and indeed this method will be used later in the chapter as a check on the alternate means of solution. It is desired, however, that a closed form solution of these integrals be obtained to facilitate the optimum design procedure for the generalized second-order PLL. As will be described in detail later in this chapter, the optimization algorithm requires evaluation of Eq. 3-14 during each iteration. The availability of a closed-form of Eq. 3-14 eliminates the necessity of performing a numerical integration evaluation of Eq. 3-14 during each iteration and thus greatly reduces the CPU time needed to determine
the optimum design. Indeed, as will be detailed later in this chapter, the use of the closed-form solution over numerical integration techniques in the optimization algorithm was shown to reduce the CPU time typically by a factor of 500 to 1 or more. In general, without having the closed-form solution at hand, the CPU time necessary to perform an optimization procedure would be prohibitive.

It should be noted that unlike definite integrals of the form

\[
I = \int_{0}^{\infty} \frac{a_{n-1} \omega^{n-1} + \cdots + a_{0}}{b_{n} \omega^{n} + \cdots + b_{0}} \, df
\]

which are encountered often in control theory applications and in PLL theory for determining equivalent noise bandwidths, and for
which tabulated results are readily available [Ref. 1, p. 21 and Ref. 6, p. 135], solutions to integrals of the form of Eqs. 3-24 and 3-25 which have definite limits are considerably more complicated. The closed-form solutions of Eqs. 3-24 and 3-25 can fall into a number of different cases as dictated by the roots of the polynomial \( c \omega^4 + D \omega^2 + 1 \) which appears in the denominator of each of the integrals. Because the polynomial contains only even powers of \( \omega \), it follows directly that

\[
\omega^2 = -\frac{D}{2c} \pm \sqrt{\left(\frac{D}{2c}\right)^2 - \frac{1}{c}}
\]  

(3-27)

From Eq. 3-22 it is apparent that \( C \) is always positive whereas \( D \) can be either positive or negative. Consider first the situation where the roots of Eq. 3-27 are complex. This leads to the first two cases to be considered. These are defined as follows
\[ \frac{D^2}{4C} < 1 \]  

\text{CASE I}

and

\[ D < 0 \]

\[ \frac{D^2}{4C} < 1 \]  

\text{CASE II}

and

\[ D > 0 \]
Detailed solutions of Eqs. 3-24 and 3-25 in closed form for these two cases are given in Appendix B with the results given as follows

\[ (3-30) \]

\[
\int_{0}^{B_p/2} |H(i\omega)|^2 \, dr =
\]

\[
\frac{1}{2\pi C} \left\{ \pi AB_p + \Re \left[ \frac{1 - BG - A/C(1 - DG)}{J(\sigma - G)} \ln \left( \frac{J - \pi B_p}{J + \pi B_p} \right) \right] \right\}
\]

and
\[ \eta_m \int_{\frac{\omega_a}{\omega^4}}^{\frac{\omega_b}{\omega^4}} |1 - \mathbb{H}(j\omega)|^2 \, df = \overline{\phi_{es}(t)} = \]

\[
\frac{\omega_a\omega_b|\Delta\omega|_{\text{rms}}}{\omega - \omega_b} \left\{ \frac{1}{C} \left[ \frac{B' - A'G}{GJ(G - G^*)} \frac{1}{\omega_a} \left( \frac{\omega_b - j}{\omega_b + j}, \frac{\omega_b + j}{\omega_a - j} \right) \right] \right. \\
\left. + \frac{B'}{CGG^*} \left( \frac{1}{\omega_a} - \frac{1}{\omega_b} \right) \right\}
\]

(3-31)
where \( \Re \) indicates that the real part of the bracketed term is to be taken and \( G \) and \( J \) are complex expressions given by

\[
G = \frac{D}{2C} - j \sqrt{\frac{1}{C} - \left(\frac{D}{2C}\right)^2}
\]  

(3-32)

\[
J = \frac{M}{\theta}
\]  

(3-33)

where

\[
M = (1/C)^{1/4}
\]  

(3-34)

and
\[
\theta = \left\{ \begin{array}{l}
\tan^{-1} \left( \frac{-\sqrt{\frac{1}{C} - \left( \frac{D}{2C} \right)^2}}{\frac{D}{2C}} \right) + \gamma \\
\frac{3 \pi}{2}
\end{array} \right. 
\]

CASE I

CASE II

(3-35)

(3-36)
and \( G^* \) is the complex conjugate of \( G \). Furthermore, the definitions of Eqs. 3-13 and 3-22 are used. Note also, that the principal value is to be used in the arctangent function and all angles are assumed to be in radians.

Next, consider the case where the roots of Eq. 3-27 are real. This immediately leads to a third case defined as follows

\[
\begin{align*}
\frac{p^2}{4c} &> 1 \\
\text{CASE III} \\
D &> 0
\end{align*}
\]

At this point it might be thought that another case that should be considered is
\[
\frac{D^2}{4C} > 1 \\
\text{and} \\
D < 0
\]

However from Eqs. 3-38 and 3-22 for this case to exist

\[
\left(\frac{1}{K} + \frac{1}{\gamma}\right)^2 - 2 \left(\frac{1}{KB} + \frac{1}{\beta}\right)^2 > 1
\]

But the other necessary condition for this case to exist, is that 
\( D < 0 \) which requires that
It is apparent that the conditions of Eqs. 3-39 and 3-40 cannot hold simultaneously and so the case postulated by Eq. 3-38 does not exist.

Detailed solutions of Eqs. 3-24 and 3-25 in closed form for Case III are given in Appendix B with the results given as follows.
\[
\int_0^{B_p/2} \left| H(j\omega) \right|^2 df = \\
\frac{1}{2\pi c} \left\{ \frac{1 - B R_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1}\frac{\pi B_p}{R_1} \right) + \frac{1 - B R_2^2}{R_1^2 - R_2^2} \left( \frac{1}{R_2} \tan^{-1}\frac{\pi B_p}{R_2} \right) \right\} \\
- \frac{A}{c} \left[ \frac{1 - DR_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1}\frac{\pi B_p}{R_1} \right) + \frac{1 - D R_2^2}{R_1^2 - R_2^2} \left( \frac{1}{R_2} \tan^{-1}\frac{\pi B_p}{R_2} \right) \right] \\
+ A \pi B_p \\
\right\}
\]

and
\[
\phi_{es}^2(t) = \nu \int_{f_a}^{f_b} \frac{1}{\omega^4} \cdot \frac{1}{1 - H(\omega)^2} \, df = \\
\frac{\omega_a \omega_b (A_{Wms})^2}{\omega_b - \omega_a} \left\{ \frac{A^1}{C (R_1^2 - R_2^2)} \left[ \frac{1}{R_2} \left( \tan^{-1} \frac{\omega_b}{R_2} - \tan^{-1} \frac{\omega_a}{R_2} \right) \right] + \frac{B^1}{C (R_1^2 - R_2^2)} \left[ \frac{1}{R_1^3} \left( \tan^{-1} \frac{\omega_b}{R_1} - \tan^{-1} \frac{\omega_a}{R_1} \right) \right] - \tan^{-1} \frac{\omega_a}{R_1} \right\} + \frac{B^1}{C R_1^2 R_2^2} \left( \frac{1}{\omega_a} - \frac{1}{\omega_b} \right) \right\}
\]
The final case to be considered is that where the roots of Eq. 3-27 are real and repeated. This occurs when the following condition holds
causing the radical in Eq. 3-27 to become zero. Obviously, unlike the previous three cases, this condition is highly restrictive and should be considered a "special" case. From Eqs. 3-22 and 3-44, it follows that for this case to hold

\[
\frac{D^2}{4C} = 1
\]

(3-44)

or

\[
\left[ \left( \frac{1}{\kappa} + \frac{1}{\gamma} \right)^2 - 2 \left( \frac{1}{\kappa_0} + \frac{1}{\beta} \right) \right]^2 \frac{1}{4 \left( \frac{1}{\kappa_0} + \frac{1}{\beta} \right)^2} = 1
\]

(3-45)

\[
\left( \frac{1}{\kappa} + \frac{1}{\gamma} \right)^2 = 4 \left( \frac{1}{\kappa_0} + \frac{1}{\beta} \right)
\]
From Eq. 3-45 it is seen that for the case under consideration, $D > 0$. Summarizing, the fourth and final case to be considered is given by

\[
\begin{align*}
\frac{D^2}{4C} &= 1 \\
D &> 0
\end{align*}
\]

Detailed solutions of Eqs. 3-24 and 3-25 in closed form for Case IV are given in Appendix B with the results given as follows.
\[
\int_0^{B_p/2} \frac{1}{|H(j\omega)|^2} \, df = \\
\frac{1}{4\pi c} \left\{ \left( \frac{\pi B_p}{\pi^2 B_p^2 + R_0^2} \right) \left( \frac{1}{R_0^2} - B \right) + \left( \frac{1}{R_0} \tan^{-1} \frac{\pi B_p}{R_0} \right) \left( \frac{1}{R_0^2} + B \right) \right\} \\
- \frac{A}{C} \left[ \left( \frac{\pi B_p}{\pi^2 B_p^2 + R_0^2} \right) \left( \frac{1}{R_0^2} - D \right) + \left( \frac{1}{R_0} \tan^{-1} \frac{\pi B_p}{R_0} \right) \left( \frac{1}{R_0^2} + D \right) \right] \\
+ 2A \pi B_p \right\} \\
\]

and
\[
\frac{\phi_{res}^2(t)}{\phi_{res}^2(\tau)} = \frac{1}{\omega^2} \int_{\omega_a}^{\omega_b} \frac{1}{1 - H(j\omega)} \, d\omega = \frac{\omega_a \omega_b (\Delta \omega \text{rms})^2}{\omega_b - \omega_a}
\]

\[
\left\{ \frac{A'}{2R_o^2C} \left[ \frac{\omega_b}{\omega_b^2 + R_o^2} - \frac{\omega_a}{\omega_a^2 + R_o^2} + \frac{1}{R_o} \left( \tan^{-1} \frac{\omega_b}{R_o} - \tan^{-1} \frac{\omega_a}{R_o} \right) \right] \right.

- \left. \frac{B'}{2R_o^4C} \left[ \frac{\omega_b}{\omega_b^2 + R_o^2} - \frac{\omega_a}{\omega_a^2 + R_o^2} + \frac{3}{R_o} \left( \tan^{-1} \frac{\omega_b}{R_o} - \tan^{-1} \frac{\omega_a}{R_o} \right) \right] \right.

+ \left. \frac{B'}{R_o^4C} \left( \frac{1}{\omega_a} - \frac{1}{\omega_b} \right) \right\}
\]

where
At this point, it is well to reflect back to the impetus for considering the various cases that occur in the closed-form solution. In the optimum design procedure, to be discussed in detail shortly, an algorithm is used to determine a minimum for \((\text{CNRIF})\text{TH}\). This algorithm involves a search technique which evaluates \((\text{CNRIF})\text{TH}\) during each iteration. The search can and generally does pass through more than one case before the minimum is found. If the various cases are not accounted for within the computer program, the search algorithm will stop prematurely if such a case is encountered.

In order to check the validity of the closed-form solutions of \((\text{CNRIF})\text{TH}\) for the various cases, a computer program was written to evaluate the integrals in Eqs. 3-24 and 3-25 by numerical integration techniques. A check was performed on each of the four cases which showed the two solutions to be in agreement to within an error of two percent or less. Even this small error is accounted for by the coarseness of the integration intervals in the numerical method, finer intervals bringing the two results into even closer agreement. The computer program used in this comparative check and additional discussion on the results are found in Appendix C.
Having determined the expression for (CNRIF)TH for the single-channel FM speech case for eventual use in the optimum design procedure, attention is next focused on another case of great interest.

### 3.2.3 FDM-FM Case

The next case to be considered is that of FDM-FM. Again, it is necessary to settle on a suitable model. Previous analysis [Ref. 1, p. 141 and p. 341] has indicated success in using an FDM-FM signal which is modeled as follows:

1. It is random with Gaussian statistics.
2. The PSD of the input "phase" modulation is nonzero between the baseband frequencies \( f_a \) and \( f_b \) only and is given by

\[
W_{\phi_1} = \frac{\eta_m}{\omega^2}, \quad f_a \leq \omega \leq f_b
\]

where again, the one-sided PSD is used and \( \eta_m \) is a modulation constant.

The modulation constant may be related to the mean-square frequency deviation using Eq. 3-12, resulting in

\[
\eta_m = \frac{(\Delta \omega_{rms})^2}{f_b - f_a}
\]
From Eq. 3-10, using the FDM-FM model of Eq. 3-31, yields

\[(3-52)\]

\[(\text{CNR}_{\text{IF}})_{\text{TH}} = \]

\[
\frac{\int_0^{B_p/2} |H(j\omega)|^2 \, df}{B_p \left[ \nu - \eta_m \int_{f_a}^{f_b} \frac{1}{\omega^2} \cdot \left| 1 - |H(j\omega)|^2 \right| \, df \right]}
\]

It should be noted that frequently when dealing with an FDM case, the performance is given in terms of noise power ratio (NPR) which is defined as the power ratio of signal-to-noise tested with a noise-like signal in a narrow FDM channel. In the method used here, as will be described in detail subsequently, the design is based on minimization of threshold carrier-to-noise ratio. This procedure takes into consideration the effects of the entire baseband as opposed to that of a single FDM channel.

Returning to Eq. 3-52, it is noted that the integral in the numerator has already been evaluated in closed form for all four cases in the previous section, the details of which have been presented in Appendix B. The remaining task is the evaluation of
the integral in the denominator of Eq. 3-52, i.e. $\varphi_{es}^2(t)$
(See also Eq. 3-6), in closed form for each of the four cases.

From Eqs. 3-6, 3-21, and 3-50, the signal-induced mean-square phase error component may be expressed as

\[ (3-53) \]

\[
\varphi_{es}^2(t) = \frac{(\Delta \omega_{rms})^2}{f_b - f_a} \int_{f_a}^{f_b} \frac{1}{\omega^2} \left( A' \omega^4 + B' \omega^2 \right) \frac{C \omega^4 + D \omega^2 + 1}{df}
\]

\[
= \frac{(\Delta \omega_{rms})^2}{\omega_b - \omega_a} \int_{\omega_a}^{\omega_b} \frac{A' \omega^2 + B'}{C \omega^4 + D \omega^2 + 1} d\omega
\]
where the coefficients of the integrand are defined by Eq. 3-22.

A detailed solution of Eq. 3-53 in closed form for each of the four cases as defined in Eqs. 3-28, 3-29, 3-37 and 3-46, is given in Appendix D. Summarizing, the closed-form solution of (CNRIF)TH for FDM-FM Cases I and II may be expressed by Eq. 3-52 with the denominator term

\[ \phi_{es}^2(t) = \eta_m \int_{f_a}^{f_b} \frac{1}{\omega^2} \cdot |1 - H(j\omega)|^2 \, df = \]

\[ \frac{(\Delta \omega_{rms})^2}{\omega_b - \omega_a} \cdot \frac{1}{C} \cdot \phi \left[ \frac{B' - A'G}{J( G^* - G )} \cdot \frac{\omega_b - J}{\omega_b + J} \cdot \frac{\omega_a + J}{\omega_a - J} \right] \]
\[ \int_{0}^{B_p/2} |H(j \omega)|^2 \, d\omega = 0 \]

where \( G \) and \( J \) for each of these cases are as defined in Eqs. 3-32 through 3-36.

Next, Case III may be expressed by Eq. 3-52 with
\[ \phi_{es}^2(t) = \]

\[ \frac{(\Delta \omega_{rms})^2}{\omega_b - \omega_a} \cdot \frac{1}{c(R_1^2 - R_2^2)} \left\{ \frac{B' A' R_2^2}{R_2} \left( \tan^{-1} \frac{\omega_b}{R_2} - \tan^{-1} \frac{\omega_a}{R_2} \right) \right\} \]

\[ + \frac{B' A' R_1^2}{R_1} \left( \tan^{-1} \frac{\omega_a}{R_1} - \tan^{-1} \frac{\omega_b}{R_1} \right) \]
\[
\int_0^{B_p/2} |H(j\omega)|^2 \, df = \frac{1}{2\pi C} \left[ \frac{1 - BR_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1} \frac{\pi B_p}{R_1} \right) + \frac{1 - BR_2^2}{R_1^2 - R_2^2} \left( \frac{1}{R_2} \tan^{-1} \frac{\pi B_p}{R_2} \right) \right] - \frac{A}{C} \left[ \frac{1 - DR_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1} \frac{\pi B_p}{R_1} \right) + \frac{1 - DR_2^2}{R_1^2 - R_2^2} \left( \frac{1}{R_2} \tan^{-1} \frac{\pi B_p}{R_2} \right) \right] + A \pi B_p \right) \]
where $R_1$ and $R_2$ are defined by Eq. 3-43.

Finally, Case IV may be expressed by Eq. 3-52 with

$$
\phi_{es}(t) = \frac{(A \omega_{rms})^2}{\omega_b - \omega_a} \cdot \frac{1}{2C} \left[ \frac{B'}{R_0^2} - A' \right] \left( \frac{\omega_b}{\omega_b^2 + R_0^2} - \frac{\omega_a}{\omega_a^2 + R_0^2} \right)
$$

$$
+ \left( \frac{B'}{R_0^2} + A' \right) \left( \frac{1}{R_0} \tan^{-1} \frac{\omega_b}{R_0} - \frac{1}{R_0} \tan^{-1} \frac{\omega_a}{R_0} \right)
$$

and
\[ \int_0^{B \pi / 2} |H(j\omega)|^2 df = \]

\[ \frac{1}{4\pi C} \left[ \left( \frac{\pi B_p}{\pi^2 B_p^2 + R_o^2} \right) \left( \frac{1}{R_o^2} - B \right) + \left( \frac{1}{R_o} \tan^{-1} \frac{\pi B_p}{R_o} \right) \left( \frac{1}{R_o^2} + B \right) \right] \]

\[ - \frac{A}{C} \left[ \left( \frac{\pi B_p}{\pi^2 B_p^2 + R_o^2} \right) \left( \frac{1}{R_o^2} - D \right) + \left( \frac{1}{R_o} \tan^{-1} \frac{\pi B_p}{R_o} \right) \left( \frac{1}{R_o^2} + D \right) \right] \]

\[ + 2A \pi B_p \]

where \( R_o \) is defined by Eq. 3-49.
These results will be used subsequently in the optimum design procedure. Attention will next be focused on the FDM-PM case.

3.2.4 FDM-PM Case. The next case to be considered is that of FDM-PM. Previous analysis [Ref. 1, p. 141 and p. 341] has indicated success in using an FDM-PM signal which is modeled as follows:

(1) It is random with Gaussian statistics.
(2) The PSD of the input "phase" modulation is nonzero between the baseband frequencies $f_a$ and $f_b$ only and is given by

$$W(f) = \begin{cases} \eta_m & f_a \leq f \leq f_b \\ 0 & \text{otherwise} \end{cases}$$

where the one-sided PSD is used.

The modulation constant $\eta_m$ may be related to the mean-square frequency deviation using Eq. 3-12, resulting in

$$\eta_m = \frac{3 (\Delta \omega_{\text{rms}})^2}{(2\pi)^2 (f_b^3 - f_a^3)}$$
From Eq. 3-10, using the FDM-PM model of Eq. 3-57 yields

\[(3-59)\]

\[
(CNR_{IP})_{TH} = \frac{\int_{0}^{B_p/2} |H(j\omega)|^2 \, df}{B_p \left[ \nu - \eta_m \int_{f_a}^{f_b} |1 - H(j\omega)|^2 \, df \right]}
\]

Again, the integral in the numerator of Eq. 3-59 has already been evaluated in closed form for each of the four cases. From Eqs. 3-6, 3-21 and 3-57, the signal-induced mean-square phase error component may be expressed as
\[ \phi_{es}^2(t) = \]

\[
\frac{3 (\Delta \omega_{rms})^2}{(2 \pi)^2 (f_b^3 - f_a^3)} \int_{f_a}^{f_b} \frac{f_b}{A' \omega^4 + B' \omega^2} \frac{B' \omega^2}{C \omega^4 + D \omega^2 + 1} \, df =
\]

\[
\frac{3 (\Delta \omega_{rms})^2}{\omega_b^3 - \omega_a^3} \int_{\omega_a}^{\omega_b} \frac{\omega_b}{A' \omega^4 + B' \omega^2} \frac{B' \omega^2}{C \omega^4 + D \omega^2 + 1} \, d\omega
\]
where the coefficients of the integrand are defined by Eq. 3-22. A detailed solution of Eq. 3-60 in closed form for each of the four cases is given in Appendix E. Summarizing, the closed-form solution of (CNRI)F for FDM-PM Cases I and II may be expressed by Eq. 3-59 with

\( \phi_{eb}(t) = \eta_m \int_{f_a}^{f_b} |1 - H(j\omega)|^2 df \)

\( \frac{3 (\Delta \omega_m)^2}{\omega_b^3 - \omega_a^3} \left\{ \frac{A'(\omega_b - \omega_a)}{C} - \frac{A'}{2} \theta_a \right\} \left( 1 - \frac{1}{J (G^* - G)} \right) \)

\( \ln \left( \frac{\omega_b - J}{\omega_b + J} \cdot \frac{\omega_a + J}{\omega_a - J} \right) \)
and

\[ \int_0^{B_p/2} |\mathcal{H}(j\omega)|^2 \, df = \]

\[ \frac{1}{2\pi C} \left\{ \pi A B_p \right. \left. + \beta \left[ \frac{1 - BG - A/C (1 - DG)}{J (G^* - G)} \right] \ln \left( \frac{J - \pi B_p}{J + \pi B_p} \right) \right\} \]

where \( G \) and \( J \) for each of these cases are as defined in Eqs. 3-32 through 3-36.
Next, Case III may be expressed by Eq. 3-59 with

$$\phi_{es}(t) = \frac{3 (\Delta \omega \tau:\omega) \omega_0}{\omega_b^3 - \omega_a^3} \left\{ \frac{A'}{c} (\omega_b - \omega_a) \right\}$$

$$- \frac{A'}{(R_1^2 - R_2^2) c^2} \left[ \frac{1-(D-B'C/A')}{R_2} \left( \frac{\tan^{-1} \omega_b}{R_2} - \frac{\tan^{-1} \omega_a}{R_2} \right) \right]$$

$$+ \frac{1-(D-B'C/A')}{R_1} \left( \frac{\tan^{-1} \omega_a}{R_1} - \frac{\tan^{-1} \omega_b}{R_1} \right)$$

and
\[ \int_{0}^{Bp/2} |H(j\omega)|^2 \, df = \]

\[ \frac{1}{2\pi C} \left[ \frac{1 - BR_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1} \frac{\pi Bp}{R_1} \right) + \frac{1 - BR_2^2}{R_1^2 - R_2^2} \left( \frac{1}{R_2} \tan^{-1} \frac{\pi Bp}{R_2} \right) \right] \]

\[ - \frac{A}{C} \left[ \frac{1 - DR_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1} \frac{\pi Bp}{R_1} \right) + \frac{1 - DR_2^2}{R_1^2 - R_2^2} \left( \frac{1}{R_2} \tan^{-1} \frac{\pi Bp}{R_2} \right) \right] \]

\[ + \pi A Bp \]

where \( R_1 \) and \( R_2 \) are defined by Eq. 3-43.
Finally, Case IV may be expressed by Eq. 3-59 with

\[ \phi_{es}^2(t) = \frac{3 (\Delta \omega_{rms})^2}{\omega_b^3 - \omega_a^3} \left\{ \frac{A' (\omega_b - \omega_a)}{C} \right\} \]

\[ - \frac{A'}{2C^2} \left[ \left( \frac{1}{R_0^2} - D + \frac{B'C}{A'} \right) \left( \frac{\omega_b}{\omega_b^2 + R_0^2} - \frac{\omega_a}{\omega_a^2 + R_0^2} \right) \right] \]

\[ + \left( \frac{1}{R_0^3} + \frac{D - B'C/A'}{R_0} \right) \left( \tan^{-1} \left( \frac{\omega_b}{R_0} \right) - \tan^{-1} \left( \frac{\omega_a}{R_0} \right) \right) \]
\[
\int_0^{B_{P/2}} |H(j\omega)|^2 \, df
\]

\[
\frac{1}{4\pi c} \left\{ \left( \frac{\pi B_p}{\pi^2 B_p^2 + R_o^2} \right) \left( \frac{1}{R_o^2} - B \right) + \left( \frac{1}{R_o} \tan^{-1} \frac{\pi B_p}{R_o} \right) \left( \frac{1}{R_o^2} + B \right) \right\}
\]

\[
- \frac{A}{c} \left[ \left( \frac{\pi B_p}{\pi^2 B_p^2 + R_o^2} \right) \left( \frac{1}{R_o^2} - D \right) + \left( \frac{1}{R_o} \tan^{-1} \frac{\pi B_p}{R_o} \right) \left( \frac{1}{R_o^2} + D \right) \right]
\]

\[
+ 2 \pi A B_p
\]

where \( R_o \) is defined by Eq. 3-49.
3.2.5 **Test-Tone Case.** As indicated previously, Eq. 3-1 holds for Gaussian type modulations such as those covered in the preceding sections. For modulations other than Gaussian the expression generally becomes less realistic. It is of interest, however, to investigate how well this threshold criterion holds for the case of test-tone modulation, since the results can be compared against the experimental findings of Acampora and Newton [Ref. 5]. Panter [Ref 7, pp. 501-503] has also found this criterion useful in the test-tone case. For the case at hand, the input signal phase modulation may be expressed as

\[
\phi_1(t) = \frac{\Delta \omega}{\omega_{TT}} \cos \omega_{TT} t = \beta \cos \omega_{TT} t
\]
\( \Delta \omega \) = peak frequency deviation (rad/sec)

\( \omega_{TT} \) = test-tone frequency (rad/sec)

\( \beta \) = modulation index

The PSD of the input phase modulation is then given by

\[
W_{\phi_1} = \frac{\beta^2}{2} \delta(f - f_{TT})
\]

From Eq. 3-6, the expression for the signal-induced phase error component may be expressed as

\[
\overline{\phi_{es}(t)} = \frac{\beta^2}{2} \int_0^{r_b} \delta(f - f_{TT}) \left| 1 - H(j\omega) \right|^2 df
\]
The expression for \(|1 - H(j\omega)|^2\) is given by Eq. 3-21. It is desirable, however, to reduce this expression, which is given in terms of the generalized second-order PLL parameters, to the original ERPLD parameters since that is the configuration actually under consideration here. This may be accomplished simply by using Eq. 3-23. From Eqs. 3-21, 3-23, and 3-66, using the sifting property of the delta function, yields the expression

\[
\phi_{es}(t) = \frac{\beta^2}{2} \left\{ \frac{\omega^4_{TT} \left( \frac{1}{Kb} \right)^2 + \omega^2_{TT} \left( \frac{1}{K} \right)^2}{\omega^4_{TT} \left( \frac{1+\alpha}{Kb} \right)^2 + \omega^2_{TT} \left[ \left( \frac{1+\alpha}{K} + \frac{1}{a} \right)^2 - 2 \left( \frac{1+\alpha}{Kb} \right) \right] + 1} \right\}
\] (3-67)

Again, for the original ERPLD configuration
\[
\int_0^{\frac{B_p}{2}} |H(j\omega)|^2 \, df = \frac{1}{2\pi} \int_0^{\pi B_p} \frac{A \omega^4}{C \omega^4} + \frac{B \omega^2}{D \omega^2} + \frac{1}{1} \, d\omega
\]

where

\[
A = \left( \frac{\alpha}{Kb} \right)^2
\]

\[
B = \left( \frac{\alpha}{K} + \frac{1}{a} \right)^2 - \frac{2\alpha}{Kb}
\]

\[
C = \left( \frac{1 + \alpha}{Kb} \right)^2
\]

\[
D = \left( \frac{1 + \alpha}{K} + \frac{1}{a} \right)^2 - 2 \left( \frac{1 + \alpha}{Kb} \right)
\]

The expression for (C\text{NRI})\text{TH} is then given by...
Eq. 3-69 was evaluated using the parameters of the Acampora and Newton ERPLD [Ref. 5]. The computer program used to accomplish this, is given in Appendix F. Again, it is important to realize that the ERPLD was designed to detect voice modulation but was tested with a 1kHz tone. The result obtained from the computer program in Appendix F was

\[(\text{CNRIF})_{TH} = 2.94 \text{ dB}\]

The experimental results of Acampora and Newton [Ref. 5] indicate that threshold occurs for CNRIF between approximately 2.5 to 3 dB using the same definition of threshold used throughout this chapter, i.e., the point where the output signal-to-noise ratio is 1 dB below that predicted by the above threshold formulation. Summarizing, the threshold criterion of Eq. 3-1 applied to the case of test-tone modulation yields results which are in close agreement with those obtained experimentally.
3.3 **Optimum Design Procedure.**

3.3.1 **General Description.** In the preceding section, closed-form solutions for \((\text{CNRIF})_{TH}\) for a number of practical basebands were developed for the generalized second-order PLL. In this section, an optimization algorithm is applied to the closed-form solutions to achieve an optimum design. By optimum design it is meant one which achieves the minimum threshold carrier-to-noise ratio.

The algorithm chosen for this procedure is known as Powell's Method [Ref. 8]. The chief advantage of this method is that it does not necessitate the calculation of partial derivatives. The mathematical rigor associated with this method is available from a number of sources [Ref. 9, pp. 392-396, Ref. 10, pp. 60-71 and Ref. 11, pp. 48-55]; however, the basis for the method is easily understood as follows: assuming that the function has been minimized once in each of the coordinate directions and then in the associated pattern direction, as shown in Fig. 3-2, one of the coordinated directions is discarded in favor of the pattern direction for inclusion in the next set of minimizations, since this is likely to be a better direction than the coordinate direction which was discarded. Following the next cycle of minimizations, a new pattern direction is generated which again replaces one of the coordinate directions. Theoretically, somewhat more is involved to make the method efficient; however, the basic idea is as presented above.
Fig. 3-2. Powell's Method illustrated in two dimensions.
A computer program was written to implement Powell's method with the aid of Dr. J. Marowitz, formerly of the Department of Electrical Engineering, Newark College of Engineering. The basic program is given in Appendix G, along with the subprograms used for each of the cases studied. In the sections which follow, a number of examples are given which illustrate the use of the optimum design procedure along with amplifying remarks.

3.3.2 Voice Modulation Case. The first design example considered is for the voice modulation case using the generalized second-order PLL. The voice channel parameters chosen for this example are the same as those used in the Acampora and Newton ERPLD [Ref. 5] so that comparisons can be made to its performance. These parameters are given by

Baseband Voice Channel: 300-3300 Hz
Peak-to-RMS Amplitude Ratio: 10dB
RMS Deviation: \( \pm \sqrt{10} \) kHz
IF Bandwidth: 35 kHz

Using the above optimization program; along with the subprogram for the generalized second-order PLL; voice modulation case as given in Appendix G, the following optimum design was found.
\[ \beta = 1.34 \times 10^9 \text{ (rad/sec)}^2 \]

\[ \gamma = 3.49 \times 10^4 \text{ (rad/sec)} \]

\[ b = 5.98 \times 10^3 \text{ (rad/sec)} \]

\[ K = 1.62 \times 10^5 \text{ (sec}^{-1} \text{) } \]

yielding

\[ \text{(CNRIF)TH} = 0.378 \text{ dB} \]

In order to determine whether the above design does indeed yield a true minimum for (CNRIF)TH, each of the parameters was varied about its optimum value while holding the other three parameters at their optimum values. The results, shown in Figs. 3-3 through 3-6, indicate that the value of (CNRIF)TH above is indeed a true minimum. It should be noted that the optimization program requires initial starting points for \( \beta, \gamma, b \) and \( K \) from which the search proceeds. In this case, the original Acampora and Newton parameters [Ref. 5] translated into generalized second-order PLL parameters through Eq. 3-23 were used as a starting point. In general, however, as was subsequently done in this case as a check, several different starting points should be used since the function may have more than one local minimum whereas the global minimum is normally desired. In addition, it was found that some starting points led to forbidden regions where one or more of the parameters became negative.
Fig. 3-3. (CNR_{IF})_{TH} vs \beta using optimum values of \gamma, b and K for the generalized second-order PLL; voice modulation case.
Fig. 3-4. \((\text{CNR}_{TP})_{TH}\) vs \(\gamma\) using optimum values of \(\beta\), \(b\) and \(K\) for the generalized second-order PLL; voice modulation case.
Fig. 3-5. $(\text{CNR}_{IP})_{TH}$ vs $b$ using optimum values of $\beta, \gamma$ and $K$ for the generalized second-order PLL; voice modulation case.
Fig. 3-6. \((\text{CNR}_{\text{TF}})_{\text{TH}}\) vs \(K\) using optimum values of \(\beta\),\(\gamma\) and \(b\) for the generalized second-order PLL; voice modulation case.
Reflecting back to Eq. 3-10, which formed the foundation for the optimum design procedure, it is recalled that the only parameter which has any uncertainty associated with it is \( v \), the mean-square phase error at threshold. In order to determine how variation of \( v \) affects the design, a sensitivity study was performed for the preceding case in which the optimization program was run for a range of values of \( v \). The results are shown in Figs. 3-7 through 3-11.

For the range of \( v \) normally cited in literature, i.e., \( v \) between 0.20 and 0.25, it is found that although (CNRIF)TH changes considerably over this range, the design parameters \( \beta \), \( \gamma \), \( b \) and \( K \) vary very little. These results, then, give added strength to the design procedure. Nevertheless, it is still desirable to have a firm fix on \( v \). In the next chapter a method is presented using computer simulation of the non-linear model of the generalized second-order PLL which enables the determination of \( v \).

Finally, an optimization procedure was performed on the original Acampora and Newton configuration by reducing the generalized second-order PLL to the ERPLD through Eq. 3-23. The resultant optimum design was

\[
\alpha = 0.72 \\
a = 4.15 \times 10^4 \text{ (rad/sec)} \\
b = 5.98 \times 10^3 \text{ (rad/sec)} \\
K = 1.62 \times 10^5 \text{ (sec}^{-1})
\]
Fig. 3-7. Optimum (CMR<sub>TP</sub>)<sub>TH</sub> vs ψ for the generalized second-order PLL; voice modulation case.
Fig. 3-8. Optimum value of $\beta$ vs $\nu$ for the generalized second-order PLL, voice modulation case.
Fig. 3-9. Optimum value of $\gamma$ vs $\nu$ for the generalized second-order PLL; voice modulation case.
Fig. 3-10. Optimum value of $b$ vs $\nu$ for the generalized second-order PLL; voice modulation case.
Fig. 3-11. Optimum value of $K$ vs $\nu$ for the generalized second-order PLL; voice modulation case.
yielding

\[(\text{CNRIF})_{TH} = 0.378 \text{ dB}\]

Again, using Eq. 3-23, it is seen that the ERPLD and generalized
second-order PLL have the equivalent optimum design. This bares
out the development in Chapter 2 in which it was shown that for
practical cases the ERPLD can generally achieve the same designs
as the generalized second-order PLL. It is also significant to
note that the original Acampora and Newton design parameters
[Ref. 5] were very close to optimum yielding by the closed-form solution
of the voice modulation case

\[(\text{CNRIF})_{TH} = 0.573 \text{ dB}\]

3.3.3 FDM-FM Case. The next design example is for the
FDM-FM case using the generalized second-order PLL. The parameters
chosen for this example are given by

- Modulation: 600-channel FDM-FM (4kHz bandwidth/channel)
- Baseband: 60kHz to 2.54MHz
- Peak to RMS Amplitude Ratio: 10dB
- RMS Deviation: 7.1 MHz
- IF Bandwidth: 50MHz

Using the basic optimization program along with the subprogram
for the generalized second-order PLL; FDM-FM case as given in
Appendix G, the following optimum design was found
\[ \beta = 2.83 \times 10^{15} \text{ (rad/sec)}^2 \]
\[ \gamma = 6.75 \times 10^7 \text{ (rad/sec)} \]
\[ b = 6.38 \times 10^6 \text{ (rad/sec)} \]
\[ K = 4.75 \times 10^8 \text{ (sec}^{-1} \text{)} \]
yielding

\[ (\text{CNRIF})_{TH} = 0.976 \text{ dB} \]

Again, in order to determine whether the above design yields a true
minimum for \((\text{CNRIF})_{TH}\), each of the parameters was varied about its
optimum value, while holding the other three parameters at their opti-
mum values. The results shown in Figs. 3-12 through 3-15 indicate the
value of \((\text{CNRIF})_{TH}\) above is indeed a minimum.

It is of interest to note that if the generalized second-order
PLL parameters are reduced to those of the ERPLD through Eq. 3-23,
the value of \(\alpha\) is 1.07 consistent with Acamopra and Newton's
findings [Ref. 5] that a value of \(\alpha\) of approximately unity yields
the best design.
Fig. 3-12. $(\text{CNR}_{\text{IP}})_{\text{TH}}$ vs $\beta$ using optimum values of $\gamma$, $b$ and $K$ for the generalized second-order PLL; FDM-FM case.
Fig. 3.13. (CNR/FM) vs $\gamma$ using optimum values of $\beta$, $b$, and $K$ for the generalized second-order PLL, FDM-FM case.
Fig. 3-14. $(\text{CNR}_{\text{IF}})_{\text{TH}}$ vs $b$ using optimum values of $\beta$, $\gamma$ and $K$ for the generalized second-order PLL; FDM-FM case.
Fig. 3-15. \((\text{CNR}_{IF})_{TH}\) vs \(K\) using optimum values of \(\beta\), \(\gamma\) and \(b\) for the generalized second-order PLL; FDM-FM case.
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4.1 Introduction

In the preceding chapter, a method was presented for achieving an optimum design for the generalized second-order PLL for several useful modulation types. It was indicated that the only parameter in the analysis with uncertainty associated with it was \( \nu \), the mean-square phase error at threshold. In this chapter, using the Continuous System Modeling Program (CSMP), a non-linear model of the generalized second-order PLL was simulated for the representative cases of test-tone modulation and a single-channel FM voice signal. By comparing the results obtained from the non-linear model against those predicted from the linear formulation, a measure of the mean-square phase error at threshold was obtained. The methods used in this procedure are shown to be directly applicable to the FDM-FM and FDM-PM cases as well.

4.2 Basic Digital Computer Model in the Absence of Noise.

4.2.1 General Description of the CSMP. The CSMP allows the solution of a wide variety of problems expressed in either analog block diagram form or a system of ordinary differential equations. It provides 34 functional blocks, including those normally associated with analog computers such as integrators and relays.
plus a number of special purpose functions such as limiters and time delays. In addition, a number of signal sources are available such as pulse generators and noise (random number) generators. These functional blocks may be combined with FORTRAN algebraic statements allowing the solution of highly complex non-linear problems. Complete information may be obtained from the associated IBM user's manuals [Ref. 1, Ref. 2 and Ref. 3]; however, additional descriptive information on pertinent aspects of CSMP will be interspersed within the text where it is felt necessary.

4.2.2 Second-Order Type One PLL. Before proceeding directly to the generalized second-order PLL, the standard second-order type one PLL was simulated to gain familiarity with the CSMP package. Fig. 4-1 shows the model used to simulate the second-order PLL in the absence of noise. Fig. 4-2 shows the program used in the simulation for the case of a frequency step input $\Delta \omega_i$. The structural segmentation of CSMP consists of three parts [Ref. 1, pp. 17-19]. The INITIAL portion is generally used for computation of initial conditions, expressing parameters in terms of more basic parameters or simply to insert constants. The DYNAMIC portion is analogous to block diagram or ordinary differential equation representation of the system dynamics and represents the heart of the CSMP package. This segment normally consists of a combination of CSMP and FORTRAN
Fig. 4.1. Model of the second-order, type one PLL in the absence of noise.

\[ h_2(p) = \frac{p/a + 1}{p/b + 1} \]

PHASE DETECTOR

\[ \delta \]

\[ \delta_e \]

\[ \delta_r \]

\[ \phi_1 \]
TITLE SECOND ORDER TYPE ONE PLL STEP FREQUENCY RESPONSE

INITIAL

CONSTANT A=2.94E4, B=1.88E3
APRIM=1.0/A
APRIM=1.0/A
BPRIM=1.0/B

CONSTANT XK2=0.293, XK3=1.6E6

CONSTANT DEL0MG=(6.28E2,6.28E3,6.28E4)

DYNAMIC

ERROR=XINPUT-RETSIG
PHDEOT=SIN(ERROR)
XNEW1=LEDLAG(APRIM,BPRIM,PHDEOT)
OUTPUT=XNEW1*XK2
XNEW2=INTGRAL(0.0,OUTPUT)
RETSIG=XNEW2*XK3
XNEW3=RAMP(0.0)
XINPUT=XNEW3*DEL0MG

TIMER DELT=0.0000001, FINTIM=0.001
PRINT XINPUT, ERROR, PHDEOT, OUTPUT, RETSIG
PRTPLOT XINPUT
LABEL INPUT VS TIME
PRTPLOT ERROR
LABEL PHASE ERROR VS TIME
PRTPLOT PHDEOT
LABEL PHASE DETECTOR OUTPUT VS TIME
PRTPLOT OUTPUT
LABEL SECOND ORDER TYPE ONE PLL OUTPUT VS TIME
PRTPLOT RETSIG
LABEL RETURN SIGNAL VS TIME

METHOD RKS
END
STOP

Fig. 4-2. CSMP program for second-order, type one PLL with a frequency step input.
statements. Finally, the TERMINAL portion, not used in the program of Fig. 4-2, allows computations which are desired after the completion of each run, such as incorporation of an optimization algorithm to modify parameters for the next run. The DYNAMIC segment in Fig. 4-2 follows the model of Fig. 4-1 with the following explanations being in order. The baseband filter is simulated using the CSMP LEDLAG function which is defined as follows

\[ Y = LEDLAG(P_1, P_2, X) \]  \hspace{1cm} (4-1)

where \( P_1 \) and \( P_2 \) are the parameter arguments and \( X \) is the input expression. The LEDLAG function is used to solve the equation

\[ P_2 \dot{Y} + Y = P_1 \dot{X} + X \]  \hspace{1cm} (4-2)

with the equivalent Laplace Transform

\[ Y(s) = \frac{P_1 S + 1}{P_2 S + 1} X(s) \]  \hspace{1cm} (4-3)

It should be noted that CSMP functions such as LEDLAG are essentially a convenience factor and in actuality, they are composed of more fundamental operations. Fig. 4-3 shows the actual implementation of LEDLAG [Ref. 3, p. 160].
Fig. 4-3. CSMP implementation of the INDIAG function.
Returning to Fig. 4-2, it is noted that the CSMP INTGRL function is used to represent the V60. The INTGRL function represents the fundamental operation of integration and is defined as follows

\[ Y = \text{INTGRL} (IC, X) \]  

(4-4)

which is used to solve the equation

\[ Y = \int_{0}^{t} X \, dt + IC \]  

(4-5)

The input in this example is a frequency step or equivalently a ramp in phase. This is implemented using the CSMP RAMP function which is defined as

\[ Y = \text{RAMP} (P) \]  

(4-6)

and represents the function

\[
\begin{align*}
Y &= 0 & t < P \\
Y &= t - P & t \geq P
\end{align*}
\]  

(4-7)

Following the DYNAMIC segment in Fig. 4-2, is the TIMER statement. In its simplest form the TIMER specifies the integration interval
or step size of the independent variable designated as DELT, and FINTIM the maximum simulation value for the independent variable. The PRINT statement allows the desired system variables to be printed. In addition, any system variable may be plotted as a function of the independent variable using the PRTPLOT statement. The METHOD statement allows for the choice of integration method. Several different integration methods are available with CSMP including both fixed and variable integration step-size routines [Ref. 1, pp. 64-65]. The two variable step-size routines are fifth-order Milne predictor-corrector and fourth-order Runge-Kutta. The fixed-step routines, in order of decreasing complexity, are fourth-order Runge-Kutta, Simpson's, trapezoidal, second-order Adams, and rectangular. In addition, the option exists for implementing a user-supplied integration method. Finally, returning to Fig. 4-2, it is noted that multiple runs with different values of frequency step input $\Delta\omega_i$ are achievable simply by separating each of the desired values by a comma and enclosing them within parentheses in the defining equation for $\Delta\omega_i$ designated DELOMG.

The CSMP program of Fig. 4-2 was run with various integration methods over a range of values of integration interval to gain familiarity with the CSMP. The results obtained were in agreement with those theoretically predicted for the second-order, type one PLL [Ref. 4, p. 84]. In particular, the steady-
state tracking error followed the expression

\[ \phi_e = \sin^{-1} \left( \frac{\Delta \omega_i}{k} \right) \]  \hspace{1cm} (4-8)

where \( k \) is the total loop gain. In addition to the step frequency input, a 1kHz test-tone input was also run again to develop facility with the CSMP package. Again, the results were in agreement with their theoretical prediction. Furthermore, the integration method and integration interval, over a range of approximately \( 10^{-6} \) to \( 10^{-7} \) seconds, were found not to critically affect the response. As will be detailed later in this chapter, the inclusion of noise in the simulation makes the choice of integration method and integration interval critical, if one is to achieve quantitatively viable results.

4.2.3 Generalized Second-Order PLL. Next, consider the CSMP implementation of the generalized second-order PLL in the absence of noise. First, from Chapter 2, it is recalled that the equivalent filter \( ERPLD \) in the absence of noise is as shown in Fig. 4-4. Also, recall that the equivalent filter realization leads directly to the generalized second-order PLL filter given by

\[ F(P) = \frac{\beta P + \gamma + 1}{P/b + 1} \]  \hspace{1cm} (4-9)
Fig. 4.1. Model of the equivalent filter KFID in the absence of noise.
This filter transfer function may be realized with CSMP as shown in Fig. 4-5 using conventional analog computer techniques [Ref. 5, pp. 80-86]. Alternately, the implementation shown in Fig. 4-6 can be used to simulate this filter.

When attempts were made to run the model of Fig. 4-4 with F(P) in either the equivalent filter or generalized filter configuration, for the sinusoidal test-tone case, the results were erroneous. Even when the sinusoidal function was removed, reducing the model to a linear circuit, the output waveform was observed to be non-sinusoidal in contradiction to the basic principle of linear theory. The cause of this problem can best be explained as follows. Unlike a true analog computer in which the simulated parameters are continuous, CSMP being a digital computer program must handle the parameters as discrete variables. Therefore, in Fig. 4-4 even though in the test-tone case $\phi$ is theoretically a sinusoidal waveform, in actuality, a discrete representation is used with samples separated by the integration interval. Then, if for example a 1KHz test-tone is used, instead of the spectrum consisting of a only single line at 1KHz, it consists of this line plus additional spectral component pairs centered about multiples of the sampling frequency $1/\Delta t$ and separated from this frequency by 1KHz. This is shown in Fig. 4-7.
Note: see text discussion on differentiator.

Fig. 4-5. CSMP implementation of the generalized second-order PLL filter.
Fig. 4-6. Alternate CFMP implementation of the generalized second-order PLL filter.

Note: see text discussion on differentiator.
Fig. 4-7. Spectral components associated with test-tone implementation on CSMP (see also Appendix H).
A more detailed discussion of this analysis is given in Appendix H. Returning to the diagnosis, it is noted that in each of the filter representations of Fig. 4-4 through Fig. 4-6, a differentiator is required. Since the differentiator emphasizes higher frequencies, the additional spectral components caused by the discrete nature of the simulation resulted in the difficulties discussed earlier.

In order to remedy this problem, an imperfect differentiator was used in place of the theoretically perfect differentiator available with CSMP. The imperfect differentiator was achieved by following the DERIV function by a CSMP REALPL function [Ref. 1, p. 10] which is defined as follows

\[ Y = \text{REALPL}(IC, P, X) \quad (4-10) \]

where IC is the initial condition, P is the parameter argument and X is the input expression. The REALPL function is used to solve the equation

\[ X = P \frac{\text{d}Y}{\text{d}t} + Y \quad (4-11) \]

with the equivalent Laplace Transform

\[ Y(s) = \frac{1}{PS + 1} X(s) \quad (4-12) \]
Fig. 4-8 shows the CSMP implementation of the imperfect differentiator along with the Bode plot. To achieve the desired results, the cutoff frequency for the imperfect differentiator must be chosen high enough to act like a true differentiator for all frequencies of interest within the model, but low enough so that the undesired frequencies associated with the discrete nature of the waveforms are negligible. This factor will be of increasing importance when noise is added to the simulation later in this chapter.

After substituting the imperfect differentiator for the ideal differentiator in the loop filters shown in Figs. 4-4 through 4-6, the CSMP programs for the equivalent filter ERPLD and the generalized second-order PLL were again run, this time without the erroneous results encountered in the original programs. As a check on the validity of the new model, an analysis was performed on the linear model of the generalized second-order PLL again for the test-tone case, using Laplace transform techniques. This was compared against the results obtained in the CSMP simulation of the same linear model. The comparison showed both results to be precisely the same. The CSMP programs for the equivalent filter ERPLD and the generalized second-order PLL along with the linear analysis described above is given in Appendix I.
Fig. 4-8. CSMP implementation of the imperfect differentiator.
(a) Block diagram; (b) Bode plot.
4.2.4 Acampora and Newton ERPLD. The final simulation which was performed before introducing noise into the models was the original ERPLD configuration of Acampora and Newton [Ref. 6]. The model used in this simulation is shown in Fig. 4-9. When an attempt is made to run the CSMP program obtained from this model, an immediate problem is encountered. Unlike the equivalent filter ERPLD and the generalized second-order PLL discussed earlier, the configuration in Fig. 4-9 contains an algebraic loop around the phase detector, phase modulator path. An algebraic loop is one containing no memory functions. In so far as the CSMP package is concerned, the memory functions are integrators and delay functions. When such an algebraic loop is encountered in the simulation, the program will fail to run and a diagnostic message will be provided.

In order to resolve the difficulties associated with the algebraic loop, the CSMP IMPL function can be used. This function is defined as follows [Ref. 1, p. 9 and 44]

\[ Y = \text{IMPL} \ (IC, P, \text{FUNCT}) \]  \hfill (4-13)

where IC is the first estimate of the output \( Y \), P is the desired accuracy and FUNCT is the output name of the last statement in the algebraic loop, definition. The IMPL or implicit function directs the system to perform a subiteration within the implicit
\[ H_2(p) = \frac{p/a + 1}{p/b + 1} \]

Fig. 4-9. Model of the Acampora and Newton ERPID in the absence of noise.
loop at each instant of time, until the algebraic relationship is satisfied. Fig. 4-10 shows the CSMP program for the Acampora and Newton ERPLD test-tone case with the IMPL function used to resolve the algebraic loop. Note that the original Acampora and Newton parameters were used in the simulation [Ref. 6]. The results, as anticipated, were the same as those for the equivalent filter ERPLD and the generalized second-order PLL using the equivalent loop parameters (see Appendix I). The only difficulty encountered in using the IMPL function was a two to three fold increase in CPU time.

4.3 Addition of Noise to the Simulation.

4.3.1 General. In the preceding section the computer simulation of the generalized second-order PLL, the equivalent filter ERPLD, and the original Acampora and Newton ERPLD in the absence of noise was presented. It was found that choice of integration method and integration interval within wide limits did not critically effect the results. In this section the addition of noise to the simulation is considered. It will be shown that under these conditions, the choice of integration method and integration interval is indeed critical.
TITLE ERPLD ORIGINAL DOUBLE LOOP CONFIGURATION

INITIAL
CONSTANT  
A = 2.94E4, B = 1.88E3
APRIM = 1.0/A
BPRIM = 1.0/B

DYNAMIC

XNEW1 = IMPL (0.0, 0.0001, DUMVAR)
ERROR = XINPUT - RETSIG
PHDEOT = SIN (ERROR)
XNEW2 = LEDLAG (APRIM, BPRIM, XNEW1)
OUTPUT = XNEW2 * 2.94E-1
XNEW3 = OUTPUT * 1.6E6
XNEW4 = INTEGR (0.0, XNEW3)
RETSIG = XNEW1 + XNEW4
XNEW5 = SINE (0.0, 6.283E3, 0.0)
XINPUT = 10.0 * XNEW5
DUMVAR = PHDEOT

TIMER DELT = 1.0E-7, FINTIM = 5.0E-2
PRTPLOT ERROR
LABEL PHASE ERROR VS TIME
PRTPLOT OUTPUT
LABEL ERPLD OUTPUT VS TIME
METHOD RECT
END
STOP

Fig. 4-10. CSMP program for the original Acampora and Newton ERPLD configuration; test-tone, no noise.
4.3.2 Effects of the PLL Model Due to Noise. In this section, as has been assumed in the previous chapters, the representative case of signal corruption by bandpass Gaussian noise will be considered. The input to the PLL having passed through a predetection filter may expressed as

\[ a(t) = A \cos \left( \omega_i t + \phi_i(t) \right) + N(t) \quad (4-14) \]

where the bandpass noise may be written as

\[ N(t) = x(t) \cos \omega_i t - y(t) \sin \omega_i t \quad (4-15) \]

On the assumption that \( N(t) \) is Gaussian with zero mean, having a PSD \( W(f) \), with arithmetic symmetry about \( \omega_i \), then \( x(t) \) and \( y(t) \) are also Gaussian with zero mean values. In addition, \( x(t) \) and \( y(t) \) are statistically independent and have spectra which have the lowpass equivalent shape of \( W(f) \) with twice the amplitude. Recall from Chapter 1 that the effect of this noise can be conveniently incorporated into the PLL simulation through the equivalent noise input term \( n(t) \) expressed by

\[ n(t) = -\left[ x(t)/A \right] \sin \phi_r + \left[ y(t)/A \right] \cos \phi_r \quad (4-16) \]

Fig. 4-11 shows the generalized second-order PLL with the equivalent noise input incorporated into the model. In order to make use of this model, \( n(t) \) as given by Eq. 4-16 must be simulated.
Fig. 4-11. Model of the generalized second-order PLL with the equivalent noise input.
Prior to simulating this exact expression, it is of interest to consider a frequently used simplification. It has been shown [Ref. 7, pp. 28-34] that for the case where $N(t)$ has a symmetrical bandpass spectral density which is much wider than the bandwidth of $\phi_r(t)$, then $n(t)$ is essentially the lowpass analog of $N(t)$ with appropriate scaling. Thus, for example, if the input noise is assumed to be white with density $\eta$ then the PSD of $n(t)$ is also white with value $2\eta/\Lambda^2$ as shown in Fig. 4-12. In the next section, the simulation of the approximate equivalent noise input will be presented and it will be shown how these results can be directly applied to the simulation of the exact expression in Eq. 4-16.
Fig. 4-12. Approximate equivalent noise input PSD.
4.3.3 Simulation of the Approximate Equivalent Noise Input.

The fundamental applicable noise source available on CSMP is the GAUSS function [Ref. 1, p. 13 and Ref. 3, p. 154] which is defined as follows

\[ Y = \text{GAUSS} \left( N, P_1, P_2 \right) \]  

(4-17)

where \( N \) is a seed for the random number generator, which may be any odd integer, \( P_1 \) is the required mean and \( P_2 \) is the required standard deviation. This function produces a normally distributed random number with a specified mean and standard deviation. Furthermore, different random number sequences may be obtained using different seeds. It is significant to realize that a major advantage of CSMP over conventional analog computers is the repeatability of the noise source. If a given set of parameters are set into the GAUSS function, the associated program may be run repeatedly with the insurance that the same random number sequence will be generated each time. Thus, for example, the response of a system with different sets of design parameters could be tested with the identical strip of noise. MacLaren et al. [Ref. 8] have detailed the mechanisms by which random numbers are generated on the digital computer.
When an attempt is made to use the GAUSS function to simulate the equivalent noise input, a problem is immediately encountered; that is, what is the PSD associated with the use of the GAUSS function. The answer to this question is not so simple, since the spectral properties of this source are seen to vary greatly depending upon the integration method and integration interval chosen. CSMP, as indicated previously, has a number of integration techniques available most of which are relatively complicated, having predictor and/or corrector expressions associated with them [Ref. 1, pp. 64-65]. Determination of the associated PSD for these methods is in general difficult and is an area which deserves future investigation. However, for the case of simple rectangular integration, the PSD has been shown to be given by [Ref. 9, pp. 26-14-15, Ref. 10, pp. 433-436 and Ref. 11, pp. 145-146]

\[
W_o(f) = 2\sigma_G^2 \Delta t \left( \frac{\sin \pi f \Delta t}{\pi f \Delta t} \right)^2
\]  

(4-18)

where \( \sigma_G \) is the standard deviation set into the GAUSS function, \( \Delta t \) is the integration interval, a mean of zero is assumed and the one-sided PSD is used. This expression is plotted in Fig. 4-13 (a).
Fig. 4-13. Stages in the synthesis of the approximate equivalent noise input. (a) PSD of the GAUSS source using rectangular integration; (b) Butterworth filter characteristic; (c) Desired lowpass PSD.
Obviously, the PSD generated by the GAUSS function using the rectangular integration method is far from the desired lowpass shape ideally shown in Fig. 4-12. In order to achieve the desired shape the output of the GAUSS function may be passed through a lowpass Butterworth filter. A Butterworth configuration was used because of its maximally flat property and the fact that it is relatively straightforward to implement using CSMP. The use of the Butterworth function is available from a number of sources [Ref. 12, pp. 344-349 and Ref. 13, pp. 588-592] with the basic function given by

\[ \left| H_B(i\omega) \right|^2 = \frac{1}{1 + \left(\frac{\omega}{\omega_c}\right)^{2n}} \]  

(4-19)

where \( n \) is the Butterworth filter order and \( \omega_c \) is the 3dB cutoff frequency of the filter. The PSD obtained by passing the GAUSS function through a Butterworth filter is then given by

\[ W_G(f) = 2\sigma_G^2 \Delta t \left[ \frac{\sin \frac{\pi f \Delta t}{\Delta t}}{\pi f \Delta t} \right]^2 \left[ \frac{1}{1 + \left(\frac{f}{\omega_c}\right)^{2n}} \right] \]  

(4-20)

In order to achieve the desired PSD, \( f_c \) is first chosen equal to \( B_{p/2} \). Next, \( \Delta t \) must be small enough such that the sinc function in Eq. 4-20 is essentially unity out to the frequency \( B_{p/2} \). Table 4-1 shows the variation of the square of the sinc
Table 4-1. \( \text{Sinc}^2(\pi f \Delta t) \) evaluated over a range of \( \Delta t \)
at \( f = 17.5 \text{ kHz} \).

<table>
<thead>
<tr>
<th>( \Delta t ) (Sec)</th>
<th>( \text{Sinc}^2(\pi f \Delta t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-5} )</td>
<td>0.903222</td>
</tr>
<tr>
<td>( 10^{-6} )</td>
<td>0.998993</td>
</tr>
<tr>
<td>( 10^{-7} )</td>
<td>0.999989</td>
</tr>
<tr>
<td>( 10^{-8} )</td>
<td>0.999999</td>
</tr>
</tbody>
</table>
function for a range of values of $\Delta t$ at a frequency of 17.5 kHz. This point was chosen corresponding to a predetection bandwidth of 35kHz which will be used in the single-channel FM voice case to be simulated subsequently. From this table it can be seen that a value of $\Delta t$ of approximately $10^{-6}$ or smaller, meets the unity amplitude requirement previously discussed. Next the filter order $n$ must be chosen to give the desired sharpness in the PSD characteristic being simulated. A practical note is in order here concerning this choice. Since in the actual case, the predetection filter used with a PLL would typically be a 5th order Butterworth, this would be a realistic choice for $n$. Fig. 4-13 shows the various stages in the synthesis of the approximate form of the equivalent noise input $n(t)$. Finally, the amplitude of the PSD must be chosen properly corresponding to the desired carrier-to-noise ratio to be simulated. The amplitude of the desired PSD (see Fig. 4-12) may be expressed in terms of the predetection bandwidth and the carrier-to-noise ratio measured in the predetection bandwidth as follows

$$\frac{2\eta}{A^2} = \frac{1}{B_p \cdot \text{CNR}_{IF}}$$  \hspace{1cm} (4-21)

The amplitude of the PSD in Fig. 4-13(c) is then equated to the above expression yielding
\[
2 \sigma^2 \Delta t = \frac{1}{B_p \text{CNR}_{IF}}
\]  

(4-22)

or

\[
\sigma_G = \sqrt{\frac{1}{2 \Delta t B_p \text{CNR}_{IF}}}
\]  

(4-23)

Therefore, for a given simulation with fixed values for \( \Delta t \) and \( B_p \), the carrier-to-noise ratio being simulated is achieved by setting the value of the standard deviation obtained in Eq. 4-23 into the GAUSS function. Note that when dealing with Butterworth filters, expressions are normally given in terms of 3dB bandwidths whereas when discussing power spectral densities noise bandwidths are used. For the values of Butterworth filter order used in the subsequent simulations, the difference between these two bandwidths is generally negligibly small.

Having developed the basic theory for implementing the approximate form of the equivalent noise input, the next step is to write the CSMP program for the model and test it. A detailed analysis of the Butterworth implementation is given in Appendix J with the highlights presented here. The transfer function for a sixth-order Butterworth filter with a 3dB cutoff frequency of 17.5 kHz is given by
Each section of the Butterworth filter may be implemented using the CSMP CMPXPL function which is defined as follows

\[ Y = \text{CMPXPL}(IC_1, IC_2, P_1, P_2, X) \] (4-25)

where \( IC_1 \) and \( IC_2 \) are initial conditions, \( P_1 \) and \( P_2 \) are parameter arguments and \( X \) is the input expression. The CMPXPL function is used to solve the equation

\[ Y'' = 2P_1 P_2 Y' + P_2^2 Y = X \] (4-26)

with the equivalent Laplace Transform

\[ Y(s) = \frac{1}{s^2 + 2P_1 P_2 s + P_2^2} X(s) \] (4-27)

The block diagram showing the complete CSMP implementation of the approximate equivalent noise input is shown in Fig. 4-14. The next
Note: $C = 1.21E10$

Fig. 4.1b. CSEP implementation of the approximate equivalent noise input.
step is to test the approximate equivalent noise input by comparing the simulation results against those predicted by theory. The definition of the mean-square value of a random noise voltage \( n(t) \) is given by

\[
\overline{n^2(t)} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} n^2(t) \, dt
\]  

(4-28)

Since in the case under consideration, a digital computer is being used to simulate the noise, only a finite sample of the noise is available and therefore the mean-square value of the noise must be approximated by

\[
\overline{n^2(t)} \approx \frac{1}{T} \int_{0}^{T} n^2(t) \, dt
\]  

(4-29)

The PSD represents average power per cycle of bandwidth (watts per hertz) and when integrated over all frequencies yields the mean-square value (or average power) of the waveform therefore

\[
\int_{0}^{\infty} W(f) \, df = \frac{1}{\overline{n^2(t)}}
\]  

(4-30)
A series of test runs were made for the approximate equivalent noise input in which the mean-square value of the source was determined. The CSMP program used to accomplish this is shown in Fig. 4-15. In this analysis a strip of noise of 0.05 seconds duration, corresponding to about 875 independent samples from the Butterworth filter, was used. In addition, a value of CNR$_F$ equal to 3dB was chosen as a representative value in testing the approximate equivalent noise input.

Eq. 4-30 represents the basic criteria used in the test, i.e., the mean-square value of noise was compared against the area under the PSD curve. This area, shown in Fig. 4-13(c), can be determined as follows. Starting with Eq. 4-20 and recalling that for $\Delta t$ equal to about $10^{-5}$ seconds or less the sinc function is essentially unity, $W_0(f)$ is then given by

$$W_0(f) = 2 \sigma_G^2 \Delta t \left[ \frac{1}{1 + \left( \frac{f}{f_c} \right)^{2n}} \right]$$ (4-31)

Then

$$\int_{0}^{\infty} W_0(f) \, df = \int_{0}^{\infty} 2 \sigma_G^2 \Delta t \cdot \frac{df}{1 + \left( \frac{f}{f_c} \right)^{2n}}$$ (4-32)

The integral on the right side of Eq. 4-32 can be evaluated from
TITLE APPROX. EQUIVALENT NOISE SOURCE TEST PROG.

DYNAMIC

XNEW1 = GAUSS (5, 0.0, 5.35)
XNEW2 = CMPXPL (0.0, 0.0, 2.590E-1, 1.1E5, XNEW1)
XNEW3 = XNEW2 * 1.21E10
XNEW4 = CMPXPL (0.0, 0.0, 7.068E-1, 1.1E5, XNEW3)
XNEW5 = XNEW4 * 1.21E10
XNEW6 = CMPXPL (0.0, 0.0, 9.659E-1, 1.1E5, XNEW3)
EQN0IN = XNEW6 * 1.21E10
XNEW7 = EQN0IN**2
XNEW8 = INTGRL (0.0, XNEW7)
XNEW9 = RAMP (0.0)
XMSQ = XNEW8/XNEW9

TIMER DELT = 2.5E-7, OUTDEL = 1.0E-4, FINTIM = 5.0E-2
PRTPLOT XMSQ
LABEL MEAN-SQUARE VALUE OF NOISE SOURCE
METHOD RECT
END
STOP

Fig. 4-15. CSMP program to determine mean-square value of approximate equivalent noise input.
standard tables of definite integrals [Ref. 14, p. 454] with the result

\[ \int_{0}^{\infty} W_o(f) df = 2 \sigma_G^2 \Delta f_c \left[ \frac{\pi}{2n \sin \frac{\pi}{2n}} \right] \]

(4-33)

where it is recalled that \( f_c \) was chosen equal to \( B_p /2 \). The bracketed term in Eq. 4-33 actually represents the correction factor between using the 3dB bandwidth and the noise bandwidth in the Butterworth filter characteristic, as discussed earlier. This factor evaluated for a range of values of \( n \) is given in Table 4-2. From this table it can be seen that there is a very small difference (about one percent) between the 3dB and noise bandwidths for a sixth order Butterworth lowpass filter characteristic.

Returning to the program of Fig. 4-15, it is noted that since the noise source is statistical in nature, simply taking the mean-square value of a strip of noise 0.05 seconds in duration from this source is less than desirable. Rather, it is more meaningful to make a number of runs, 0.05 seconds in duration, with different seeds in the GAUSS function, thereby obtaining a set of values of mean-square value of the noise source. By using this data for purposes of comparison with the theoretically predicted value, additional confidence in the results is obtained. This technique
Table 4-2. Correction factor between 3 dB and noise bandwidths for lowpass Butterworth filter.

<table>
<thead>
<tr>
<th>Butterworth Filter Order ( \frac{n}{2} )</th>
<th>( \frac{1.0}{\text{sinc}(\pi/2n)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 ( \frac{n}{2} )</td>
<td>1.1107</td>
</tr>
<tr>
<td>4 ( \frac{n}{2} )</td>
<td>1.0261</td>
</tr>
<tr>
<td>6 ( \frac{n}{2} )</td>
<td>1.0115</td>
</tr>
<tr>
<td>8 ( \frac{n}{2} )</td>
<td>1.0064</td>
</tr>
<tr>
<td>10 ( \frac{n}{2} )</td>
<td>1.0041</td>
</tr>
</tbody>
</table>
was used to obtain the results shown in Fig. 4-16. This figure shows the results of the mean-square value of the noise source as a function of integration interval $\Delta t$. For each value of $\Delta t$, the standard deviation in the GAUSS function was adjusted to correspond to the same test point (CNRIF equal to 3dB) according to Eq. 4-23. In addition, each of the points was arrived at by making three separate runs of 0.05 seconds duration with different seeds and averaging the results. For purposes of comparison, the results for an approximate equivalent noise input using a tenth-order Butterworth filter are shown.

The significance of this set of curves is the deviation of the curves from the theoretical value as larger and larger values of $\Delta t$ are used. The greater deviation of the tenth-order Butterworth from the theoretical value than the sixth-order results, particularly at the smaller values of $\Delta t$ may be due to a cumulative error caused by the additional tandem filter sections required in the higher order filter. Fig. 4-17 shows the economic aspect of the approximate equivalent noise input simulation. The curves show the amount of CPU time required for the simulation of 0.05 seconds of the noise source as a function of the integration interval used. Again, both sixth and tenth-order Butterworth filter results are shown for comparison. It must be emphasized that the CPU time shown is for the noise source only and does not include that associated with the
Fig. 4-16. Results of approximate equivalent noise input test program.
Fig. 4-17. CPU time requirements for simulation of 0.05 seconds of approximate equivalent noise input.
remainder of the PLL. From Figs. 4-16 and 4-17, a trade-off in the PLL simulation in the presence of noise becomes readily apparent. The integration interval must be chosen small enough to achieve quantitatively viable results, yet if $\Delta t$ is too small, prohibitively high CPU times result. For the case where the noise source incorporates a sixth-order Butterworth filter, which shall be true in the subsequent simulations, a $\Delta t$ in the range of approximately $1.0 \times 10^{-7}$ to $5.0 \times 10^{-7}$ seconds appears appropriate.

4.3.4 Simulation of the Exact Equivalent Noise Input. As indicated earlier, the results of the preceding section can be directly applied to the simulation of the exact equivalent noise input as expressed by Eq. 4-16. Referring back to this equation, it is recalled that $x(t)$ and $y(t)$ are both Gaussian with zero mean values. Furthermore, $x(t)$ and $y(t)$ are statistically independent and have PSD's which have the lowpass equivalent shape of the input noise PSD with twice the amplitude. The PSD of $x(t)/A$ and $y(t)/A$ are then the same as that shown in Fig. 4-12 for the case of white input noise with perfect predetection filtering.

The first step in simulating the exact equivalent noise input is the generation of two statistically independent lowpass spectra of the type discussed in the previous section. One
possible approach is to simply set up two noise sources of the type given in Fig. 4-15 and use different seeds in the GAUSS functions. From the point of view of statistical independence, a more desirable approach is one in which a single GAUSS function is used and the noise samples are alternately channeled into two lowpass Butterworth filters. A block diagram of the CSMP implementation of the exact equivalent noise input using this method is shown in Fig. 4-18. Fig. 4-19 shows the segment of a CSMP program used to simulate this noise source for the illustrative case of $\Delta t$ equal to $2.5 \times 10^{-7}$ seconds. The operation of this noise source can be explained with the aid of Fig. 4-20 which shows the various steps in the synthesis of the desired noise waveform. The fundamental strip of noise is generated by the GAUSS as shown in Fig. 4-20 (a). The output of the GAUSS function is then multiplied by the CSMP IMPULS function [Ref. 1, p. 10] which is defined as follows

$$Y = \text{IMPULS} \left( P_1, P_2 \right)$$

(4-34)

This function generates a train of impulses of unity height beginning at time $P_1$ and separated by $P_2$ seconds. The impulse train used is shown in Fig. 4-20(b) with the result of the multiplication shown in (c). This procedure, then, selects every other sample from the GAUSS source. Next, the CSMP ZHOLD function is used [Ref. 1, p. 6 and Ref. 3, p. 180] to hold each of these samples for an additional iteration as shown
Fig. 4-18. CSMP implementation of the exact equivalent noise input.
XNEWA=GAUSS(5.0,0.0,3.779)
XNEWB=IMPULS(0.0,5.0E-7)
XNEWC=XNEWA*XNEWB
XNEWD=XNEWC**2
EQNOA=ZHOLD(XNEWD,XNEWC)
XNEWE=CMPLPL(0.0,0.0,2.590E-1,1.1E5,EQNOA)
XNEWF=XNEWE*1.21E10
XNEWG=CMPLPL(0.0,0.0,7.068E-1,1.1E5,XNEWF)
XNEWH=XNEWG*1.21E10
XNEWI=CMPLPL(0.0,0.0,9.659E-1,1.1E5,XNEWH)
EQNO1=XNEWI*1.21E10
XNEWJ=IMPULS(2.5E-7,5.0E-7)
XNEWK=XNEWA*XNEWJ
XNEWL=XNEWK**2
EQNOB=ZHOLD(XNEWL,XNEWK)
XNEWM=CMPLPL(0.0,0.0,2.590E-1,1.1E5,EQNOB)
XNEWN=XNEWM*1.21E10
XNEWO=CMPLPL(0.0,0.0,7.068E-1,1.1E5,XNEWN)
XNEWP=XNEWO*1.21E10
XNEWQ=CMPLPL(0.0,0.0,9.659E-1,1.1E5,XNEWP)
EQNO2=XNEWQ*1.21E10
YNEWA=SIN(RETSIG)
YNEWB=COS(RETSIG)
YNEWC=EQNO1*YNEWA
YNEWD=EQNO2*YNEWB
EQNOIN=YNEWD-YNEWC

... ... ...

Fig. 4-19. Segment of CSMP program used to simulate exact equivalent noise input.
Fig. 4-20. Synthesis of statistically independent noise source pair. (a) GAUSS output; (b) Impulse train used to sift GAUSS output; (c) Sifted output; (d) Sifted output after applying zero-order hold; (e) Second source.
in Fig. 4-20(d). The ZHOLD function is defined as

\[ Y = \text{ZHOLD} (X_1, X_2) \]  \hspace{1cm} (4-35)

where

\[ \begin{align*}
Y &= X_2 \quad \text{for} \quad X_1 > 0 \\
Y &= \text{LAST OUTPUT} \quad \text{for} \quad X_1 \leq 0
\end{align*} \]  \hspace{1cm} (4-36)

By using a second IMPULS function shifted \( \Delta t \) seconds from the first, the in-between samples from the GAUSS function are used to create the second noise source shown in Fig. 4-20(e).

At this point, it is important to realize that the expression for the PSD of the noise sources obtained by the procedure just described is no longer given by Eq. 4-18. Rather, because of the effects of the zero-order hold function, it is necessary to substitute \( 2\Delta t \) for \( \Delta t \) in the equation to obtain the correct expression, again assuming rectangular integration is used. Returning to Fig. 4-18 it is noted that after the statistically independent sources are synthesized, they are each passed through a sixth-order lowpass Butterworth filter. Subsequently, the filtered noise sources are multiplied by the sine and cosine of the PLL return signal \( \phi_f(t) \), respectively, and finally they are
subtracted to form the exact equivalent noise input \( n(t) \). It is significant to realize that unlike the approximate equivalent noise input, the exact expression is far more complex; \( \phi_i(t) \) is in part derived from \( n(t) \) and in part determines \( n(t) \).

4.3.5 Simulation Results for the Test-Tone Case with Noise.
Several computer runs were made for the generalized second-order PLL in the presence of noise for the test-tone case. In addition, runs were made for the generalized second-order PLL reduced to a standard second-order PLL. The next several figures show portions of the simulations of particular interest. Fig. 4-21 shows the characteristic \( 2\pi \) shifting of the phase error response observed in the generalized second-order PLL. Fig. 4-22 shows the output of the PLL during the same time period when the \( 2\pi \) transition occurred. Although the output has not been passed through a post-detection filter, the characteristic "click" is apparent. Fig. 4-23 shows a segment of a phase error response in which a positive \( 2\pi \) transition is observed. In addition to the preceding, phase transitions which were multiples of \( 2\pi \) were also encountered.

Fig. 4-24 shows a plot of the mean-square phase error as a function of noise-to-carrier ratio with the noise measured in the IF bandwidth for the generalized second-order PLL. Both the results for the non-linear model of Fig. 4-11 and the linear model with the sinusoidal function in the phase detector removed are shown for comparison. These results are considered only rough
Fig. 4-21. Segment of phase error for generalized second-order PLL showing negative $2\pi$ transition.
Fig. 4-22. Segment of output response for generalized second-order PLL during $2\pi$ phase transition.
Fig. 4-24. Mean-square phase error as a function of noise-to-carrier ratio for the generalized second-order PLL.
and preliminary. Due to a lack of available computer time each point in these curves was limited to a single run with a FINTIM of only 0.01 seconds. It is necessary to make several runs with different seeds in the GAUSS function with a FINTIM of at least 0.05 seconds for each point in the curve to achieve the desired confidence in the results. A monitoring of the equivalent noise source during the 0.01 second runs used to obtain Fig. 4-24 indicates the results are pessimistic. Fig. 4-24 can be used to illustrate a number of important concepts. One criterion which has been used [Ref. 15, p. 549] as the threshold condition is the point where the actual mean-square phase error has increased 1dB over that predicted by the linear model. The mean-square phase error in the linear model that is indicative of the point where threshold occurs, it is recalled, was a parameter required in the optimum design procedure of Chapter 3. In Fig. 4-24, for example, this parameter is approximately 0.28. Note in Fig. 4-24 that the mean-square phase error corresponding to the point where \( NCR_{IF} \) is equal to zero is caused totally by the signal.

4.4 Non-deterministic Signal Source Simulation.

4.4.1 General. In the previous sections of this chapter, methods for simulating the generalized second-order PLL, the original Acampora and Newton ERPLD, and the standard second-order PLL were discussed. In addition, the procedure for accounting for noise in the simulation was presented. This analysis, however, was
limited to deterministic signal sources, such as test-tones and frequency steps. In this section a procedure is presented which enables the simulation of a useful class of non-deterministic signal sources. Included in this group are voice modulation, FDM-FM and FDM-PM.

4.4.2 Voice Modulation Case. The first case to be considered is that of a single-channel FM speech signal. The voice channel model to be used is the same as that employed in Chapter 3 (see Section 3.2.2) in which Gaussian statistics were assumed and the one-sided PSD of the input "phase" modulation was given by

\[ W_{\phi_1} = \frac{\eta_m}{\omega^4}, \quad f_a \leq f \leq f_b \]  

(4-37)

The frequencies \( f_a \) and \( f_b \) will be taken as 1kHz and 4kHz respectively based on success with this model in previous analyses [Ref. 4, p. 339 and Ref. 15]. As with the equivalent noise input simulation, the fundamental applicable CSMP function to be used in the voice modulation case is the GAUSS function. Recall from the previous section that the PSD associated with the GAUSS function when rectangular integration is used is given by Eq. 4-18 and shown in Fig. 4-13(a). Before synthesizing the desired PSD associated with the voice signal, it is again necessary to insure that the sinc function in Eq. 4-18 is essentially unity over the
frequency range from 1kHz to 4kHz for the value of $\Delta t$ used in the simulation. This in effect has already been shown previously in Table 4-1. Since the desired upper cutoff frequency of 4kHz is considerably below the 17.5 kHz given in the table, it can be seen that the unity amplitude requirement is again met for $\Delta t$ equal to $10^{-6}$ or smaller.

The next task is to achieve the proper pass band in the PSD. Again, because of the maximally flat property and the ease of implementation on the CSMP, Butterworth filters were used in the analysis which follows. Two alternatives immediately are apparent. A bandpass filter could be used or high-pass and low-pass filter pair in tandem. Because the bandpass Butterworth realization is based on the use of a center frequency which is the geometric average of the two cutoff frequencies, this method does not afford as much control over the shape of the transfer function and was avoided in favor of the second method.

The expression for the total power response of the tandem filter pair is given by

$$|H_1(j \omega)|^2 = \frac{\left(\frac{\omega}{\omega_a}\right)^{2n_1}}{1 + \left(\frac{\omega}{\omega_a}\right)^{2n_1}} \cdot \frac{1}{1 + \left(\frac{\omega}{\omega_b}\right)^{2n_2}}$$

(4-38)
where $\omega_a$ is the 3dB cutoff frequency for the high-pass filter of order $n_1$, and $\omega_b$ is the cutoff frequency for the low-pass filter of order $n_2$. The next problem is to introduce the $1/\omega^4$ weighting factor into the bandpass PSD. This can be achieved by using a double integration which has a transfer function given by

$$H(s) = \frac{1}{s^2}$$  \hspace{1cm} (4-39)

and a power response expressed by

$$\left|H(i\omega)\right|^2 = \frac{1}{\omega^4}$$  \hspace{1cm} (4-40)

Finally, the modulation constant $\eta_m$ must be accounted for. As will be subsequently shown, this factor will be introduced in the simulation by proper choice of the GAUSS PSD height $2\sigma_G^2\Delta t$ shown in Fig. 4-13(a). Combining factors yields the expression for the PSD of the input "phase" modulation to be realized with CSMP as

$$W_{\phi_{1S}} = \frac{\left(\frac{\omega}{\omega_A}\right)^{2n_1}}{1 + \left(\frac{\omega}{\omega_A}\right)^{2n_1}} \cdot \frac{\left(\frac{\omega}{\omega_b}\right)^{2n_2}}{1 + \left(\frac{\omega}{\omega_b}\right)^{2n_2}} \cdot \frac{\eta_m}{\omega^4}$$  \hspace{1cm} (4-41)
Before proceeding, it is desirable to take a closer look at Eq. 4-41. The low-pass term, of course, was inserted to fix the upper end of the passband at the desired cutoff frequency of 4kHz. The $1/\omega^4$ term, however, diminishes the PSD so rapidly that any effects of the low-pass filter are far overshadowed. This can be seen from Eq. 4-37 by comparing the PSD amplitudes at the upper and lower ends of the passband. At 4kHz the PSD characteristic has dropped to less than one percent of its maximum at 1kHz. The low-pass filter can then be eliminated leaving the PSD to be simulated as

$$W_{\phi_{18}} = \frac{\left(\frac{\omega}{\omega_a}\right)^{2n_1}}{1 + \left(\frac{\omega}{\omega_a}\right)^{2n_1}} \cdot \frac{\eta_m}{\omega^4}$$

Before testing the model using CSMP, it is necessary to choose a suitable set of parameters to insert in Eq. 4-42. The upper and lower cutoff frequencies have already been fixed at 4kHz and 1kHz respectively. As was shown in Sec. 3.2.2, the modulation constant may be expressed for the voice modulation case as follows

$$\eta_m = \frac{(2\pi)^2 f_a f_b (\Delta \omega_{rms})^2}{f_b - f_a}$$

$$^{(4-43)}$$
The value chosen for the mean-square frequency deviation \( \Delta \omega_{\text{rms}} \) was \( 4 \pi^2 \times 10^{-7} \text{(rad/sec)}^2 \). This is based on a voice signal with a \( \pm 10 \text{kHz} \) peak deviation with the peak-to-rms ratio for voice assumed to be 10dB. This is the same value used in the original Acampora and Newton voice channel [Ref. 6]. The value of \( \eta_m \) from Eq. 4-43 is then \( 2.078 \times 10^{13} \). The final parameter to be chosen is the high-pass Butterworth filter of order \( n_1 \). Fig. 4-25 shows a comparison between the voice model of Eq. 4-37 and the approximations to the model achievable with CSMP using 6th and 10th order filters. Of course as \( n_1 \) is increased the approximations becomes closer to the theoretical model. There is a tradeoff, however, since an increase in \( n_1 \) rapidly increases the CPU time requirements for the simulation. Indeed, there is little point in using very large values of \( n_1 \) to better approximate a model which itself is only approaches the true PSD of voice.

As discussed earlier, the modulation constant \( \eta_m \) can be accounted for within the CSMP model by proper choice of the GAUSS PSD height. The basic condition which must be met then is given by

\[
2 \sigma_G^2 \Delta t = \eta_m \quad (4-44)
\]

The standard deviation that must be set into the GAUSS function is therefore
Fig. 4-25. PSD of voice modulation model along with approximations used in computer simulations.
There is an additional factor that must be taken into consideration in the CSMP model. Referring back to Fig. 4-25, it is noted that the area under the PSD curve is the mean-square value of input phase modulation. This area for the original model and the two approximations is given as follows

\[
\sigma_g = \sqrt{\frac{\eta_m}{2A_1}}
\]  

\(\sigma_g\) = \(4.375\) (original model)  
\(\sigma_g\) = \(4.578\) (\(n_1 = 10\) approximation) (4-46)  
\(\sigma_g\) = \(4.900\) (\(n_1 = 6\) approximation) (4-47)

It is therefore necessary to apply a correction factor to adjust the mean-square value of the approximation to that of the original model. This may be accomplished by simply making a proportional adjustment in the modulation constant. For example, using the \(n_1 = 6\) approximation, the corrected modulation constant
is given by

\[ \eta_{mc} = \frac{2.078 \times 10^{13} \times 4.375}{4.900} = 1.855 \times 10^{13} \quad (4-47) \]

This corrected modulation constant may be used in Eq. 4-45 to determine the standard deviation required for the simulation.

Having developed the basic theory for implementing the voice modulation case, the next step is to write the CSMP program for the model and test it. A detailed analysis of the implementation using the Butterworth high-pass filter is given in Appendix J with the highlights presented here for the example of \( n_1 \) equal to 6.

The transfer function for a sixth-order high-pass Butterworth filter with a cutoff frequency at 1kHz is given by

\[ H_B(s) = \frac{s^6}{(s^2 + 3.255 \times 10^3 s + 3.948 \times 10^7)(s^2 + 8.884 \times 10^3 s + 3.948 \times 10^7)} \]

\[ \cdot \frac{1}{(s^2 + 1.214 \times 10^4 s + 3.948 \times 10^7)} \]
The double integration required to obtain the $1/\omega^4$ variation in the PSD simply reduces the numerator in Eq. 4-48 to $s^4$. Fig. 4-26 shows the CSMP implementation of the voice PSD simulator and Fig. 4-27 shows the CSMP program used to determine the mean-square value of the simulator output. Table 4-3 shows the results of tests performed on the voice PSD simulator. As with the tests on the equivalent noise input, for each value of $\Delta t$ three separate runs were made with different seeds. The third column in Table 4-3 shows the average value of $\overline{\theta_i(t)}$ for the three runs and the last column shows the associated standard deviation for the three runs. The table shows an increasing accuracy compared to the theoretical value as $\Delta t$ is decreased until an integration interval on the order of $1.5 \times 10^{-7}$ seconds is reached. For this and smaller values of $\Delta t$ the simulations produced erroneous results. The probable cause of this difficulty is computer round-off [Ref. 16, p.7]. The differentiator is particularly susceptible to this problem as can be seen by the following explanation. Recall that the derivative is defined as follows

$$\frac{dx}{dt} = \lim_{\Delta t \to 0} \frac{x(t) - x(t - \Delta t)}{\Delta t} \quad (4-49)$$

If $\Delta t$ is chosen so small that the difference between $x(t)$ and $x(t - \Delta t)$ occurs in the 11th significant digit, for example, the computer will evaluate the derivative as zero, when in actuality it is not. The fact that the voice PSD simulator, for the example
Fig. 4-26. CSMP implementation of the voice PSD simulator (n₁ = 6).
TITLE VOICE PSD SIMULATOR TEST PROGRAM

DYNAMIC

XNEW11 = GAUSS(5.0, 0.0, 6.091E9)
XNEW12 = CMPXPL(0.0, 0.0, 2.590E-1, 1.6283E3, XNEW11)
XNEW13 = DERIV(0.0, XNEW12)
XNEW14 = DERIV(0.0, XNEW13)
XNEW15 = CMPXPL(0.0, 0.0, 7.070E-1, 1.6283E3, XNEW14)
XNEW16 = DERIV(0.0, XNEW15)
XNEW17 = DERIV(0.0, XNEW16)
XNEW18 = CMPXPL(0.0, 0.0, 9.661E-1, 1.6283E3, XNEW17)
VOIPSD = XNEW18
XNEW19 = VOIPSD ** 2
XNEW20 = INTGR(0.0, XNEW19)
XNEW21 = RAMP(0.0)
XMSQVL = XNEW20 / XNEW21

TIMER DELT = 2.5E-7, PRDEL = 2.OE-5, OUTDEL = 2.OE-5, FINTIM = 2.5E-2
PRTPLOT XMSQVL
LABEL MEAN SQUARE VALUE OF VOICE SIGNAL
PRTPLOT VOIPSD
LABEL VOICE SIGNAL VS TIME

METHOD RECT
END
STOP

Fig. 4-27. CSMP program used to test the voice PSD simulator.
Table 4-3. Test results for voice PSD simulator.

<table>
<thead>
<tr>
<th>Δt</th>
<th>$\bar{\theta}_1(t)$</th>
<th>$\bar{\theta}_2(t)$</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sec.</td>
<td>Theoretical</td>
<td>Avg. Using 3 Seeds</td>
<td>Based on 3 Runs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0x10^{-6}</td>
<td>4.375</td>
<td>4.506</td>
<td>6.799x10^{-1}</td>
</tr>
<tr>
<td>5.0x10^{-7}</td>
<td>4.375</td>
<td>4.334</td>
<td>4.004x10^{-1}</td>
</tr>
<tr>
<td>2.5x10^{-7}</td>
<td>4.375</td>
<td>4.389</td>
<td>2.655x10^{-1}</td>
</tr>
<tr>
<td>1.5x10^{-7}</td>
<td>4.375</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>1.0x10^{-7}</td>
<td>4.375</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

* see text
under consideration has four differentiators, compounds the problem. The useful range of $\Delta t$ for the voice PSD simulator does, however, fall within that for the equivalent noise source and so a value of $\Delta t$ between approximately $2.5 \times 10^{-7}$ and $5.0 \times 10^{-7}$ is appropriate for the PLL simulation in the presence of noise for the voice modulation case.

A final consideration is in order for the complete simulation of the voice modulation case. Since the voice PSD simulator requires a GAUSS source which is statistically independent of those used for the equivalent noise source, a procedure similar to that illustrated in Fig. 4-20 can be used. Every third sample can be used for the voice PSD simulator while the first two samples are used for the exact equivalent noise source representation.

4.4.3 FDM-FM Case. The next case which shall be commented on is that of FDM-FM. The model to be used in this discussion is the same as that employed in Chapter 3 (see Section 3.2.3) in which Gaussian statistics were assumed and the one-sided PSD of the input "phase" modulation was given by

$$W_{\phi_1} = \frac{n_m}{\omega^2}, \quad fa \leq f \leq fb \quad (4-50)$$
As with the voice modulation, the basic bandpass shape can be achieved with a Butterworth low-pass and high-pass filter pair in tandem. The $1/\omega^2$ weighting factor can be achieved using a single integrator. Again, the modulation constant $\eta_m$ can be accounted for by proper choice of the GAUSS PSD height $2 \sigma_G^2 \Delta t$ shown in Fig. 4-13(a).

Finally, it is necessary to insure that the sinc function in Eq. 4-18 is essentially unity over the frequency range from $f_a$ to $f_b$ for the value of $\Delta t$ used in the simulation. This is much more of a problem than in the voice modulation case, since the upper baseband frequency for FDM-FM is typically on the order of $10^5$ to $10^6$ Hz, and the $\Delta t$ required is proportionally smaller. The expression for the PSD of the input "phase" modulation realizable with CSMP is then given by

$$W_{\phi_{18}} = \frac{1}{1 + \left(\frac{\omega}{\omega_b}\right)^{2n_1}} \cdot \frac{1}{1 + \left(\frac{\omega}{\omega_b}\right)^{2n_2}} \cdot \frac{\eta_m}{\omega^2} \quad (4-51)$$

Whether or not the expression in Eq. 4-51 can be simplified by removal of the low-pass filter, as was done in the previous section, depends of course on the values of $f_a$ and $f_b$, and each case should be considered on an individual basis. Because the PSD diminishes only as $1/\omega^2$, however, the use of this simplification is considerably more restrictive than in the voice modulation case.
4.4.4 FDM-PM Case. The final case which shall be commented on is that of FDM-PM. The model to be used in this discussion is the same as that employed in Chapter 3 (Section 3.2.4) in which Gaussian statistics were assumed and the one-sided PSD of the input "phase" modulation was given by

\[ W_{\phi_{1B}} = \eta_m, \quad f_a \leq f \leq f_b \]  

(4-52)

The desired bandpass shape can again be achieved with a Butterworth low-pass and high-pass filter pair in tandem. The modulation constant \( \eta_m \) can once more be accounted for by proper choice of the GAUSS PSD height. The comments in the previous section on the unity amplitude requirement of the sinc function in Eq. 4-18 also holds for the FDM-PM case. The expression for the PSD of the input "phase" modulation realizable with CSMP is then given by

\[ W_{\phi_{1B}} = \frac{\left( \frac{\omega}{\omega_a} \right)^{2n_1}}{1 + \left( \frac{\omega}{\omega_a} \right)^{2n_1}} \cdot \frac{\eta_m}{1 + \left( \frac{\omega}{\omega_b} \right)^{2n_2}} \]  

(4-53)
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5.1 Introduction

In this chapter additional insight into the operation of the
generalized second-order PLL is gained through investigation of
its acquisition and tracking behavior. This is accomplished using
phase plane techniques to study the non-linear differential equation
which governs the loop operation. These results are compared
against those of the standard second-order PLL.

5.2 The Basic Differential Equation

The fundamental differential equation that specifies the
behavior of a PLL in the absence of noise is given by [Ref. 1,
p. 96 and Ref. 2, p. 585-586 ]

\[
\dot{\phi}_e(t) = \dot{\phi}_i(t) - K F(p) \sin \phi_e(t)
\]

(5-1)

where \(\phi_e\) is the loop phase error, \(\dot{\phi}_i\) is the input signal phase
process, \(K\) is the total loop gain and \(F(p)\) is the loop filter
function. Recall that the expression for the generalized second-
order PLL loop filter is given by
F(p) = \frac{p^2/\beta + p/\gamma + 1}{p/b + 1}

Substituting Eq. 5-2 into Eq. 5-1 yields

\dot{\phi}_e(t) = \dot{\phi}_1(t) - K \left[ \frac{p^2/\beta + p/\gamma + 1}{p/b + 1} \right] \sin \phi_e(t)

Although Eq. 5-3 is the differential equation governing the operation of the generalized second-order PLL, it is not in standard form. By carrying out the indicated operations of the differential operator "p", Eq. 5-3 becomes

\ddot{\phi}_e = \frac{\ddot{\phi}_1 + b\dot{\phi}_1 - K_b \sin \phi_e - \left( b + \frac{K_b}{\gamma} \cos \phi_e \right) \dot{\phi}_e + \frac{K_b}{\beta} \phi_e^2 \sin \phi_e}{1 + \frac{K_b}{\beta} \cos \phi_e}
The details of the derivation of Eq. 5-4 are given in Appendix L. The differential equation governing the response of the Acampora and Newton ERPLD [Ref. 3] and the equivalent filter ERPLD can be determined by making the substitutions

\[ (5-5) \]

\[ \beta = \frac{K b}{\alpha} \]

and

\[ \gamma = \frac{1}{\frac{\alpha}{K} + \frac{1}{a}} \]

into Eq. 5-4 yielding

\[ \ddot{\phi}_e = \frac{\ddot{\phi}_1 + b\dot{\phi}_1 - Kb \sin \phi_e - \left( b + \left[ \alpha \frac{K b}{a} \right] \cos \phi_e \right) \dot{\phi}_e + \alpha \dot{\phi}_e^2 \sin \phi_e}{1 + \alpha \cos \phi_e} \]
It should be recalled that, as was shown in Chapter 2, for practical cases, designs achievable with the generalized second-order PLL can also be achieved with the ERPLD or equivalent filter ERPLD. In the analysis which follows Eq. 5-6 will be used. The purpose for using this equation is two-fold. Firstly, the Acampora and Newton design [Ref. 3] will be the basic set of parameters around which the analysis is to be performed. Secondly, it is of great interest to consider intermediate cases between the standard second-order PLL and the Acampora and Newton ERPLD. This can easily be accomplished by varying $\alpha$ between zero and unity in Eq. 5-6. It is of great importance, however, to realize that the results achieved, for all intents and purposes apply directly to the generalized second-order PLL through the change in variables of Eq. 5-5. The case of primary interest is that of an input signal which has a frequency offset $\Delta\omega_1$ from the VCO frequency at time $t = 0$. For this case, Eq. 5-6 reduces to

$$\ddot{\phi}_e =$$

$$\frac{b\Delta\omega_1 - N \sin \phi_e - \left(M \cos \phi_e + b\right) \dot{\phi}_e + \alpha \dot{\phi}_e^2 \sin \phi_e}{1 + \alpha \cos \phi_e}$$

where
\[
M = \alpha b + \frac{Kb}{a}
\]  \hspace{1cm} (5-8)
and
\[
N = Kb
\]  \hspace{1cm} (5-9)

Eq. 5-7 is a nonlinear differential equation to which a general analytic solution is not available. However, using phase plane analysis, a number of important properties of the response can be obtained. Before continuing, it is desirable to put Eq. 5-7 in a more convenient form for phase plane analysis. Let

\[
\phi_e \equiv x \quad (5-9)
\]
and
\[
\dot{\phi}_e \equiv y \quad (5-10)
\]

Then

\[
\ddot{\phi}_e = \frac{d^2\phi_e}{dt^2} = \frac{d\dot{\phi}_e}{dt} \cdot \frac{d\phi_e}{dx} = \frac{dy}{dx} \cdot y \quad (5-11)
\]

Substituting Eq. 5-9 through Eq. 5-11 into Eq. 5-7 yields
\[
\frac{dy}{dx} = b\Delta\omega_1 - N \sin x - (b + M \cos x) y + \alpha y^2 \sin x \frac{\sin x}{y(1 + \alpha \cos x)}
\]  

(5-12)

The plot of "y" as a function of "x" (i.e. \(\dot{\phi}_e \) versus \(\phi_e\)) is termed the phase plane portrait for the differential equation under consideration.

5.3 Phase Plane Analysis

5.3.1 General Description. Consider the second-order system described by the nonlinear differential equation given in Eq. 5-7. The time solution of this system can be illustrated using a plot of \(\phi_e(t)\) versus "t." Alternately, the solution can be illustrated by plotting \(\dot{\phi}_e\) versus \(\phi_e\) with time as a parameter. If \(\dot{\phi}_e\) and \(\phi_e\) are taken as the coordinates of a plane, then for each state of the system there corresponds a point in this plane. As "t" varies this point describes a curve in the \(\dot{\phi}_e\phi_e\) plane called a trajectory. A family of these trajectories is termed a phase plane portrait.

The initial conditions determine the starting point on a trajectory and as time increases the point moves along the trajectory. The phase plane response depicts all possible states of the system and thus shows the nature of the response of the system. One and only one trajectory can pass through a given
point in the phase plane unless it happens to be a singular point. The behavior of the phase plane in the region about a singular point is extremely important and warrants special attention to be given subsequently.

Finally, it should be noted that phase plane analysis is normally limited to second-order systems. For third order systems, it is usually difficult to construct or visualize trajectories. For higher order systems, it is virtually impossible to visualize trajectories. Of course, a phase space of "n" dimensions can be conceived for an nth order system, but the method loses the simplicity and convenience associated with its use with a second-order system.

5.3.2 Preliminary Investigation of the Differential Equation.

Before proceeding with the techniques for generating phase plane portraits for Eq. 5-12 it is useful to perform a preliminary investigation of the differential equation.

First, it is noted that Eq. 5-12 is periodic in x with a period of $2\pi$. Thus, the slope of the trajectories at $(x_0, y_0)$ is the same as it is at $(x_0 + 2n\pi, y_0)$ where n is a positive or negative integer. It is therefore necessary only to plot the trajectories for $-\pi < x \leq \pi$ in order to describe the complete behavior of the system.
Next, consider Eq. 5-12 for large $y$, which corresponds to large frequency error. Under this condition the differential equation reduces to

$$\frac{dy}{dx} = \frac{\alpha y \sin x}{1 + \alpha \cos x} \quad (5-13)$$

Rearranging terms to put Eq. 5-13 in convenient form for solution yields

$$\frac{dy}{y} = \frac{\alpha \sin x}{1 + \alpha \cos x} \, dx \quad (5-14)$$

Fortunately, this differential equation can be evaluated in closed form using standard techniques. Integrating both sides of Eq. 5-14 [Ref. 4, p. 90] yields the result

$$\ln y = -\ln (1 + \alpha \cos x) + C \quad (5-15)$$
Reexpressing the integration constant as

$$c = \ln k$$

(5-16)

results in the solution to Eq. 5-14 given as follows

$$y = \frac{k}{1 + \alpha \cos x}$$

(5-17)

Figs. 5-1 through 5-6 show a plot of Eq. 5-17 over a range of $\alpha$ between 0.1 and 10.0. For $\alpha$ equal to 0.1, the trajectories look essentially sinusoidal. As $\alpha$ increases towards unity the trajectories develop an increased peakedness at $\pm \pi$. At $\alpha$ equal to unity the trajectories change rather dramatically, and develop a discontinuity at a phase error of $\pm \pi$. As $\alpha$ is increased even further, the discontinuities more inward from $\pm \pi$ towards $\pm \pi/2$ in the limit as $\alpha$ approaches infinity. It is important to realize that although Eq. 5-17 was derived for the Acampora and Newton ERPLD or the equivalent filter ERPLD it is also seen to hold for the generalized second-order PLL by simply replacing $\alpha$ with $kb/\beta$.

It is of interest to compare the results obtained in Eq. 5-17 with that of the standard second-order PLL. This may be accomplished by first setting $\alpha$ equal to zero in Eq. 5-12 yielding
Fig. 5-1. Phase plane trajectories for large frequency error; $\alpha = 0.1$. 
Fig. 5-2. Phase plane trajectories for large frequency error; $\alpha = 0.5$. 
Fig. 5-3. Phase plane trajectories for large frequency error; $\alpha = 0.9$. 
Fig. 5-4. Phase plane trajectories for large frequency error; \( \alpha = 1.0 \).
Fig. 5-5. Phase plane trajectories for large frequency error; $\alpha = 2.0$. 
Fig. 5-6. Phase plane trajectories for large frequency error; $\alpha = 10.0$. 
\[
\frac{dy}{dx} = b \Delta \omega_1 - Kb \sin x - \left( b + \frac{Kb}{a} \cos x \right) y
\]

(5-18)

For large \( y \), Eq. 5-18 reduces to

\[
\frac{dy}{dx} = -b + \frac{Kb}{a} \cos x
\]

(5-19)

Solution of the differential equation in Eq. 5-19 readily yields

\[
y = -bx - \frac{Kb}{a} \sin x + C
\]

(5-20)

For typical design parameters these trajectories are seen to be nearly sinusoidal with a slight amount of skew, such as those shown in Fig. 5-7. A comparison of the results in Eqs. 5-17 and 5-20, then, show significant differences which shall be investigated in greater detail subsequently.

This section has served to give some initial insight into the phase plane portraits for the generalized second-order PLL and the ERPLD, prior to using computer techniques for generating
Fig. 5-7. Typical phase plane trajectories for large frequency error for a standard second-order, type one PLL.
such portraits. In addition, these results will serve as an additional check on the computer analysis.

5.3.3 Determination of Singular Points. The singular points of a differential equation are critical in determining the properties of its solution. Through the study of the singularities, considerable insight into the qualitative aspects of the solution as well as some quantitative properties can be obtained. Insofar as the phase plane portrait is concerned, the determination and classification of the singularities is an extremely important procedure to be performed prior to determining the actual trajectories.

Consider the differential equation under investigation given by Eq. 5-12. This equation may be expressed in the form

\[
\frac{dy}{dx} = \frac{Q(x,y)}{P(x,y)}
\]  

(5-21)

where \( Q(x,y) \) and \( P(x,y) \) are nonlinear functions of \( x \) and \( y \). The singularities of Eq. 5-21 are defined as those values of \( x \) and \( y \) for which \( P \) and \( Q \) are simultaneously equal to zero [Ref. 5, p. 86 and Ref. 6, p. 76]. In general, the singular points may found by plotting \( Q(x,y) = 0 \) and \( P(x,y) = 0 \) and locating the points at which the two curves intersect. For the case at hand, however, the forms
of $Q$ and $P$ are such that the singularities can be found more directly. As will be shown subsequently, it is still desirable to plot $Q(x,y) = 0$ and $P(x,y) = 0$ since this information will give added insight into the phase plane construction. Returning to Eq. 5-12 it is first noted that the singularity search may be divided into two distinct categories. Firstly, for $\alpha < 1$ the singular points are seen to occur at

$$x = \sin^{-1} \left( \frac{\Delta \omega_i}{K} \right)$$

and

$$y = 0$$

Next, for $\alpha \geq 1$, singular points also occur as given by Eq. 5-22; however, additional singularities are seen to exist at

$$x = \cos^{-1} \left( -\frac{1}{\alpha} \right)$$

with $y$ given by the solution to the quadratic equation

$$y^2 (\alpha \sin x) - y(b + M \cos x) + (b \Delta \omega_i - N \sin x) = 0$$
after substitution of the value of $x$ given by Eq. 5-23. It should be noted that Eq. 5-22 and Eq. 5-23 are indicative of an infinite number of singularities because of the multi-valued nature of the arc functions; however, as indicated earlier, the principal values are the only ones of concern. Finally, in Eq. 5-22, note that the singularities exist only for $\Delta \omega_i \leq K$.

In the analysis which follows, the basic Acampora and Newton values will again be used [Ref. 3]. Values of $\Delta \omega_i / \kappa$ of 0.4, 0.6, 0.9, and 1.1 will be investigated for a range of $\alpha$ from 0.1 to 10.0. Consider first Figs. 5-8 through 5-13 which show the determination of singular points for $\Delta \omega_i \leq 0.4$ over a range of $\alpha$ from 0.1 to 10.0. Referring to Eq 5-21 it is noted that these figures represent plots of $Q(x,y) = 0$ and $P(x,y) = 0$. Starting with Fig. 5-8, $Q(x,y) = 0$ is the multi-valued function given by Eq. 5-24. $P(x,y) = 0$ for this case only when $y = 0$ which is of course represented by the x-axis. Thus the intersections of the $Q(x,y) = 0$ curves and the x-axis yield the singular points at $(0.412,0.0)$ and $(2.730,0.0)$. Fig. 5-9 and Fig. 5-10 (note scale change) show a change in the $Q(x,y) = 0$ curve, but the identical singularities as expected. Fig. 5-11 again shows the two previous singularities, but in addition $P(x,y) = 0$ is also satisfied by $x = \pm \pi$ and so new singularities appear as shown. In addition to the new singularities at $(\pm \pi, -1.176 \times 10^6)$ theoretically two other singularities exist at the intersection of $Q(x,y) = 0$ and
Fig. 5-8. Singular points for $\Delta \omega_y/K = 0.4$ and $\alpha = 0.1$. 

Singular Points

(0.412,0.0)  
(2.730,0.0)
Fig. 5-9. Singular points for $\Delta\omega_1/K = 0.4$ and $\alpha = 0.5$. 

Singular Points
(0.412,0.0)
(2.730,0.0)
Fig. 5-10. Singular points for $\Delta\omega_i/K = 0.4$ and $\alpha = 0.9$. 

Singular Points

$(0.412, 0.0)$  
$(2.730, 0.0)$
Fig. 5-11. Singular points for \( \Delta \omega_p / N = 0.4 \) and \( \omega = 1.0 \).
Fig. 5-12. Singular points for $\Delta \omega_1/K = 0.4$ and $\alpha = 2.0$. 

Singular Points

(0.412, 0.0)
(2.730, 0.0)
(2.094, -2.035x10^4)
(2.094, 1.169x10^4)
(-2.094, 3.011x10^4)
(-2.094, -2.145x10^4)
Singular Points

(0.412,0.0)
(2.730,0.0)
(1.671,7.119x10^3)
(1.671,-7.421x10^3)
(-1.671,1.128x10^4)
(-1.671,-1.098x10^4)

Fig. 5-13. Singular points for $\Delta \omega_1/K = 0.4$ and $\alpha = 10.0$. 
Fig. 5-12 and 5-13 again show the two original singularities at $(0.412, 0.0)$ and $(2.730, 0.0)$ along with the two new sets of singularities which move closer to the $x = \pm \pi$ limit as $\alpha$ increases. Besides graphically illustrating the determination of the singularity points, these figures serve another very important function in the determination of the phase plane portraits as indicated in the following discussion.

One popular method for the construction of phase plane portraits is the "method of isoclines" [Ref. 6, pp. 68-70, Ref. 7, pp. 238-241 and Ref. 8, pp. 570-574]. From Eq. 5-21 it is noted that $\frac{dy}{dx} = m$ is the slope of the trajectory on the phase plane. If a specific numerical value of $m = m_1$ is chosen, then

\[
\frac{Q(x,y)}{P(x,y)} = m_1
\]

(5-25)

defines a curve on the $x$-$y$ plane which has the property of being the locus of all points for which the slope of trajectories is $m_1$. This curve is termed an "isocline." If a number of values of $m$ are chosen and the associated isoclines plotted, then the trajectory from a given initial condition may be constructed by using straight-line segments directed according to the slopes associated with the isoclines. By using a sufficient number of isoclines
extremely accurate trajectories can be achieved. Returning to Figs. 5-8 through 5-13 it is noted that the $Q(x,y) = 0$ curves given by Eq. 5-24 are in actuality, isoclines for $m = 0$. Furthermore, the $P(x,y) = 0$ lines given by Eq. 5-23 and $y = 0$ are the isoclines for $m = \infty$. Thus although the isocline method was not specifically used to generate the phase plane portraits given later in this chapter, figures such as Fig. 5-8 serve as an excellent check on the computer generated trajectories. Furthermore, the $m = 0$ and $m = \infty$ isoclines even by themselves yielded a great amount of information on the phase plane behavior. Finally, note that these isoclines check the results shown in Figs. 5-1 through 5-6.

Figs. 5-14 through 5-16 show the singular point determination for $\Delta \omega_i/K = 0.6$ again over a range of $\alpha$ from 0.1 to 10.0. Fig. 5-16 shows an interesting phenomenon, in that a portion of the $m = 0$ isocline has broken away and formed a closed contour. Figs. 5-17 through 5-19 show the singular point determination for $\Delta \omega_i/K = 0.9$ over a range of $\alpha$ from 0.1 to 10.0. These figures in addition, show the breaking off of the closed contour which occurs when values of $x$ are encountered such that the quadratic equation in $y$ given by Eq. 5-24 yields complex roots.

Consider next, the occurrence of singularities for $\Delta \omega_i/K > 1$. Fig. 5-20 shows an example for $\alpha < 1$. The $Q(x,y) = 0$ curve never crosses the $x$-axis and so no singularities occur. Fig. 5-21 shows
Fig. 5.14. Singular points for $\Delta \omega_i/K = 0.6$ and $\alpha = 0.1$. 

Singular Points
(0.64, 0.0)
(2.49, 0.0)
Fig. 5-15. Singular points for $\Delta \omega_1/K = 0.6$ and $\alpha = 1.0$. 

Singular Points

$(0.644, 0.0)$
$(2.498, 0.0)$
$(\pm \pi, -1.764 \times 10^4)$
Fig. 5.16. Singular points for $\Delta \omega / K = 0.6$ and $a = 10.0$.
Fig. 5-17. Singular points for $\Delta \omega_1/K = 0.9$ and $\alpha = 0.1$. 

Singular Points

(1.120, 0.0)
(2.022, 0.0)
Fig. 5-18. Singular points for $\Delta \omega/k = 0.9$ and $c = 1.0$. 

Singular Points

$\{1.120, 0.0\}$

$\{2.022, 0.0\}$

$\{2.646 \times 10^4, 0.0\}$

$\{\pm \pi, 2.646 \times 10^4\}$
Fig. 5-19. Singular points for $\Delta \omega_1/k = 0.9$ and $\alpha = 10.0$. 

Singular Points

(1.120, 0.0)  
(2.022, 0.0)  
(1.671, -3.060 x 10^{-3})  
(1.671, 2.758 x 10^{3})  
(-1.671, 1.312 x 10^{4})  
(-1.671, -1.282 x 10^{4})
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Fig. 5-20. Singular points for $\frac{\Delta \omega}{K} = 1.1$ and $\alpha = 0.9$. 

No Singularities
Fig. 5.21. Singular points for $\Delta \omega^2/t = 1.1$ and $a = 2.0$. 

Singular Points

$(-2.09 \times 10^4, -3.639 \times 10^4)$

$(-2.09 \times 10^4, -2.762 \times 10^4)$
an example for $\alpha > 1$. Again no singularities occur along the x-axis; however, from the condition of Eq. 5-23 it is noted that a pair of singularities occur along the $x = -2.094$ line. In this case no singular points occur along the $x = 2.094$ line since no intersections with the $Q(x,y) = 0$ curve exist.

Finally, it is again of interest to compare the preceding results with that for the standard second-order PLL. From Eq. 5-18 the singularities can occur only at

$$x = \sin^{-1} \left( \frac{\Delta \omega_i}{K} \right)$$

and

$$y = 0$$

In this case, it is necessary that $\Delta \omega_i \leq K$ for any singularities to occur. Fig 5-22 shows the singular point determination for a typical second-order PLL design (voice modulation) with $\Delta \omega_i / K = 0.4$.

5.3.4 Classification of Singular Points. Having determined the position of the singularities on the phase plane, the next task is to determine their classification. The analysis of
Fig. 5-22. Singular points for standard second-order, type one PLL; $\Delta\omega_1/K = 0.4$. 

Singular Points

$(0.412, 0.0)$
$(2.730, 0.0)$
singular points for a nonlinear system is accomplished by a process of linearization as will be subsequently shown. Recall that the general form of the phase plane equation is given by Eq. 5-21, where \( Q(x,y) \) and \( P(x,y) \) may be linear or nonlinear. The first step in determining the classification of the singularity is to translate the origin to a selected singular point. This may be accomplished by making the substitution

\[
\begin{align*}
  x &= X + x_s \\
y &= Y + y_s
\end{align*}
\]

(5-27)

where \((x_s, y_s)\) is the singular point under consideration. After translation, Eq. 5-21 may be expanded into the form

\[
\frac{dy}{dx} = \frac{cX + dY + Q'(X,Y)}{aX + bY + P'(X,Y)}
\]

(5-28)
where \( Q'(x,y) \) and \( P'(x,y) \) contain neither constant terms nor linear terms in \( x \) and \( y \) [Ref. 5, p. 86, Ref. 6, pp. 81-82 and Ref. 9, p. 114]. The system may be linearized at the singular point by discarding \( Q'(x,y) \) and \( P'(x,y) \) since near the singularity the linear terms dominate. The linearized equation then becomes

\[
\frac{dy}{dx} = \frac{cx + dy}{ax + by}
\]

The characteristic equation associated with Eq. 5-29 is given by [Ref. 5, p. 91 and Ref. 9, p. 115]

\[
\lambda^2 - (a + d)\lambda + (ad - bc) = 0 \quad (5-30)
\]

The location of the roots \( \lambda_1 \) and \( \lambda_2 \) of the characteristic equation in the complex plane then determine the classification of the singular point. It can be seen that six possible cases exist:

1. \( \lambda_1 \) and \( \lambda_2 \) are complex conjugates in the left-half plane.
2. \( \lambda_1 \) and \( \lambda_2 \) are complex conjugates in the right-half plane.
3. \( \lambda_1 \) and \( \lambda_2 \) are purely imaginary.
4. \( \lambda_1 \) and \( \lambda_2 \) are real and negative.
5. \( \lambda_1 \) and \( \lambda_2 \) are real and positive.
6. \( \lambda_1 \) and \( \lambda_2 \) are real and opposite in sign.
Each of these cases along with the corresponding singularity classification, are shown in Fig. 5-23. The sketches of the singular points in this figure are only meant to exemplify typical singularities. The actual trajectories about a given singular point can differ significantly from those shown.

The next task is to apply the preceding theory to the results of the previous section. Consider the two singular points shown in Fig. 5-8. Taking first the point (0.412, 0.0), it is noted that in Eq 5-27 only the translation in the x-direction is required. Making the required substitution into Eq. 5-12 yields

\[
\frac{dy}{dx} = \frac{b \omega_1 - N \sin(x + 0.412) - (b + M \cos(x + 0.412))y + \alpha y^2 \sin(x + 0.412)}{y(1 + \alpha \cos(x + 0.412))}
\]

In order to put Eq. 5-31 into the proper form, it is first necessary to express the sine and cosine terms as follows

\[
\begin{align*}
\sin(x + 0.412) &= \sin x \cos 0.412 + \cos x \sin 0.412 \\
\cos(x + 0.412) &= \cos x \cos 0.412 - \sin x \sin 0.412
\end{align*}
\]

(5-32)
Fig. 5-23. Classification of singular points.
Next, the series representation of \( \sin x \) and \( \cos x \) must be substituted into Eq. 5-32. After carrying through the indicated multiplications and substituting the parameter values, Eq. 5-31 may be expressed as

\[
\frac{dy}{dx} = -8.09 \times 10^8 x - 2.958 \times 10^4 y + Q'(x,y) \\
1.092 y + P'(x,y)
\]

where again \( Q'(x,y) \) and \( P'(x,y) \) contain neither constants nor linear terms in \( x \) and \( y \). The characteristic equation is then given by

\[
\lambda^2 + 2.958 \times 10^4 \lambda + 8.839 \times 10^8 = 0
\]

(5-34)

with the corresponding roots

\[
\lambda_1, \lambda_2 = -1.479 \times 10^4 \pm j \ 2.579 \times 10^4
\]

(5-35)

This corresponds to the case shown in Fig. 5-23(a) and so the singularity is a "stable focus."
Next, consider the second singularity located at (2.730, 0.0). Following the same procedure used in the previous example yields

\[
\frac{dy}{dx} = \frac{8.094 \times 10^8 \times x + 2.582 \times 10^4 \times Y + Q'(x, y)}{0.908 \times Y + P'(x, y)}
\]

(5-36)

The corresponding characteristic equation is given by

\[
\lambda^2 - 2.582 \times 10^4 \lambda - 7.353 \times 10^8 = 0
\]

(5-37)

which has the roots

\[
\lambda_1, \lambda_2 = 4.294 \times 10^4, -1.712 \times 10^4
\]

(5-38)

This corresponds to the case shown in Fig. 5-23(f) and so the singularity is a "saddle point." Although, the previous examples were based on the parameters of Fig. 5-8, it can readily be shown that the singularity pairs on the x-axis in Fig. 5-9 through Fig. 5-19 fall into the same classifications i.e. a stable focus and a saddle point. In addition, the singularity pair associated with the standard second-order PLL in Fig. 5-22 are found to be a stable focus at (0.412, 0.0) and a saddle point at (2.730, 0.0).
Finally, consider the additional singularities which occur along the lines defined by Eq. 5-23 when \( \alpha \geq 1 \). The illustrative example chosen is the singular point \((2.094, 1.169 \times 10^4)\) in Fig. 5-12. In this case both a translation in the x and y direction are required. Making the required substitutions into Eq. 5-12 yields

\[
\frac{dy}{dx} = b \Delta \omega_1 - N \sin\left( \frac{x+2.094}{Y+1.169\times10^4} \right) \alpha \cos\left( \frac{x+2.094}{Y+1.169\times10^4} \right)
\]

where \( Y + 1.169 \times 10^4 \) can be expressed as

\[
\frac{dy}{dx} = 9.208 \times 10^8 \ x + 5.553 \times 10^4 \ y + q'(x,y)
\]

\[
- 2.025 \times 10^4 \ x + p'(x,y)
\]

The corresponding characteristic equation is given by

\[
\lambda^2 - 3.528 \times 10^4 \ \lambda - 1.124 \times 10^4 = 0
\]

which has the roots

\[
\lambda_1, \lambda_2 = 5.552 \times 10^4, - 2.024 \times 10^4
\]
Again, this corresponds to the case shown in Fig. 5-23(f) and so the singularity is a "saddle point." It can readily be shown that the other singular points located on the lines $x = \pm 2.094$ in Fig. 5-12 are also saddle points. Indeed, in each of the Figs. 5-11 through 5-19, for which $\alpha \geq 1$, the singularities on the lines given by Eq. 5-23 are seen to be saddle points.

5.3.5 Computer Generation of Phase Plane Portraits. In the previous sections, a number of key properties of the phase plane were analyzed including location and classification of singular points, phase plane behavior for large frequency error and the isocline method. It remains to generate a series of trajectories over the range of parameters of interest and interpret the results in order to complete the phase plane analysis. Again, the results are presented in terms of the basic Acampora and Newton ERPLD or equivalent filter ERPLD parameters [Ref. 3] in order that the transition from the standard second-order PLL to these more complex devices be shown more clearly. For all intents and purposes, however, these results apply directly to the generalized second-order PLL through the change of variables given in Eq. 5-5. Values of $\Delta \omega_i/K$ of 0.4, 0.6 and 0.9 were investigated for a range of $\alpha$ from 0.1 to 0.9 with again the primary thought in mind being to determine how the phase plane portrait changes in the transition from the standard to the generalized second-order PLL over a range of frequency offsets $\Delta \omega_i$. In addition, a phase plane portrait for $\alpha = 1$ was
generated for comparison purposes.

The phase plane trajectories were determined by the solution of Eq. 5-7 on the digital computer using the Continuous System Modeling Program (CSMP). Details on the use of CSMP were presented in the previous chapter. Fig. 5-24 shows an example of a CSMP program used to generate a typical phase plane trajectory.

Figs. 5-25 through 5-23 show pertinent phase plane trajectories for $\Delta \omega_i/\kappa = 0.4$ and $\alpha = 0.1$. Note that the trajectory motion as a function of time is always from left to right in the upper half plane and right to left in the lower half plane. Fig. 5-25 indicates that for a small negative frequency error, the trajectory moves to the region of the stable focus and achieves lock-in without skipping cycles. It should be noted that theoretically it requires an infinite amount of time to actually reach the lock-in point at $(0.412, 0.0)$; however, it is normally assumed that lock-in has occurred at time $t_0$ such that $|\phi_{e_0}(t) - \phi_{e_0}(\infty)| < \delta$ where $\delta$ is some small allowed error [Ref 1, p. 99]. As the initial frequency error is increased further and further in the negative direction, the system begins to skip cycles before lock-in occurs. For example, in Fig. 5-27, three cycles are skipped prior to lock-in. For positive initial frequency error, lock-in occurs for some initial conditions but not for others. In particular, there is a limit cycle at $1.66 \times 10^5$ below which the trajectories tend to
TITLE PHASE PLANE TRAJECTORY GENERATION

INITIAL
CONSTANT DELOMG=4.23E5
CONSTANT ALPHA=0.5
CONSTANT A=2.94E4
CONSTANT B=1.88E3
CONSTANT XK=4.7E5
  XM=ALPHA*B+XK*B/A
  XN=XK*B

DYNAMIC
  PHI1=INTGR(-1.0E4,PHI2)
  PHI=INTGR(3.1415927,PHI1)
  XNEW2=SIN(PHI)
  XNEW3=COS(PHI)
  XNEW4=B*DELOMG
  XNEW5=(-XN)*XNEW2
  XNEW6=(XM*XNEW3+B)*(-PHI1)
  XNEW7=(PHI1**2)*ALPHA*XNEW2
  XNEW8=1.0+ALPHA*XNEW3
  PHI2=(XNEW4+XNEW5+XNEW6+XNEW7)/XNEW8

TIMER DELT=1.0E-7,PRDEL=1.0E-6,FINTIM=2.5E-3
PRINT PHI,PHI1
METHOD RECT
END
STOP

Fig. 5-24. CSMP program used to generate a typical phase plane trajectory.
Fig. 5-25. Phase plane trajectory for $\Delta \omega_1/K = 0.4$, $\alpha = 0.1$, $\dot{\phi}_e(0) = -1.0 \times 10^4$ and $\phi_e(0) = \pi$. 
Fig. 5-26. Phase plane trajectory for $\Delta \omega_1 / K = 0.4$, $\alpha = 0.1$, $\dot{\phi}_e(0) = -1.0 \times 10^5$ and $\phi_e(0) = \pi$. 
Fig. 5-27. Phase plane trajectory for $\Delta \omega_2/k = 0.4$, $\alpha = 0.1$, $\dot{\phi}_e(0) = -2.0 \times 10^5$ and $\dot{\phi}_e(0) = \pi$. 

(0.4, 12, 0.0)
Fig. 5-28. Phase plane trajectory for $\Delta \omega_1/K = 0.4$, $\alpha = 0.1$, $\dot{\phi}_e(0) = 1.0 \times 10^6$ and $\phi_e(0) = -\pi$. 
move upwards toward this oscillation region and above which the trajectories move downwards towards the oscillation region. Fig. 5-28 shows an initial condition which results in cycle slipping trajectories moving downwards towards the limit cycle. It is significant to note that the trajectories shown in Fig. 5-28 are for relatively large values of frequency error. As such, they should approximately be given by Eq. 5-17. Fig 5-1 shows this to indeed be the case. Some additional comments are in order concerning the saddle point at (2.730,0.0). There is a pair of curves passing through a saddle point called separatrices. These curves separate the phase plane into regions in which the phase trajectories have different topological characteristics. For the case at hand, the separatrices divide the phase plane into regions where trajectories tending towards lock-in occur and those tending towards the oscillatory limit cycle are found. This property will become more evident in subsequent phase plane portraits.

A comparison of the preceding results with that found for the standard second-order, type one PLL [Ref. 1, p. 103, Ref. 2, pp. 600-602 and Ref. 10, pp. 20-21] show them to be quite similar in many respects as expected for $\alpha = 0.1$. In the region of relatively small frequency error, the characteristics of the trajectories are found to be virtually the same. For relatively large values of frequency error, a $90^\circ$ phase difference in the trajectories for the $\alpha = 0.1$ case and the standard second-order PLL is found (see also Figs. 5-1 and 5-7).
Consider next how the phase plane portraits change as $\alpha$ is increased towards unity. Figs. 5-29 through 5-31 show a group of trajectories again for $\Delta \omega_i/K = 0.4$ but with $\alpha = 0.5$. Similarly, Figs. 5-32 through 5-35 show trajectories for $\Delta \omega_i/K = 0.4$ with $\alpha = 0.9$. A comparison of Figs. 5-25, 5-29, and 5-32, all of which have the same initial conditions, show little change in the trajectory until $\alpha = 0.9$ is reached. At this point, the trajectory changes rather dramatically showing a more pronounced effect due to the saddle point. Next, consider Figs. 5-26, 5-30 and 5-33, which again have the same initial conditions. In this sequence, it is noted that an increase in $\alpha$ causes the trajectory to become increasingly peaked. Consider next Figs. 5-27, 5-31 and 5-34. In this sequence it is noted that with the same set of initial conditions, as $\alpha$ is increased the system skips fewer and fewer cycles before lock-in. In Fig. 5-34, for $\alpha = 0.9$, no cycles are skipped and in fact the initial frequency error must be made substantially more negative before cycles are skipped, as shown in Fig. 5-35. It is also noted (in data not shown here) that as $\alpha$ is increased, the limit cycle in the upper half plane moves to a greater frequency error.
Fig. 5-29. Phase plane trajectory for $\Delta \omega_1/K = 0.4$, $\alpha = 0.5$, $\dot{\phi}_e(0) = -1.0 \times 10^4$ and $\phi_e(0) = \pi$. 

(0.4, 0.0)
Fig. 5-30. Phase plane trajectory for $\Delta \omega_2 / k = 0.4$, $\alpha = 0.5$, $\dot{\phi}_e(0) = -1.0 \times 10^5$ and $\phi_e(0) = \pi$. 

(0.4, 2, 0.0)
Fig. 5-31. Phase plane trajectory for $\Delta \omega_1/k = 0.4$, $\alpha = 0.5$, $\dot{\phi}_e(0) = -2.0 \times 10^5$ and $\dot{\phi}_e(0) = \pi$. 

(0.4,12,0,0)
Fig. 5-32. Phase plane trajectory for $\Delta \omega_1/K = 0.4$, $\alpha = 0.9$, $\dot{\phi}_e(0) = -1.0 \times 10^4$ and $\phi_e(0) = \pi$. 
Fig. 5.33. Phase plane trajectory for $\Delta \omega_1 / K = 0.4$, $a = 0.9$, $\dot{\phi}_e(0) = -1.0 \times 10^5$ and $\phi_e(0) = \pi$. 

$(0.4, 12, 0.0)$ 

$-2$ $-1$ $0$ $1$ $2$ $\pi$ 

$-1.0 \times 10^5$ $-2.0 \times 10^5$ 

$\dot{\phi}_e$ $\phi_e$
Fig. 5-34. Phase plane trajectory for $\Delta \omega_{1}/K = 0.4$, $\alpha = 0.9$, $\dot{\phi}_{e}(0) = -2.0\times10^{5}$ and $\phi_{e}(0) = \pi$. 
Fig. 5.35. Phase plane trajectory for $\Delta \omega_1/K = 0.4$, $\alpha = 0.9$, $\dot{\phi}_e(0) = -1.5 \times 10^6$ and $\phi_e(0) = \pi$. 
At this point it is of interest to reflect back to the discussion on isoclines in Sec. 5.3.3. The purpose of this is twofold. First, the isoclines serve as an added check on the computer generated trajectories. In addition, the isoclines give supplementary detail on the behavior of the trajectories. Figs. 5-8 through 5-10 show the $m = 0$ isoclines, i.e., the locus of points for which the trajectories in the phase plane have zero slope, for the preceding cases. From Eq. 5-12 it is noted that for $\alpha < 1$ the $m = \infty$ isoclines can only occur at $y = 0$, i.e., along the x-axis. A check on the computer generated trajectories show them to indeed agree with the isocline predictions.

Consider next the effect of increasing the frequency offset $\Delta \omega_i$. Figs. 5-36 through 5-39 show pertinent trajectories for $\Delta \omega_i / \kappa = 0.6$ and $\alpha = 0.1$. As $\Delta \omega_i$ is increased, the stable focus and and saddle point more closer to each other as dictated by Eq.5-22. This is shown in Fig. 5-36 along with the trajectory for a small initial negative frequency error. In this case the trajectory does not lock in but rather enters the upper half plane and skips cycles as it progresses towards the limit cycle at $2.6 \times 10^5$. Although this behavior is quite different from that observed in Fig. 5-25 for the same initial conditions, this same type of trajectory, occurs in the $\Delta \omega_i / \kappa = 0.4$ case for very small negative initial frequency errors e.g., $\dot{\phi}_e (0) = -1.0 \times 10^3$ and $\phi_e (0) = \pi$. 
Fig. 5-36. Phase plane trajectory for \( \Delta \omega_1/k = 0.6, \alpha = 0.1, \dot{\phi}_e(0) = -2 \times 10^4 \), and \( \phi_e(0) = \pi \).
Fig. 5.37. Phase plane trajectory for \( \Delta \omega_1 / \dot{\omega}_1 = 0.6, \alpha = 0.1, \dot{\phi}_e(0) = -1.0 \times 10^5 \) and \( \dot{\phi}_e(0) = \pi \).
Fig. 5-38. Phase plane trajectory for $\Delta V_y = 0.6$, $a = 0.1$, $e_e(0) = -2.0 \times 10^5$ and $e_e(0) = \pi$. 
Fig. 5.39. Phase plane trajectory for $\Delta \omega_4 / \omega = 0.6$, $\alpha = 0.1$, $\dot{\phi}_{e}(0) = 1.0 \times 10^6$ and $\phi_{e}(0) = -\pi$. 

- Limit Cycle at $2.6 \times 10^5$ 
- Downwards Toward $1.0 \times 10^6$ 
- $5.0 \times 10^5$ 
- $-\pi$ - $\pi$ 
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- $\phi_{e}$ 
- $t$
Figs. 5-37 and 5-38 show the same general behavior as the $\Delta \omega_i/K = 0.4$ cases with the same initial conditions shown in Figs. 5-26 and 5-27, except that fewer cycles are skipped. Finally, Fig. 5-39 shows a downwards cycle slipping towards the limit cycle for a large positive initial frequency error.

Figs. 5-40 through 5-42 show pertinent trajectories for the $\Delta \omega_i/K = 0.6$ case with $\alpha = 0.5$ and 0.9. Again these results compared to their counterparts in the $\Delta \omega_i/K = 0.4$ case show similar types of trajectories but with fewer cycles slipped. Increasing $\Delta \omega_i$, then appears to have the effect of stretching the phase plane portrait in the vertical direction with the limit cycle occurring at a higher frequency error. This effect is also noted in the standard second-order PLL [Ref. 2, pp. 600-602].

The final case to be considered for values of $\alpha$ less than unity is $\Delta \omega_i/K = 0.9$. Recall that this value is approaching the limiting value of $\Delta \omega_i/K = 1.0$ beyond which the singularities on the x-axis vanish. Figs. 5-43 through 5-46 show pertinent trajectories for $\alpha = 0.1$. Fig 5-43, which shows the new position of the singularities, indicates that for a small negative frequency error the trajectory again enters the upper half plane and moves upwards towards the limit cycle at $4.13 \times 10^5$. This is the same type of behavior exhibited for the $\Delta \omega_i/K = 0.6$ case and as anticipated the position of the limit cycle again moves upward. As the initial
Fig. 5-40. Phase plane trajectory for $\Delta \omega_1/K = 0.6$, $\alpha = 0.5$, $\dot{\phi}_e(0) = -2.0 \times 10^5$ and $\phi_e(0) = \pi$. 
Fig. 5.1. Phase plane trajectory for $\Delta \omega_1 / K = 0.6$, $\alpha = 0.5$, $\dot{\phi}_e(0) = -3 \times 10^5$ and $\phi_e(0) = \pi$. 
Fig. 5-42. Phase plane trajectory for $\Delta \omega_1/K = 0.6$, $\alpha = 0.9$, $\dot{\phi}_e(0) = -1.5 \times 10^6$ and $\phi_e(0) = \pi$. 
Fig. 5-43. Phase plane trajectory for $\Delta \omega_1/K = 0.9$, $\alpha = 0.1$, $\dot{\phi}_e(0) = -1.0 \times 10^4$ and $\phi_e(0) = \pi$. 
Fig. 5-44. Phase plane trajectory for $\Delta \omega_1/K = 0.9$, $\alpha = 0.1$, $\dot{\phi}_e(0) = -2.0 \times 10^5$ and $\phi_e(0) = \pi$. 
Fig. 5-45. Phase plane trajectory for $\Delta x \hat{y} = 0.9$, $\alpha = 0.1$. $\dot{\phi}_e(0) = -7 \times 10^4$ and $\phi_e(0) = \pi$. 

Upwards Toward Limit Cycle at 4.13x10^5
Fig. 5.46. Phase plane trajectory for $\Delta y/k = 0.9$, $\alpha = 0.1$, $\dot{\phi}_e(0) = -2.0 \times 10^5$ and $\phi_e(0) = \pi$. 
frequency error is made increasingly negative, the trajectories lock-in without skipping cycles as shown for example in Fig 5-44. At this point, an interesting phenomenon occurs. A slot is encountered for which the trajectories no longer lock-in but rather move into the upper half plane towards the limit cycle. An example of a trajectory in this region is shown in Fig. 5-45. After the no lock-in slot, a further negative decrease in the frequency error again results in trajectories which lock-in, however, they do so after skipping cycles. An example of such a trajectory is shown in Fig. 5-46. The effect of limiting the phase plane portrait to 

\[-\pi < \phi \leq \pi\]

then, causes alternating bands of lock-in and no lock-in trajectories. This same effect also occurs for smaller values of \(\Delta \omega_i/K\), however, the band of no lock-in appears to widen substantially for values of \(\Delta \omega_i/K\) approaching unity. This is in keeping with the observation discussed earlier that increasing \(\Delta \omega_i/K\) towards unity tends to stretch the phase plane portrait in the vertical direction. For values of \(\alpha\) greater than 0.1 and less than unity only partial data was obtained which indicate similar changes occur as was observed in the \(\Delta \omega_i/K = 0.4\) and 0.6 cases. Fig. 5-47 shows an example for \(\alpha = 0.5\) in which the increased peakedness of the trajectory is again apparent.

As discussed previously for \(\alpha \geq 1\) additional singularities are introduced into the phase plane along the lines given by Eq. 5-23.
Fig. 5-17. Phase plane trajectory for $\Delta \omega_k/k = 0.9$, $\alpha = 0.5$, $\dot{\phi}_e(0) = -1.0 \times 10^5$ and $\phi_e(0) = \pi$. 
The occurrence of these new singularities signals a dramatic change in the phase plane portrait as hinted by Figs. 5-4 through 5-6. From Eq. 5-12 it is noted that the lines along which the new singularities occur are also isoclines for \( m = \infty \) i.e., the slope of the trajectories \( \frac{dy}{dx} \) along the lines

\[
x = \cos^{-1}\left(-\frac{1}{\alpha}\right)
\]  

is infinite except at the singularities where it becomes indeterminate. Fig. 5-48 shows the phase plane portrait for \( \Delta \omega_1/K = 0.4 \), with \( \alpha = 1.0 \) and the remaining parameters being those of Acampora and Newton [Ref. 3]. There are two singularities along the x-axis; a stable focus at \((0.412, 0.0)\) and a saddle point at \((2.730, 0.0)\). In addition, there are saddle points at \((\pm \pi, -1.176 \times 10^4)\).

From the figure it is noted that depending upon the initial conditions, some trajectories lock-in while others proceed towards an infinite frequency error in either the positive or negative direction. This brings out an obvious disparity with the physical system which has limits on the actual frequency error it can exhibit and is an area which deserves future investigation. For values of \( \alpha \) greater than unity the positions of the added singularities change position according to Eq. 5-23, however the same basic types of trajectories just described occur.
Fig. 5-48. Phase plane portrait for $\Delta \omega_1/K = 0.4$ and $\alpha = 1.0$. 
In this chapter the basic acquisition and tracking behavior of the generalized second-order PLL has been developed. There are of course other facets of the non-linear behavior of the generalized second-order PLL which deserve investigation, e.g., the loop with linearly varying frequency input. This and other future investigative possibilities will be discussed in the next chapter.
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CHAPTER VI

CONCLUSIONS

6.1 Conclusions

In this dissertation, a second-order PLL in which the loop filter contains complex zeros has been investigated. Prior designs used a filter containing a simple zero on the negative real axis. This "generalized" second-order PLL had been heretofore unexplored, although there was experimental evidence on a related loop (ERPLD) which suggested that considerable performance improvement was possible with this generality, in terms of threshold performance [Ref. 1, pp. 260-261 and Ref. 2]. The basic characteristics of the generalized second-order PLL including the open and closed-loop responses and the corresponding root locus were generated and compared against those of the conventional second-order PLL. As in the conventional second-order PLL case, the generalized second-order PLL was found to be unconditionally stable. The closed-loop response of the generalized second-order PLL indicates that the noise bandwidth of the device is theoretically infinite thus making the predetection filter critical to the performance of this PLL. Such is not the case in the conventional PLL.
A method was presented for achieving an optimum design for
the generalized second-order PLL for a number of useful modulation
types including a single-channel FM speech signal, FDM-FM and FDM-PM.
This optimum design was in terms of threshold performance and
requires a knowledge of $\nu$ the mean-square phase error at threshold
for the device. Previous experimental and analytical evidence
with conventional PLLs [Ref. 1, pp. 138-147, Ref. 3 and Ref. 4]
has indicated a range of values of $\nu$ between 0.20 and 0.25. The
optimum design was found to be relatively insensitive to a variation
of $\nu$ over this range.

Using the Continuous System Modeling Program (CSMP), a non-linear model of the generalized second-order PLL was simulated
for the test-tone modulation case both in the absence of noise
and with the signal corrupted by bandpass Gaussian noise. In
addition, preliminary results for the case of a single-channel
FM voice signal were obtained and the methods for simulating the
FDM-FM and FDM-PM cases were given. It was shown that by comparing
the results obtained for the non-linear model against those predicted
from the linear formulation, a measure of the mean-square phase
error at threshold for the generalized second-order PLL is obtainable,
and ranges between 0.25 and 0.30.
Additional insight into the operation of the generalized second-order PLL was obtained through investigation of its acquisition and tracking behavior. This was accomplished using phase plane techniques to study the non-linear differential equation which governs the loop operation. The results indicated that for $\frac{K_b}{\beta} < 1.0$ (see Sec. 5.2) the phase plane behavior of the generalized second-order PLL is similar to that of the conventional second-order PLL with differences in the trajectory shape and cycle slipping rates being noticed. However, for $\frac{K_b}{\beta} \geq 1.0$ the phase plane portrait is seen to change markedly with the introduction of additional singularities into the phase plane.

6.2 Suggestions for Future Work

The optimum design technique presented in Chapter 3 may have applications not only to the conventional and generalized second-order PLL but to higher order PLLs as well. Design and performance of PLLs of order greater than two are as yet largely unexplored [Ref. 1, p. 152] and the optimum design procedure presented in this dissertation holds the possibility of remedying this situation. It is also desirable to investigate an alternate optimization algorithm with the goal of decreasing the CPU time required to obtain the optimum loop parameters.
The computer simulation techniques and results of Chapter 4 should be an aid for more advanced work. It is desirable, for example, to perform the simulations for the FDM-FM and FDM-PM cases and obtain the corresponding data for the meansquare phase error at threshold. In addition, the possibility of refining the PSD models for the various modulation cases could be investigated in an effort to more closely simulate the actual physical situation thereby achieving more precise results. As discussed earlier, it is desirable to investigate PLLs of order greater than two. The computer simulation of such devices is an obvious and significant part of this investigation and should be explored.

It is also of interest to compare the acquisition times (see Sec. 5.3.5) of the conventional and generalized second-order PLL. This can be accomplished by again using the CSMP to obtain the corresponding time solutions of the differential equations governing the two PLLs.

The phase plane analysis of Chapter 5 yielded additional insight into the behavior of the generalized second-order PLL; however, it brought to light another question. For Kb/β ≥ 1.0 the phase plane portrait shows an absence of cycle slipping and trajectories which theoretically move towards infinite frequency error (see Sec. 5.3.5). Exactly what significance these findings have in light of the performance and component limitations of the actual physical device remains yet to be answered.
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APPENDIX A

COMPUTER PROGRAMS USED TO EVALUATE MAGNITUDE
AND PHASE RESPONSE OF THE ERPLD AND ROOT
LOCUS OF THE GENERALIZED SECOND-ORDER PLL

C CLOSED LOOP MAGNITUDE RESPONSE OF ERPLD WITH VARYING ALPHA
1 10 READ(5,20) ALPH
2 20 FORMAT (8F10.0)
3 A=2.94E4
4 B=1.83E3
5 XK=4.7E5
6 RFRQ=0.0
7 XNEWA=ALPHA/(XK*B)
8 30 XNEWB=1.0-(RFRQ**2)*XNEWA
9 XNEW1=XNEWB**2
10 XNEWC=1.0/A+ALPHA/XK
11 XNEWD=RFRQ*XNEWC
12 XNEW2=XNEWD**2
13 XNEW=1.0+ALPHA)/(XK*B)
14 XNEWF=1.0-(RFRQ**2)*XNEWE
15 XNEW3=XNEWF**2
16 XNEWG=1.0/A+(1.0+ALPHA)/XK
17 XNEWH=RFRQ*XNEWG
18 XNEW4=XNEWH**2
19 TRSQ=(XNEW1+XNEW2)/(XNEW3+XNEW4)
20 TRANS=SQR(TRQS)
21 TRANDB=10.0*ALOG10(TRANS)
22 FREQ=RFRQ/(2.0*3.1415927)
23 WRITE(6,40) TRANS, RFRQ, FREQ, ALPHA, TRANDB
24 40 FORMAT (1P5E16.6)
25 RFRQ=RFRQ+1000.0
26 IF(RFRQ.GT.3.0E5) GO TO 10
27 GO TO 30
28 STOP
29 END
C CLOSED LOOP PHASE RESPONSE OF ERPLD WITH VARYING ALPHA

10 READ(5,20) ALPHA
20 FORMAT(8F10.0)
A=2.94E4
B=1.88E3
XK=4.7E5
RFRQ=0.0
XNEWA=ALPHA/(XK*B)
30 XNEW1=1.0-(RFRQ**2)*XNEWA
   IF(ABS(XNEW1).LT.1.0E-30) GO TO 99
   XNEWB=1.0/A+ALPHA/XK
   XNEW2=RFRQ*XNEWB
   XNEWR=XNEW2/XNEW1
   IF(XNEW1.LT.0.0) GO TO 40
   THETA1=ATAN(XNEWB)
   GO TO 50
40 THETA1=ATAN(XNEWR)+3.1415927
50 XNEWC=(1.0+ALPHA)/(XK*B)
   XNEW3=1.0-(RFRQ**2)*XNEWC
   IF(ABS(XNEW3).LT.1.0E-30) GO TO 99
   XNEWD=1.0/A+(1.0+ALPHA)/XK
   XNEW4=RFRQ*XNEWD
   XNEWS=XNEW4/XNEW3
   IF(XNEW3.LT.0.0) GO TO 60
   THETA2=ATAN(XNEWS)
   GO TO 70
60 THETA2=ATAN(XNEWS)+3.1415927
70 THETA=THETA1-THETA2
   THETAD=(180.0/3.1415927)*THETA
   FREQ=RFRQ/(2.0*3.1415927)
80 WRITE(6,80) THETAD, RFRQ, FREQ, ALPHA, THETA
80 FORMAT(1P5E16.6)
99 RFRQ=RFRQ+1000.0
   IF(RFRQ.GT.3.0E5) GO TO 10
   GO TO 30
35 STOP
36 END
C GENERALIZED SECOND-ORDER PLL-ROOT LOCUS

1  B=1.88E3
2  BETA=8.836E8
3  GAMMA=2.767E4
4  XK=1.0E5
5  10 XNEW1=1.0/XK+1.0/GAMMA
6  XNEW2=1.0/(XK*B)+1.0/BETA
7  RE1=(XNEW1/XNEW2)*(-0.5)
8  XNEW3=XNEW1**2
9  XNEW4=4.0*(XNEW2**2)
10  XNEW5=XNEW3/XNEW4
11  XNEW6=XNEW5-1.0/XNEW2
12  IF(XNEW6.LT.0.0) GO TO 40
13  RE2=SQR(XNEW6)
14  S1=RE1+RE2
15  S2=RE1-RE2
16  WRITE(6,20)
17  20 FORMAT(1H , 16H REAL ROOT REGION)
18  WRITE(6,30) S1,S2,XK
19  30 FORMAT(1P3E16.6)
20  GO TO 70
21  40 XNEW7=ABS(XNEW6)
22  XNEW8=SQR(XNEW7)
23  XIM1=XNEW8
24  XIM2=XNEW8*(-1.0)
25  WRITE(6,50)
26  50 FORMAT(1H , 19H COMPLEX ROOT REGION)
27  WRITE(6,60) RE1,XIM1,XIM2,XK
28  60 FORMAT(1P4E16.6)
29  70 XK=XK+1.0E5
30  IF(XK.GE.1.0E8) GO TO 80
31  GO TO 10
32  80 STOP
33  END
APPENDIX B

DETAILED MATHEMATICS FOR CLOSED-FORM SOLUTION OF
(CNRIF)TH FOR THE VOICE MODULATION CASE

In this Appendix, a detailed derivation of (CNRIF)TH in closed form for a single-channel FM speech signal is presented. Each of the four cases as given by Eqs. 3-28, 3-29, 3-37 and 3-46 is discussed. Beginning with Cases I and II, which may be combined for much of the derivation which follows, and realizing that the integrand in Eq. 3-24 is an improper polynomial function, a division is performed yielding

\[ \int_0^{B_p/2} |H(j\omega)|^2 d\omega \]

\[ \frac{1}{2\pi} \int_0^{\pi B_p} \left[ \frac{A}{C} - \frac{A}{C} \left( \frac{D\omega^2 + 1}{C\omega^4 + D\omega^2 + 1} \right) \left( \frac{B\omega^2 + 1}{C\omega^4 + D\omega^2 + 1} \right) \right] d\omega \]

Consider first the third term in the integrand of Eq. B-1 and defining \( X = \omega \) for convenience yields
\[ \frac{Bx^2 + 1}{C x^4 + Dx^2 + 1} = \frac{1}{C} \left[ \frac{Bx^2 + 1}{x^4 + \frac{D}{C} x^2 + \frac{1}{C}} \right] \quad (B-2) \]

The denominator of Eq. B-2 yields the roots

\[ x^2 = -\frac{D}{2C} \pm \sqrt{\left(\frac{D}{2C}\right)^2 - \frac{1}{C}} \quad (B-3) \]

For Cases I and II, the roots of Eq. B-3 are seen to be complex and the following definition is made

\[ x^4 + \frac{D}{C} x^2 + \frac{1}{C} \equiv (x^2 + G) (x^2 + G^*) \quad (B-4) \]

where

\[ G = \frac{D}{2C} - j \sqrt{\frac{1}{C} - \left(\frac{D}{2C}\right)^2} \quad (B-5) \]

and \( G^* \) is the complex conjugate of \( G \). Using the method of partial fraction expansion

\[ \frac{Bx^2 + 1}{(x^2 + G) (x^2 + G^*)} = \frac{Mx + N}{x^2 + G} + \frac{Px + Q}{x^2 + G^*} \quad (B-6) \]
By using the conventional technique in Eq. B-6 of cross-multiplying and setting the coefficients of like powers of \( X \) equal to each other, the following set of conditions arises

\[
\begin{align*}
M + P &= 0 \\
N + Q &= B \\
M G^* + P G &= 0 \\
N G^* + Q G &= 1
\end{align*}
\]  

(B-7)

The special case of \( M = -P \neq 0 \) implies that \( G \) must be purely real which reduces to Case IV, to be discussed subsequently. Excluding this case, it follows directly from the conditions of Eq. B-7 that

\[
\begin{align*}
M &= P = 0 \\
Q &= \frac{1 - B G^*}{G - G^*} \\
N &= \frac{1 - B G}{G^* - G}
\end{align*}
\]  

(B-8)

Next, consider the roots of \( X^2 + G \)

\[
X^2 = -G = \frac{-D}{2C} + j \sqrt{\frac{1}{C} - \left(\frac{D}{2C}\right)^2} = R \angle \phi
\]  

(B-9)

where
\[ R = (1/C)^{1/2} \]  
\[ \phi = \tan^{-1}\left(\frac{1/C - (D/2C)^2}{D/2C}\right), \quad \text{for CASE I} \]
\[ \phi = \tan^{-1}\left(\frac{1/C - (D/2C)^2}{D/2C}\right) + \pi, \quad \text{for CASE II} \]

The expressions for \( \phi \) for Cases I and II are arrived at using the following reasoning. For Case I, D is negative and the real part of the complex expression in Eq. B-9 is positive. The angle \( \phi \) is then in the first quadrant and the expression for \( \phi \) for Case I in Eq. B-10 holds. If, on the other hand, D is positive, \( \phi \) falls in the second quadrant. But, since the arctangent function of a negative number gives the principle value, i.e., a value in the fourth quadrant, a factor of \( \pi \) must be added to achieve the correct angle.

The two roots of \( X^2 + G \) are then
\[
X = R^{1/2}/\phi/2 = -J \quad \text{(B-11)}
\]
\[
X = R^{1/2}/\phi/2 + \pi = J
\]
where the relationship between \( \phi \) and \( \theta \) used in Chapter 3 is given by the more convenient definition for \( J \)

\[
J = \frac{M}{\theta}
\]  

(3-33)

In a similar manner

\[
x^2 = -G* = \frac{-D}{2C} - J \sqrt{\frac{1}{C} - \left( \frac{D}{2C} \right)^2} = R \sqrt{-\phi}
\]  

(B-12)

These two roots are then

\[
\begin{align*}
x &= R^{1/2} \sqrt{-\phi/2} = -K \\
x &= R^{1/2} \sqrt{-\phi/2 + \gamma} = K
\end{align*}
\]  

(B-13)

From Eqs. B-11 and B-13, it is noted that

\[
K = J^* 
\]  

(B-14)

Again, using the method of partial fraction expansion
Eq. B-6 may then be expressed as

\[ \frac{N}{X^2+G} = \frac{N}{(X+J)(X-J)} = \frac{N/2J}{X-J} - \frac{N/2J}{X+J} \]  
\[ \frac{Q}{X^2+G*} = \frac{Q}{(X+K)(X-K)} = \frac{Q/2K}{X-K} - \frac{Q/2K}{X+K} \]  

(B-15)

(B-16)

Defining the complex variable \( Z \) as

\[ Z = X + J \]

then

\[ dZ = dX \]

and

\[ \int \frac{dx}{X+J} = \int \frac{dz}{Z} = \ln Z = \ln (X+J) \]
Integrating both sides of Eq. B-16 yields

\[
\int \frac{Bx^2 + 1}{(x^2 + G)(x^2 + G^*)} \, dx = \tag{B-18}
\]

\[
\frac{N}{2J} \left[ \ln(x - J) - \ln(x + J) \right] + \frac{Q}{2K} \left[ \ln(x - K) - \ln(x + K) \right] =
\]

\[
\frac{N}{2J} \ln \left( \frac{x - J}{x + J} \right) + \frac{Q}{2K} \ln \left( \frac{x - K}{x + K} \right)
\]

Utilizing Eqs. B-8 and B-14 in Eq. B-18, above, yields

\[
\int \frac{Bx^2 + 1}{(x^2 + G)(x^2 + G^*)} \, dx = \tag{B-19}
\]

\[
\frac{1 - BG}{2J(G^* - G)} \ln \left( \frac{x - J}{x + J} \right) + \frac{1 - BG^*}{2J^*(G - G^*)} \ln \left( \frac{x - J^*}{x + J^*} \right)
\]

Recalling that \( G \) and \( J \) are complex constants, \( B \) is a real constant and \( x \) is a real variable, it is noted that the first term in Eq. B-19 is the complex conjugate of the second term, therefore
\[
\int \frac{Bx^2 + 1}{x^4 + \frac{DX^2}{C} + \frac{1}{C}} \, dx = \quad (B-20)
\]

\[
2 \rho_0 \left[ \frac{1 - DG}{2j (G^* - G)} \cdot \ln \left( \frac{X - J}{X + J} \right) \right]
\]

This result may be used to evaluate the entire integral in Eq. B-1, yielding

\[
\int \left| H(j\omega) \right|^2 \, df = \quad (B-21)
\]

\[
\left. \left[ \frac{A}{C} - \frac{\Delta \rho_0}{C^2} \left[ \frac{1 - DG}{J(G^* - G)} \cdot \ln \left( \frac{X - J}{X + J} \right) \right] \right. \right]_{0}^{\pi B_p} + \frac{1 - DG}{C} \left[ \frac{\ln \left( \frac{X - J}{X + J} \right)}{J(G^* - G)} \right] \right|_{0}^{\pi B_p}
\]

Following through the evaluation
\[ \int_0^{B_p/2} |H(j\omega)|^2 \, df = \]
\[
\frac{1}{2\pi} \left\{ \frac{\pi AB_p}{C} - \frac{A}{C^2} \Re \left[ \frac{1-DG}{J(G^*-G)} \ln \left( \frac{\pi B_p - J}{\pi B_p + J} \right) \right] \right. \\
+ \frac{1}{C} \left. \Re \left[ \frac{1-BG}{J(G^*-G)} \ln \left( \frac{\pi B_p - J}{\pi B_p + J} \right) \right] + \frac{A}{C^2} \Re \left[ \frac{1-DG}{J(G^*-G)} \ln (-1) \right] \right. \\
- \left. \frac{1}{C} \Re \left[ \frac{1-BG}{J(G^*-G)} \ln (-1) \right] \right\} 
\]
Combining terms in Eq. B-22 simplifies the expression to the form

\begin{equation}
(3-30)
\end{equation}

\[
\int_0^{\frac{B_p}{2}} |H(j\omega)|^2 \, \mathrm{d}f =
\]

\[
\frac{1}{2\pi c} \left\{ \frac{\gamma AB_p}{2} + \rho_e \left[ \frac{(1 - B_G) - A/C(1 - D_G)}{J(G^* - G)} \ln \left( \frac{J - \gamma B_p}{J + \gamma B_p} \right) \right] \right\}
\]

where the parameters are defined by Eqs. 3-22, 3-32 and 3-33.

Next, the evaluation of the expression for \( \phi_{eB}(t) \) in closed form is considered. From Eqs. 3-6, 3-11, 3-13 and 3-25, \( \phi_{eB}(t) \) may be expressed as
\[
\frac{1}{2} \phi_{es}(t) = (B-23)
\]

\[
\frac{(2\pi)^2}{f_b - f_a} \frac{f_a f_b}{(\Delta \omega_{rms})^2} \int_{f_a}^{f_b} \frac{1}{\omega^4} \cdot \frac{A' \omega^4 + B' \omega^2}{C \omega^4 + D \omega^2 + 1} \, df =
\]

\[
\frac{\omega_a \omega_b}{\omega_b - \omega_a} \frac{(\Delta \omega_{rms})^2}{\omega_a} \int_{\omega_a}^{\omega_b} \frac{1}{\omega^4} \cdot \frac{A' \omega^4 + B' \omega^2}{C \omega^4 + D \omega^2 + 1} \, d\omega
\]

where the coefficients of the integrand are defined in Eq. 3-22.

Again, letting \(X = \omega\), the integrand in Eq. B-23 may be expressed as

\[
\frac{1}{X^4} \cdot \frac{A' X^4 + B' X^2}{C X^4 + D X^2 + 1} = (B-24)
\]

\[
\frac{A'}{C X^4 + D X^2 + 1} + \frac{B'}{X^2(C X^4 + D X^2 + 1)}
\]
By making use of Eq. B-20 with \( B=0 \), the integral of the first term on the right side of Eq. B-24 can be immediately evaluated as

\[
\frac{A'}{C} \int_{\omega_a}^{\omega_b} \frac{1}{\omega^4 + \frac{D}{C} \omega^2 + \frac{1}{C}} \, d\omega = \]

\[
\frac{A'}{C} \left[ \frac{1}{\left( \frac{G^*}{G} \right)} \ln \left( \frac{\omega - J}{\omega + J} \right) \right]_{\omega_a}^{\omega_b} =
\]

\[
\frac{A'}{C} \left[ \frac{1}{\left( \frac{G^*}{G} \right)} \ln \left( \frac{\omega_b - J}{\omega_b + J} \cdot \frac{\omega_a + J}{\omega_a - J} \right) \right]
\]
Next, consider the second term on the right side of Eq. B-24 which using B-4, can be expressed as

\[
\frac{B'}{C} \left[ \frac{1}{X^2 + \frac{X^4 + D}{C} \left( X^2 + \frac{1}{C} \right)} \right] = \frac{B'}{C} \left[ \frac{1}{X^2 (X^2 + G)(X^2 + G^*)} \right]
\]  (B-26)

Using the method of partial fraction expansion

\[
\frac{1}{X^2 (X^2 + G)(X^2 + G^*)} = \frac{M}{X^2 + G} + \frac{P}{X^2 + G^*} + \frac{R}{X^2} + \frac{S}{X}
\]  (B-27)

By again using the conventional technique in Eq. B-27 of cross-multiplying and setting the coefficients of like powers of X equal to each other, the following set of conditions arises

\[
\begin{align*}
M + P + S &= 0 \\
N + Q + R &= 0 \\
M G^* + P G + S G^* &= 0 \\
N G^* + Q G + R G^* &= 0 \\
S G G^* &= 0 \\
R G G^* &= 1
\end{align*}
\]  (B-28)
From Eq. B-28, except for the trivial case of $G=0$, $S$ must equal zero. In addition, once more, the special case of $M=-P \neq 0$ implies that $G$ must be purely real which reduces to Case IV to be discussed subsequently. Excluding these special cases, it follows directly from the conditions of Eq. B-28 that

$$M = P = S = 0 \quad (B-29)$$

$$N = \frac{1}{G(G-G^*)}$$

$$Q = \frac{1}{G^*(G^* - G)}$$

$$R = \frac{1}{GG^*}$$

Combining the first two terms of Eq. B-27 yields
Note that this result is consistent with partial fraction theory in that $G + G^*$ and $GG^*$ are real numbers. The result of Eq. B-30 fits the form already evaluated in Eq. B-20. Performing the desired integration yields
Next, considering the third and final term in Eq. B-27, yields

(B-32)

\[ \frac{1}{GG^*} \int \frac{dx}{x^2} = \left( \frac{1}{GG^*} \right) - \frac{1}{x} \]

The entire expression in Eq. B-26 can now be integrated between the desired limits of \( \omega_a \) to \( \omega_b \) using the results of Eqs. B-31 and B-32. This proceeds as follows
\[
\frac{B'}{C} \int_{\omega_a}^{\omega_b} \frac{1}{\omega^2 + \frac{B}{D} \omega^2 + \frac{1}{D}} \, d\omega = \\
\frac{B'}{C} \left[ \ln \left( \frac{\omega - J}{\omega + J} \right) \left( \frac{1}{GG^*} \right) \left( \frac{1}{\omega} \right) \right]_{\omega_a}^{\omega_b} = \\
\frac{B'}{C} \left[ \ln \left( \frac{\omega_b - J}{\omega_b + J} \cdot \frac{\omega_a + J}{\omega_a - J} \right) \right] + \frac{1}{GG^*} \left( \frac{1}{\omega_a} - \frac{1}{\omega_b} \right)
\]
Finally, the results of Eqs. B-25 and B-33 may be combined along with Eq. B-23, yielding the desired expression

\[
\phi_{es}^2(t) = \frac{1}{c} \phi_0 \left[ \frac{B' - A'G}{GJ (G - G^*)} \right] \ln \left( \frac{\omega_b - J}{\omega_b - \omega} \right) \left( \frac{\omega_a + J}{\omega_a + J} \right) + \frac{B'}{CGG^*} \left( \frac{1}{\omega_a} - \frac{1}{\omega_b} \right)
\]
Next, consider Case III defined by Eq. 3-37. Starting with Eq. B-2, it is seen that the roots of the denominator may be expressed as follows

\[ X^4 + \frac{D}{C} X^2 + \frac{1}{C} = (X^2 + R_1^2) (X^2 + R_2^2) \quad (B-34) \]

where \( R_1 \) and \( R_2 \) are both positive real constants defined by Eq. 3-43. Eq. B-2 may then be expressed as

\[ \frac{B X^2 + 1}{C X^4 + D X^2 + 1} = \frac{1}{C} \left[ \frac{B X^2 + 1}{(X^2 + R_1^2)(X^2 + R_2^2)} \right] \quad (B-35) \]

Using the method of partial fraction expansion

\[ \frac{B X^2 + 1}{(X^2 + R_1^2)(X^2 + R_2^2)} = \frac{M X + N}{X^2 + R_1^2} + \frac{P X + Q}{X^2 + R_2^2} \quad (B-36) \]
Again, using the conventional technique of cross-multiplying and setting like powers of $X$ equal to each other, the following set of conditions arises.

\[
\begin{align*}
M + P &= 0 \\
N + Q &= B \\
MR_2^2 + PR_1^2 &= 0 \\
NR_2^2 + QR_1^2 &= 1
\end{align*}
\tag{B-37}
\]

The special case of $M = -P \neq 0$ implies that $R_1^2 = R_2^2$ which again reduces to Case IV, to be discussed subsequently. Excluding this case, it follows directly from the conditions of Eq. B-37 that

\[
\begin{align*}
M = P &= 0 \\
Q &= \frac{1 - B R_2^2}{R_1^2 - R_2^2} \\
N &= \frac{1 - B R_1^2}{R_2^2 - R_1^2}
\end{align*}
\tag{B-38}
\]

Carrying through the desired integration of Eq. B-35 yields
\[ \frac{1}{c} \int \frac{Bx^2 + 1}{(x^2 + R_1^2)(x^2 + R_2^2)} \, dx = \]

\[ \frac{1}{c} \int \frac{1 - BR_1^2}{R_2^2 - R_1^2} \, dx + \frac{1}{c} \int \frac{1 - BR_2^2}{R_1^2 - R_2^2} \, dx = \]

\[ \frac{1}{c} \left[ \frac{1 - BR_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1} \frac{x}{R_1} \right) + \frac{1 - BR_2^2}{R_1^2 - R_2^2} \left( \frac{1}{R_2} \tan^{-1} \frac{x}{R_2} \right) \right] \]

This result may be used to evaluate the entire integral in Eq. B-1 as follows.
\[
\int_0^{B_p/2} |H(j\omega)|^2 \, df = \\
\frac{1}{2\pi} \left\{ \frac{AX}{C} - \frac{A}{C^2} \left[ \frac{1 - DR_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1} \frac{X}{R_1} \right) \right] + \frac{1}{C} \left[ \frac{1 - BR_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1} \frac{X}{R_1} \right) \right] \right\} \left| B_p \right| \\
+ \frac{1 - BR_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_2} \tan^{-1} \frac{X}{R_2} \right) \right\}_0^{B_p/2} \\
\text{and}
\[
\int_0^{B_p/2} |H(j\omega)|^2 \, df
\]

\[
\frac{1}{2 \pi C} \left\{ \frac{1 - B R_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1} \frac{\pi B_p}{R_1} \right) + \frac{1 - B R_2^2}{R_1^2 - R_2^2} \left( \frac{1}{R_2} \tan^{-1} \frac{\pi B_p}{R_2} \right) \right\}
\]

\[
-\frac{\Delta}{C} \left\{ \frac{1 - D R_1^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1} \frac{\pi B_p}{R_1} \right) + \frac{1 - D R_2^2}{R_1^2 - R_2^2} \left( \frac{1}{R_2} \tan^{-1} \frac{\pi B_p}{R_2} \right) \right\}
\]

\[
+ A \pi B_p
\]
Next, the evaluation of $\phi_{es}(t)$ in closed form for Case III is considered. Starting with Eq. B-24, it is recognized that the first term on the right side of this equation can be evaluated immediately using the results of Eq. B-39 with $B=0$. Following this procedure yields

\[
\frac{A'}{C} \int_{a}^{b} \frac{1}{\omega^4 + \frac{D}{C} \omega^2 + \frac{1}{C}} \, d\omega = \]

\[
\frac{A'}{C} \left[ \frac{1}{\frac{R_2^2}{R_1} \left( \frac{1}{R_1} \tan^{-1} \left( \frac{\omega}{R_1} \right) + \frac{1}{R_2^2} \left( \frac{1}{R_2} \tan^{-1} \left( \frac{\omega}{R_2} \right) \right) \right)} \right]_{\omega_a}^{\omega_b} = \]

\[
\frac{A'}{C(\frac{R_1^2}{R_1} - \frac{R_2^2}{R_2})} \left[ \frac{1}{R_2} \left( \tan^{-1} \frac{\omega_b}{R_2} - \tan^{-1} \frac{\omega_b}{R_2} \right) + \frac{1}{R_1} \left( \tan^{-1} \frac{\omega_a}{R_1} - \tan^{-1} \frac{\omega_a}{R_1} \right) \right] \]
Next, consider the second term on the right side of Eq. B-24, which may be expressed as

\[
\frac{B'}{C} \left[ \frac{1}{X^2(X^4 + \frac{D}{C}X^2 + \frac{1}{C}} \right] = \frac{B'}{C} \left[ \frac{1}{X^2(X^2 + \frac{R_1^2}{X})(X^2 + \frac{R_2^2}{X})} \right]
\]

Using the method of partial fraction expansion

\[
\frac{1}{X^2(X^2 + R_1^2)(X^2 + R_2^2)} = \frac{MX + N}{X^2 + R_1^2} + \frac{PX + Q}{X^2 + R_2^2} + \frac{R}{X^2} + \frac{S}{X}
\]

Cross-multiplying and setting coefficients of like powers of \(X\) equal to each other yields

\[
\begin{align*}
M + P + S &= 0 \\
N + Q + R &= 0 \\
MR_2^2 + PR_1^2 + SR_1^2 + SR_2^2 &= 0 \\
NR_2^2 + QR_1^2 + RR_1^2 + RR_2^2 &= 0 \\
S R_1^2 R_2^2 &= 0 \\
R R_1^2 R_2^2 &= 1
\end{align*}
\]
Once more, the special case of $S=0$ and $M=-P \neq 0$ reduces to Case IV to be discussed subsequently. Excluding this case, it follows directly from Eq. B-44 that

\[ M = P = S = 0 \]  \hspace{1cm} (B-45)

\[ N = \frac{1}{R_1^2 (R_1^2 - R_2^2)} \]

\[ Q = \frac{1}{R_2^2 (R_2^2 - R_1^2)} \]

\[ R = \frac{1}{R_1^2 R_2^2} \]

Then
\[
\frac{B'}{C} \int_{\omega_a}^{\omega_b} \frac{1}{\omega^2 (\omega^4 + \frac{B}{C} \omega^2 + \frac{1}{C})} \, d\omega = (B-46)
\]

\[
\frac{B'}{C} \left[ \frac{1}{R_1^3 (R_1^2 - R_2^2)} \tan^{-1} \frac{\omega}{R_1} + \frac{1}{R_2^3 (R_2^2 - R_1^2)} \tan^{-1} \frac{\omega}{R_2} + \frac{1}{R_1 R_2^3} \left( -\frac{1}{\omega} \right) \right] = \frac{\omega_b}{\omega_a}
\]

\[
\frac{B'}{C(R_1^2 - R_2^2)} \left[ \frac{1}{R_1^3} \left( \frac{\tan^{-1} \omega_b}{R_1} - \frac{\tan^{-1} \omega_a}{R_1} \right) + \frac{1}{R_2^3} \left( \frac{\tan^{-1} \omega_a}{R_2} - \frac{\tan^{-1} \omega_b}{R_2} \right) \right] + \frac{B'}{CR_1^5 R_2^2} \left( \frac{1}{\omega_a} - \frac{1}{\omega_b} \right)
\]
Combining the results of Eq. B-41 and B-46 along with Eq. B-23, yields the expression

\[
\Phi_{es}(t) = \frac{\omega_a \omega_b (\Delta \omega_{rms})^2}{\omega_b - \omega_a}
\]

\[
\left\{ \frac{A'}{c(R_1^2 - R_2^2)} \left[ \frac{1}{R_2} \left( \tan^{-1} \frac{\omega_b}{R_2} - \tan^{-1} \frac{\omega_a}{R_2} \right) + \frac{1}{R_1} \left( \tan^{-1} \frac{\omega_a}{R_1} - \tan^{-1} \frac{\omega_b}{R_1} \right) \right] 
+ \frac{B'}{c(R_1^2 - R_2^2)} \left[ \frac{1}{R_1^3} \left( \tan^{-1} \frac{\omega_b}{R_1} - \tan^{-1} \frac{\omega_a}{R_1} \right) + \frac{1}{R_2^3} \left( \tan^{-1} \frac{\omega_a}{R_2} - \tan^{-1} \frac{\omega_b}{R_2} \right) \right] 
+ \frac{B'}{cR_1^2 R_2^2} \left( \frac{1}{\omega_a} - \frac{1}{\omega_b} \right) \right\}
\]
Finally, consider Case IV, defined by Eq. 3-46. Starting with Eq. B-2, it is seen that the roots of the denominator may be expressed as follows

\[ X^4 + \frac{D}{C} X^2 + \frac{1}{C} = (X^2 + R_0^2)^2 \]  \hspace{1cm} (B-47)

where \( R_0 \) is a positive real constant defined by Eq. 3-49.

Eq. B-2 may then be expressed as

\[
\frac{BX^2 + 1}{C X^4 + D X^2 + 1} = \frac{1}{C} \left[ \frac{BX^2}{(X^2 + R_0^2)^2} + \frac{1}{(X^2 + R_0^2)^2} \right]
\]  \hspace{1cm} (B-48)

Eq. B-48 can be integrated directly using standard integral tables yielding the result
\[
\frac{1}{C} \int_0^{\pi B_p} \frac{B \omega^2 + 1}{\omega^4 + \frac{D}{C} \omega^2 + \frac{1}{C}} \, d\omega = 
\]

\[
\frac{1}{2C} \left[ - \frac{B \omega}{\omega^2 + R_0^2} + \frac{B}{R_0} \tan^{-1} \left( \frac{\omega}{R_0} \right) + \frac{\omega}{R_0^2 (\omega^2 + R_0^2)} \right] \bigg|_{\frac{\pi B_p}{2\sqrt{B_p^2 + R_0^2}}}^{\frac{\pi B_p}{2\sqrt{B_p^2 + R_0^2}}} = 
\]

\[
\frac{1}{2C} \left[ \left( \frac{\pi B_p}{2\sqrt{B_p^2 + R_0^2}} \right) \left( \frac{1}{R_0^2} - B \right) + \left( \frac{1}{R_0} \tan^{-1} \frac{\pi B_p}{R_0} \right) \left( \frac{1}{R_0^2} + B \right) \right]
\]
This result may be used to evaluate the entire integral in Eq. B-1 yielding

\[
\int_0^{B_p/2} |H(\omega)|^2 \, df = \\
\frac{1}{4\pi C} \left[ \left( \frac{\pi B_p}{\pi^2 B_p^2 + R_0^2} \right) \left( \frac{1}{R_0^2} - D \right) + \left( \frac{1}{R_0} \tan^{-1} \frac{\pi B_p}{R_0} \right) \left( \frac{1}{R_0^2} + D \right) + 2\pi AB_p \right]
\]
Next, the evaluation of $\varphi_{\text{es}}^2(t)$ in closed form for Case IV is considered. Starting with Eq. B-24, the first term on the right side can be evaluated immediately, using Eq. B-49 with $B=0$ and a change in limits on the integral. This yields

\begin{equation}
\frac{A'}{C} \int_{\omega_a}^{\omega_b} \frac{1}{(\omega^2 + \frac{2}{R_0^2})^2} \, d\omega =
\end{equation}

\begin{align*}
\frac{A'}{2R_0^2C} & \left[ \frac{\omega_b}{\omega_b^2 + R_0^2} - \frac{\omega_a}{\omega_a^2 + R_0^2} \\
& \frac{1}{R_0} \left( \tan^{-1} \frac{\omega_b}{R_0} - \tan^{-1} \frac{\omega_a}{R_0} \right) \right]
\end{align*}

The second term on the right side of Eq. B-24 may be expressed as
\[ \frac{B'}{X^2 (CX^4 + DX^2 + 1)} = \frac{B'}{C \left[ \frac{1}{X^2 (X^2 + R_O^2)^2} \right]} \]

This term may be integrated directly using standard integration tables yielding the following
\[
\frac{B'}{C} \int_{\omega_a}^{\omega_b} \frac{1}{\omega^2 (\omega^2 + R_0^2)^2} \, d\omega =
\]

\[
- \frac{B'}{R_0^4 C} \left[ \frac{1}{\omega} + \frac{3}{2} \left( \frac{1}{R_0} \tan^{-1} \frac{\omega}{R_0} \right) + \frac{\omega}{2(\omega^2 + R_0^2)} \right] \bigg|_{\omega_a}^{\omega_b}
\]

\[
- \frac{B'}{R_0^4 C} \left[ \frac{\omega_b}{2(\omega_b^2 + R_0^2)} - \frac{\omega_a}{2(\omega_a^2 + R_0^2)} \right]
\]

\[
+ \frac{3}{2 R_0} \left( \tan^{-1} \frac{\omega_b}{R_0} - \tan^{-1} \frac{\omega_a}{R_0} \right) + \frac{1}{\omega_b} - \frac{1}{\omega_a}
\]
Combining Eqs. B-51 and B-52 along with Eq. B-23, yields the desired expression

\[
\phi_{es}^2(t) = \frac{w_a w_b (\Delta \omega_{rms})^2}{w_b - w_a}.
\]

\[
\left\{ \frac{A'}{2R_o^2c} \left[ \frac{w_b}{w_b^2 + R_o^2} - \frac{w_a}{w_a^2 + R_o^2} + \frac{1}{R_o} \left( \tan^{-1} \frac{w_b}{R_o} - \tan^{-1} \frac{w_a}{R_o} \right) \right] \right\}
\]

\[
- \frac{B'}{2R_o^4c} \left[ \frac{w_b}{w_b^2 + R_o^2} - \frac{w_a}{w_a^2 + R_o^2} + \frac{3}{R_o} \left( \tan^{-1} \frac{w_b}{R_o} - \tan^{-1} \frac{w_a}{R_o} \right) \right]
\]

\[
+ \frac{B'}{R_o^4c} \left( \frac{1}{w_a} - \frac{1}{w_b} \right)
\]
APPENDIX C

COMPUTATION OF (CNRIF)TH FOR VOICE MODULATION CASE USING NUMERICAL INTEGRATION TECHNIQUES

In this Appendix, a computer program is presented which was used to evaluate (CNRIF)TH using the trapezoidal method for numerical integration. This was done for a set of parameters for each of the cases defined by Eqs. 3-28, 3-29, 3-37, and 3-46. The purpose of this procedure was to check the closed-form solutions previously derived. The sets of parameters used are given as follows

CASE I:
\[
\begin{align*}
\beta &= 3.336 \times 10^8 \text{ (rad/sec)}^2 \\
\gamma &= 2.767 \times 10^4 \text{ rad/sec} \\
b &= 1.38 \times 10^3 \text{ rad/sec} \\
K &= 4.7 \times 10^5 \text{ sec}^{-1}
\end{align*}
\]  
(C-1)

CASE II:
\[
\begin{align*}
\beta &= 8.836 \times 10^8 \text{ (rad/sec)}^2 \\
\gamma &= 1.5 \times 10^4 \text{ rad/sec} \\
b &= 1.88 \times 10^3 \text{ rad/sec} \\
K &= 4.7 \times 10^5 \text{ sec}^{-1}
\end{align*}
\]  
(C-2)

CASE III:
\[
\begin{align*}
\beta &= 3.836 \times 10^8 \text{ (rad/sec)}^2 \\
\gamma &= 1.0 \times 10^4 \text{ rad/sec} \\
b &= 1.88 \times 10^3 \text{ rad/sec} \\
K &= 4.7 \times 10^5 \text{ sec}^{-1}
\end{align*}
\]  
(C-3)

CASE IV:
\[
\begin{align*}
\beta &= 6.776 \times 10^8 \text{ (rad/sec)}^2 \\
\gamma &= 1.0 \times 10^4 \text{ rad/sec} \\
b &= 1.88 \times 10^3 \text{ rad/sec} \\
K &= 4.7 \times 10^5 \text{ sec}^{-1}
\end{align*}
\]  
(C-4)
The computer program used in this analysis is given by

1 C COMPUTATION OF (CNRIF)TH FOR VOICE MODULATION CASE
2 C
3 C FIRST CALCULATE AREA UNDER CURVE OF CLOSED-LOOP TRANSFER
4 C FUNCTION SquARED VS FREQUENCY
5 C
6 C INSERT LOOP PARAMETERS
7 BETA=8.336E8
8 GAMMA=1.5E4
9 B=1.83E3
10 XK=4.7E5
11 C COMBINE LOOP PARAMETERS INTO NEW CONSTANTS
12 XNEWA=1.0/(BETA**2)
13 XNEWB=1.0/(GAMMA**2)-2.0/BETA
14 XNEWC=(1.0/XK*B)+1.0/BETA)**2
15 XNEWD=1.0/XK+1.0/GAMMA)**2-2.0*(1.0/(XK*B)*1.0/BETA)
16 C EMPLOY TRAPEZOIDAL RULE FOR NUMERICAL INTEGRATION
17 SUM1=0.0
18 DO 200 I=1, 17501
19 J=I-1
20 FREQ1=J
21 RFRQ1=(2.0*3.1415927)*FREQ1
22 C EVALUATE FACTORS IN NUMERATOR AND DENOMINATOR OF MAGNITUDE
23 C OF CLOSED-LOOP TRANSFER FUNCTION SquARED
24 XNEW1=XNEWA*RFRQ1**4+XNEWB*RFRQ1**2+1.0
25 XNEW2=XNEWC*RFRQ1**4+XNEWD*RFRQ1**2+1.0
26 TRSQ1=XNEW1/XNEW2
27 IF(I.EQ.1) GO TO 100
28 IF(I.EQ.17501) GO TO 100
29 GO TO 150
30 TRSQ1=TRSQ1/2.0
31 150 CONTINUE
32 200 SUM1=SUM1+TRSQ1
33 AREA1=SUM1
34 WRITE(6,300) AREA1
35 300 FORMAT(1PE16.6)
36 C NEXT EVALUATE MEAN-SQUARE PHASE ERROR SIGNAL COMPONENT
37 C
38 C EVALUATE VOICE PSD MODULATION CONSTANT
39 FA=300.0
40 FB=3300.0
41 DELSQ=(2.0*3.1415927)**2*1.0E7
42 ETA=((2.0*3.145927)**2*FA*FB*DELSQ)/(FB-FA)
43 C COMBINE ADDITIONAL LOOP PARAMETERS INTO NEW CONSTANTS
44 XNEWE=1.0/(XK*B)**2
45 XNEWF=1.0/XK**2
The results of the computer runs as shown in Table C-1 show the validity of the closed-form solutions. The small differences between the numerical integration results and that of the closed-form solutions are explained by the size of the integration intervals used in the former technique. Finer integration intervals will bring the two results into even closer agreement.
Table C-1. Comparison of \((CNR_{IF})_{TH}\) obtained by numerical integration methods and the closed-form solution.

<table>
<thead>
<tr>
<th>Case</th>
<th>((CNR_{IF})_{TH}) in dB</th>
<th>((CNR_{IF})_{TH}) in dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Numerical Integration Method</td>
<td>Closed-form Solution</td>
</tr>
<tr>
<td>I</td>
<td>5.614x10^{-1}</td>
<td>5.730x10^{-1}</td>
</tr>
<tr>
<td>II</td>
<td>8.612x10^{-1}</td>
<td>8.730x10^{-1}</td>
</tr>
<tr>
<td>III</td>
<td>1.314</td>
<td>1.324</td>
</tr>
<tr>
<td>IV</td>
<td>1.292</td>
<td>1.302</td>
</tr>
</tbody>
</table>
APPENDIX D

DETAILED MATHEMATICS FOR CLOSED FORM SOLUTION OF (CNRIF)TH FOR FDM-FM CASE

In this Appendix, a detailed derivation of (CNRIF)TH in closed form for the FDM-FM case is presented. Beginning with Eq. 3-52, it is noted that the integral in the numerator has already been evaluated in closed form in Appendix B for all four cases. Next, consider the determination of \( \phi_{es}^2(t) \) in closed form. Cases I and II, defined by Eqs. 3-28 and 3-29, can, again, be combined for the basic derivation. Putting Eq. 3-53 into more convenient form yields

\[
\phi_{es}^2(t) = \frac{\omega_b}{(\Delta \omega_{rms})^2} \cdot \frac{B'}{C} \int_{\omega_a}^{\omega_b} \frac{(A'/B')^2 \omega^2 + 1}{\omega^4 + D \omega^2 + \frac{1}{C}} \, d\omega
\]

But, the integral in Eq. D-1 is of the same form as that in Eq. B-20, permitting the following solution
\[
\phi_{es}^2(t) = \left( \frac{\Delta \omega_{\text{rms}}}{\omega_b - \omega_a} \right)^2 \left( \frac{B'}{C} \right) \Re \left[ \frac{1 - \left( \frac{A'}{B'} \right) G}{J(G^* - G)} \log \left( \frac{\omega - J}{\omega + J} \right) \right] \bigg|_{\omega_a}^{\omega_b}
\]

\[
= \left( \frac{\Delta \omega_{\text{rms}}}{\omega_b - \omega_a} \right)^2 \frac{1}{C} \left\{ \Re \left[ \frac{B' - A'G}{J(G^* - G)} \log \left( \frac{\omega_b - J}{\omega_b + J} \right) \right] \right\}
\]

\[
- \Re \left[ \frac{B' - A'G}{J(G^* - G)} \log \left( \frac{\omega_a - J}{\omega_a + J} \right) \right] \right\}
\]
Eq. D-2 simplifies directly to

\[ \phi_{es}^2(t) = (3-54) \]

\[ \frac{(\Delta \omega_{rms})^2}{\omega_b - \omega_a} \cdot \mathcal{R} \left[ \frac{B' - A'G}{J(G^* - G)} \cdot \left( \frac{\omega_b - J}{\omega_b + J} \cdot \frac{\omega_a + J}{\omega_a - J} \right) \right] \]

where \( G \) and \( J \) for Cases I and II are given by Eq. 3-32 through Eq. 3-36.

Next, consider Case III, defined by Eq. 3-37. For this case, Eq. D-1 reduces to

\[ \phi_{es}^2(t) = (D-3) \]

\[ \frac{(\Delta \omega_{rms})^2}{\omega_b - \omega_a} \cdot \left( \frac{B'}{c} \right) \int_{\omega_a}^{\omega_b} \frac{(A')^2}{(\omega^2 + R_1^2)(\omega^2 + R_2^2)} d\omega \]
Using the results of Eq. B-39, this integral can be directly evaluated yielding the result

\[
\phi_{es}^2(t) = \frac{(\Delta \omega_{\text{rms}})^2}{\omega_b - \omega_a} \left( \frac{B'}{C} \right).
\]

Substitution of the limits in Eq. D-4 yields the desired result

\[
\left\{ \frac{1 - \left( \frac{A'}{B'} \right)}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1} \frac{\omega}{R_1} \right) \right\} \mid_{\omega_b}^{\omega_a} + \left\{ \frac{1 - \left( \frac{A'}{B'} \right)}{R_2^2 - R_1^2} \left( \frac{1}{R_2} \tan^{-1} \frac{\omega}{R_2} \right) \right\} \mid_{\omega_b}^{\omega_a}
\]
(3-55)

\[
\varphi_{es}^2(t) = \frac{(\Delta \omega_{rms})^2}{\omega_b - \omega_a} \cdot \frac{1}{C(R_1^2 - R_2^2)}.
\]

\[
\left[ \frac{B' - A'R_2^2}{R_2} \left( \tan^{-1} \frac{\omega_b}{R_2} - \tan^{-1} \frac{\omega_a}{R_2} \right) \right] + \left[ \frac{B' - A'R_1^2}{R_1} \left( \tan^{-1} \frac{\omega_a}{R_1} - \tan^{-1} \frac{\omega_b}{R_1} \right) \right]
\]

where \( R_1 \) and \( R_2 \) are defined by Eq. 3-43.
Finally, consider Case IV, defined by Eq. 3-46. For this case, Eq. D-1 reduces to

\[
\bar{\varphi}^2_{es}(t) = \frac{\omega_b}{\omega_b - \omega_a} \left( \frac{B'}{C} \right)^2 \int_{\omega_a}^{\omega_b} \frac{\left( \frac{A'}{B'} \right)^2 \omega^2 + 1}{(\omega^2 + R_0^2)^2} \ d\omega
\]

Using the results of Eqs. B-48 and B-49, this integral may be evaluated as follows

\[
\bar{\varphi}^2_{es}(t) = \frac{(\Delta\omega_{rms})^2}{\omega_b - \omega_a} \left( \frac{B'}{2C} \right)^2 \left[ \frac{-(\frac{A'}{B'}) \omega}{\omega^2 + R_0^2} + \frac{A'}{B'} \tan^{-1} \left( \frac{\omega}{R_0} \right) \right]_{\omega_a}^{\omega_b}
\]
Substitution of the limits in Eq. D-6 yields

\[
\phi_{es}^2(t) = \frac{(\Delta \omega_{rms})^2}{\omega_b - \omega_a} \left[ \frac{1}{2C} \right] \left[ \frac{-A'\omega_b}{\omega^2 + R_o^2} + \frac{A'\omega_a}{\omega^2 + R_o^2} \right]
\]

\[
+ \frac{A'}{R_o} \tan^{-1} \frac{\omega_b}{R_o} - \frac{A'}{R_o} \tan^{-1} \frac{\omega_a}{R_o}
\]

\[
+ \frac{B'\omega_b}{R_o^2(\omega^2 + R_o^2)} - \frac{B'\omega_a}{R_o^2(\omega^2 + R_o^2)}
\]

\[
+ \frac{B'}{R_o^3} \frac{\tan^{-1} \omega_b}{R_o} - \frac{B'}{R_o^3} \frac{\tan^{-1} \omega_a}{R_o}
\]
Simplification of Eq. D-7 gives

\begin{equation}
\phi_{es}^2(t) = \frac{(\Delta \omega_{rms})^2}{\omega_b - \omega_a} \left( \frac{1}{2c} \right).
\end{equation}

\[ \left[ \left( \frac{B'}{R_o^2} - A' \right) \left( \frac{\omega_b}{\omega_b^2 + R_o^2} - \frac{\omega_a}{\omega_a^2 + R_o^2} \right) \right] \]

\[ + \left( \frac{B'}{R_o^2} + A' \right) \cdot \frac{1}{R_o} \left( \tan^{-1} \frac{\omega_b}{R_o} - \tan^{-1} \frac{\omega_a}{R_o} \right) \]
In this Appendix, a detailed derivation of (CNRIF)TH in closed form for the FDM-PM case is presented. Beginning with Eq. 3-59, it is noted that the integral in the numerator has already been evaluated in closed form in Appendix B for all four cases. Next, consider the determination of $\phi_{es}^2(t)$ in closed form. Cases I and II, defined by Eqs. 3-28 and 3-29, can again be combined for the basic derivation. Starting with the integrand in Eq. 3-60

\begin{equation}
\frac{A' \omega^4 + B' \omega^2}{C \omega^4 + D \omega^2 + 1} = (E-1)
\end{equation}

\begin{equation}
\frac{A'}{C} - \frac{A'}{C^2} \left[ \frac{(D - B'CG/A') \omega^2 + 1}{\omega^4 + \frac{D \omega^2}{C} + \frac{1}{C}} \right]
\end{equation}
The signal-induced mean-square phase error may then be expressed as

\[
\phi^2_{es}(t) = \frac{3(4\omega_{rms})^2}{\omega_b^3 - \omega_a^3} \int_{\omega_a}^{\omega_b} \left[ \frac{A'}{C} - \frac{A'}{C^2} \left[ \frac{(D - B'C/A')}{\omega^2} + \frac{1}{C} \right] \right] d\omega
\]

The first term within the integrand of Eq. E-2 can be integrated directly and the second term fits the form of Eq. B-20. Carrying through the integration then results in
\[ \phi^2_{es}(t) = \frac{3(\Delta \omega_{rms})^2}{\omega_b^3 - \omega_a^3} \left\{ \frac{A^1}{C} (\omega_b - \omega_a) \right\} \]

\[ -\frac{A^1}{C^2} \Re \left[ \frac{1 - (D - B' C/A') G}{J(G^* - G)} \ln \left( \frac{\omega - J}{\omega + J} \right) \right] \bigg|_{\omega_b}^{\omega_a} = \]

\[ \frac{3(\Delta \omega_{rms})^2}{\omega_b^3 - \omega_a^3} \left\{ \frac{A^1}{C} (\omega_b - \omega_a) - \frac{A^1}{C^2} \Re \left[ \frac{1 - (D - B' C/A') G}{J(G^* - G)} \right] \right\} \]

\[ \ln \left( \frac{\omega_b - J}{\omega_b + J} \right) + \frac{A^1}{C^2} \Re \left[ \frac{1 - (D - B' C/A') G}{J(G^* - G)} \ln \left( \frac{\omega_a - J}{\omega_a + J} \right) \right] \]
Eq. E-3 simplifies directly to

\[
\phi_{es}^2(t) = \frac{3 (\Delta \omega_{rms})^2}{\omega_b^3 - \omega_a^3} \left\{ \frac{A'}{C} (\omega_b - \omega_a) - \right. \\
 \left. \frac{A'}{C^2} \frac{1 - (D - B'C/A')G}{J(G^* - G)} \left( \frac{\omega_b}{\omega_b + J} - \frac{\omega_a}{\omega_a - J} + J \right) \right\}
\]
where $G$ and $J$ for Cases I and II are given by Eqs. 3-32 through 3-36.

Next, consider Case III, defined by Eq. 3-37. For this case, Eq. E-21 reduces to

\begin{equation}
\varphi_{es}^2(t) = \frac{3 (\Delta \omega_{rms})^2}{\omega_b^3 - \omega_a^3}.
\end{equation}

The first term may be integrated directly. The second term may be integrated using the results of Eq. B-39. This procedure yields
\[
\varphi_{es}(t) = \frac{3 (\Delta \omega_{rms})^2}{\omega_b^3 - \omega_a^3} \left\{ \begin{array}{c}
\frac{A'}{C} \omega \\
\frac{1}{\tan^{-1} \left( \frac{\omega}{R_1} \right)}
\end{array} \right.
\]

\[
\frac{A'}{C^2} \left[ \frac{1 - (D - B'C/A') R_2^2}{R_2^2 - R_1^2} \left( \frac{1}{R_1} \tan^{-1} \frac{\omega}{R_1} \right) \right]
\]

\[
\frac{1 - (D - B'C/A') R_2^2}{R_1^2 - R_2^2} \left( \frac{1}{R_2} \tan^{-1} \frac{\omega}{R_2} \right)
\]

Substitution of the limits into Eq. E-5 yields the desired result.
\[ \phi_{es}^2(t) = \frac{3 (\Delta \omega_{rms})^2}{\omega_b^3 - \omega_a^3} \left\{ \frac{A'}{C} (\omega_b - \omega_a) \right\} \]

\[ \frac{A'}{(R_1^2 - R_2^2)C^2} \left[ \frac{1 - (D - B'C/A')}{R_2} \left( \tan^{-1} \frac{\omega_b}{R_2} - \tan^{-1} \frac{\omega_a}{R_2} \right) + \right. \]

\[ \frac{1 - (D - B'C/A')}{R_1} \left( \tan^{-1} \frac{\omega_a}{R_1} - \tan^{-1} \frac{\omega_b}{R_1} \right) \]
Finally, consider Case IV defined by Eq. 3-46. For this case, Eq. E-2 reduces to

\[
\frac{\varphi^2(t)}{es} = \frac{3 \left( \Delta \omega_{rms} \right)^2}{\omega_b^3 - \omega_a^3}.
\]  

\[
\int_{\omega_a}^{\omega_b} \left[ \frac{A' - A'}{2c^2} \left( \frac{(D - B'C/A') \omega^2 + 1}{(\omega^2 + R_0^2)^2} \right) \right] d\omega
\]

Again, the first term within the integrand can be integrated directly and the second term may be integrated using the results of Eqs. B-48 and B-49, yielding

\[
\frac{\varphi^2(t)}{es} = \frac{3 \left( \Delta \omega_{rms} \right)^2}{\omega_b^3 - \omega_a^3} \left\{ \frac{A'}{c} \frac{\omega}{\omega^2 + R_0^2} \right\} \left\{ \frac{(D - B'C/A')}{2c^2} \left[ \frac{\tan^{-1} \frac{\omega}{R_0}}{R_0} + \frac{\omega}{R_0^2(\omega^2 + R_0^2)} + \frac{1}{R_0^3} \frac{\tan^{-1} \frac{\omega}{R_0}}{R_0} \right] \right\}
\]
Substitution of the limits in Eq. E-7 results in

\[
\phi_{es}^2(t) = \frac{3(\Delta w_{ms})^2}{w_b^3 - w_a^3} \left\{ \frac{A'}{C} (w_b - w_a) - \frac{A'}{2C^2} \left[ \frac{(D - B'C/A') w_b}{w_b^2 + R_0^2} + (D - B'C/A') \frac{w_a}{w_a^2 + R_0^2} + \left( \frac{\tan^{-1} w_b}{R_0} - \frac{\tan^{-1} w_a}{R_0} \right) \right] \right\}
\]
Simplification of Eq. E-8 yields the desired result

\[ (3-63) \]

\[
\phi_{es}^2(t) = \frac{3(\Delta \omega_{rms})^2}{\omega_b^3 - \omega_a^3} \left\{ \frac{A'}{C} \left( \omega_b - \omega_a \right) \right. \\
- \frac{A'}{2C^2} \left[ \left( \frac{1}{R_0^2} - D + \frac{B'C}{A'} \right) \left( \frac{\omega_b}{\omega_b^2 + R_0^2} - \frac{\omega_a}{\omega_a^2 + R_0^2} \right) \right. \\
+ \left( \frac{\tan^{-1} \omega_b}{R_0} - \frac{\tan^{-1} \omega_a}{R_0} \right) \left( \frac{1}{R_0^3} + \frac{D - B'C/A'}{R_0} \right) \right\} 
\]

where \( R_0 \) is defined by Eq. 3-49.
APPENDIX F

COMPUTER PROGRAM FOR EVALUATION OF (CNRIF)TH FOR
THE TEST-TONE CASE

1 COMPLEX G,J,CPXL1,CPXL2,CPXL3,CPXL4,CPXL5,CPXL6
2 REAL K,MAGNT,INTVL,NU
3 ALPHA=1.0
4 K=4.7E5
5 A=2.94E4
6 B=1.88E3
7 BPPRM=2.2E5
8 BP=3.5E4
9 NU=0.25
10 DELMG=2.0*3.1415927*1.0E4
11 OMGTT=2.0*3.1415927*1.0E3
12 50 XNEWA=(ALPHA/(K*B))**2
13 XNEWB=(1.0/A+ALPHA/K)**2-2.0*(ALPHA/(K*B))
14 XNEWC=((1.0+ALPHA)/(K*B))**2
15 XNEWD=((1.0+ALPHA)/(K+1.0/A)**2-2.0*((1.0+ALPHA)/K*B))
16 XNEW1=XNEWD/(2.0*XNEWC)
17 XNEW2=(-1.0)*SQRT(1.0/XNEWC-(XNEWD/(2.0*XNEWC))**2)
18 G=CMPXL(XNEW1,XNEW2)
19 IF(XNEWD.GE.0.0,GO TO 75
20 XNEW3=ATAN(XNEW2/XNEW1)
21 GO TO 80
22 XNEW3=ATAN(XNEW2/XNEW1)+3.1415927
23 30 XNEW4=XNEW3/2.0
24 THETA=XNEW4+3.1415927
25 MAGNT=SQRT(SQRT(1.0/XNEWC))
26 XNEW5=MAGNT*COS(THETA)
27 XNEW6=MAGNT*SIN(THETA)
28 J=CMPXL(XNEW5,XNEW6)
29 CPLX1=1.0-XNEWB*G-(1.0-XNEWD*G)*(XNEWA/XNEWC)
30 CPLX2=J*(CONJG(G)-G)
31 CPLX3=CPLX1/CPLX2
32 CPLX4=(J-BPPRM/2.0)/(J+BPPRM/2.0)
33 CPLX5=CLOG(CPLX4)
34 CPLX6=CPLX3*CPLX5
35 XNEW7=REAL(CPLX6)
36 XNEW8=XNEWA*(BPPRM/2.0)+XNEW7
37 XNEW9=1.0/(2.0*3.1415927*XNEWC)
38 INTVL=XNEW8*XNEW9
39 C EVALUATE MEAN SQUARE SIGNAL PHASE ERROR
40 XNEW10=(OMGTT**4)/((K*B)**2)
41 XNEW11=(OMGTT**2)/(K**2)
42 XNEW12=XNEW10+XNEW11
43 XNEW13=(1.0-(OMGTT**2)*((1.0+ALPHA)/(K*B)))**2
XNEW14 = (OMGTT * ((1.0 / A) + (1.0 + ALPHA) / K)) ** 2
XNEW15 = XNEW13 + XNEW14
XNEW16 = XNEW12 / XNEW15
XNEW17 = (DELOMG / OMGTT) ** 2
XNEW18 = XNEW17 / 2.0
PHISQ = XNEW18 * XNEW16
CNRTH1 = INTVL / (BP * (NU - PHISQ))
CNRTH2 = 10.0 * ALOG10(CNRTH1)
WRITE(6,300)CNRTH1,CNRTH2
FORMAT(1P2E16.6)
STOP
END
APPENDIX G

COMPUTER PROGRAM USED TO IMPLEMENT POWELL'S
METHOD AND RELATED SUBPROGRAMS

Basic Optimization Program

1 PROGRAM POWELL
2 C THIS ALGORITHM USES THE POWELL SEARCH TECHNIQUE IN CONJUGATE DIRECTIONS.
3 DIMENSION X(50,4),ESV(4,4),Y(50),B(5),XO(4),X1(4),XC(4),DL(4),O(4)
4 DIMENSION X3(4)
5 READ 5,N,KMAX,C,STEP,TCLX,FLN
6 5 FORMAT (2I3,2F5,1,2F7,4)
7 READ 10, (X(1,J),J = 1,N)
8 10 FORMAT (FI0.1)
9 DO 11 IK=1,N
10 DO 11 JK=1,N
11 11 ESV(JK,IK)=0.0
12 DO 15 IK=1,N
13 15 ESV(IK,IK)=1.0
14 I=1
15 20 DELTM=0.0
16 MTEST=0
17 J=1
18 DO 22 IK=1,N
19 22 X3(IK)=X(1,IK)
20 Y(I)=FIT(X3)
21 B(J)=Y(I)
22 BJT=B(J)
23 25 DO 30 JK=1,N
24 30 XO(JK)-X(I,JK)
25 C THE UNRESTRICTED SEARCH BEGINS.
26 C IN THE RARE CASE WHERE TWO SUCCESSIVE FUNCT ARE EXACTLY EQUAL
27 C SEARCH IS STOPPED AND THE PROGRAM TERMINATED.
28 K=1
29 35 DO 100 K=1,KMAX
30 40 S=2.0**(K-1)*STEP
31 DO 50 IK=1,N
32 50 XO(IK)=XO(IK)+S*ESV(IK,J)
33 YT=FIT(XO)
34 IF(C*YT-C*BJT)60,350,100
35 60 IF(K-1)70,90,70
36 70 IF(KR=1)73,73,110
37 73 DO 80 IK=1,N
38 80 XI(IK)=XO(IK)
39 80XO(IK)=XO(IK)-(S*(2.0**(K-2))*STEP)*ESV(IK,J)
40 60 TO 110
DO 95 IK=1,N
  X1(IK)=X0(IK)
  STEP=-STEP
  KR=KR+1
  BJT=YT
  GO TO 340
110 R=3.0*((2.0**(K-2))*ABS(STEP))
  NM=1.0-4.75*ALOG10(FLN/R)
  DO 120 IK=1,N
  DL(IK)=0.618*(X1(IK)-X0(IK))
  X0(IK)=X1(IK)-DL(IK)
  X1(IK)=X1(IK)-0.618*DL(IK)
  W=FIT(X0)
  V=FIT(X1)
  DO 180 KNM=1,NM
  DO 130 IK=1,N
  DL(IK)=0.618*DL(IK)
  IF(ABS(W-V)-0.01*TOLX) 185,135,135
  IF(C*W-C*V) 160,350,140
  DO 150 IK=1,N
  XC(IK)=X1(IK)
  X1(IK)=X0(IK)
  X0(IK)=XC(IK)-DL(IK)
  W=W
  W=FIT(X0)
  GO TO 180
160 DO 170 IK=1,N
  XC(IK)=X0(IK)
  X0(IK)=X1(IK)
  X1(IK)=XC(IK)+DL(IK)
  W=W
  W=FIT(X1)
  GO TO 180
185 J=J+1
  DO 190 IK=1,N
  XO(IK)=0.5*(X0(IK)+X1(IK))
  CONTINUE
  B(J)=FIT(X0)
  BJT=B(J)
  DELT=ABS(B(J)-B(J-1))
  IF(DELM-DELT) 200,210,210
  DELTM=DELT
  MAX=J-1
  KR=1
  IF(J-N) 35,35,220
  AMPU=0.000001
  DO 230 IK=1,N
  U(IK)=X0(IK)-X(I,IK)
  AMPU=AMP+U(IK)**2
  230 X1(IK)=2.0*X0(IK)-X(I,IK)
DO 232 IK=1,N
U(IK)=U(IK)/SQRT(AMPU)
YT=FIT(X1)
IF(C*YT-C*B(1)) 290,290,240
A=(B(1)-2.0*B(N+1)+YT)*(B(1)-B(N+1)-DELM)**2
BT=0.5*DELM*(B(1)-YT)**2
IF(C*A-C*BT) 290,290,250
IF(MTEST-I) 260,20,20
N1=N-1
IF(MAX-N1) 265,265,275
DO 270 JK=MAX,N1
DO 270 IK=1,N
ESV(IK,JK)=ESV(IK,JK+1)
DO 280 IK=1,N
ESV(IK,N)=U(IK)
DELM=0.0
J=N
MTEST=1
GO TO 35
DO 300 IK=1,N
IF(ABS(X0(IK)-X(I,IK))-TOLX) 300,310,310
CONTINUE
GO TO 330
I=I+1
DO 320 IK=1,N
X(I,IK)=X0(IK)
IF(I-40) 20,20,500
YOPT=FIT(X0)
PRINT 331
FORMAT ('THIS IS THE VALUE OF YOPT')
PRINT 332,YOPT
FORMAT (F22.6)
PRINT 333
FORMAT ('THESE ARE THE VALUES OF X(1),X(2)')
PRINT 334,(X0(IK),IK=1,N)
FORMAT (2F22.6)
500 PRINT 335
FORMAT ('THESE ARE THE BASE POINTS')
PRINT 336,((X(IJ,IK),IK=1,N),IK=1,I)
FORMAT (2F22.6)
131 PRINT 337
FORMAT ('THESE ARE THE FUNCTION VALUES AT THE BASE POINTS')
PRINT 338,(Y(IK),IK=1,I)
FORMAT (F22.6)
IF(I-40) 400,400,390
PRINT 395
FORMAT ('OTHER SOLUTION DID NOT CONVERGE')
GO TO 400
PRINT 345
FORMAT ('OTHER IS NO MAX,MIN')
141    GO TO 400
142    350    PRINT 360
143    360    FORMAT ('TWO FUNCTION VALUES ARE EQUAL')
144    400    CONTINUE
145    STOP
146    END
Subprogram for Generalized Second-Order PLL-Voice Modulation Case

1 FUNCTION FIT(X3)
2 DIMENSION X3(4)
3 REAL K, MAGNT, INTVL, NU
4 COMPLEX G, J, CPLX1, CPLX2, CPLX3, CPLX4, CPLX5, CPLX6, CPLX7, CPLX8
5 COMPLEX CPLX9, CPLX10, CPLX11, CPLX12
6 SBETA=X3(1)
7 SGAMMA=X3(2)
8 SB=X3(3)
9 SK=X3(4)
10 BETA=SBETA*1.0E8
11 GAMMA=SGAMMA*1.0
12 B=SB*1.0E3
13 K=SK*1.0E5
14 BPPRM=2.2E5
15 BP=3.5E4
16 NU=0.25
17 OMEGA=1.88E3
18 OMEGB=2.07E4
19 DELSQ=4.0*(3.1415927**2)*1.0E7
20 APRIM=1.0/(K*B)**2
21 BPRIM=1.0/K**2
22 XNEWA=1.0/(BETA**2)
23 XNEWB=1.0/(GAMMA**2)-2.0/BETA
24 XNEWC=(1.0/(K*B)*1.0/BETA)**2
25 XNEW=(1.0/(K+B)/GAMMA)**2-2.0*(1.0/(K*B)+1.0/BETA)
26 XNEW=(XNEW/(2.0*XNEWC))
27 XNEWM=XNEW**2
28 XNEWN=XNEWM
29 IF(XNEWM.GT.XNEWN.AND.XNEWD.GT.0.0) GO TO 150
30 XNEW=(1.0)*SQRT(1.0/(XNEWC-2.0*XNEWC)**2)
31 G=CPLX(XNEW1, XNEW2)
32 IF(XNEWD.GE.0.0) GO TO 75
33 XNEW3=ATAN(XNEW2/XNEW1)
34 WRITE(6,60)
35 FORMAT(1H, 13HCASE 1 REGION)
36 50 FORMAT(1H, 13HCASE 1 REGION)
37 GO TO 80
38 75 XNEW3=ATAN(XNEW2/XNEW2)+3.1415927
39 WRITE(6,60)
40 60 FORMAT(1H, 13HCASE 2 REGION)
41 80 XNEW4=XNEW3/2.0
42 THETA=XNEW4+3.1415927
43 MAGNT=SQRT(SQRT(1.0/XNEWC))
44 XNEW5=MAGNT*COS(THETA)
45 XNEW6=MAGNT*SIN(THETA)
46 J=CPLX(XNEW5, XNEW6)
47 CPLX1=1.0-XNEWB*G-(1.0-XNEWD*G)*(XNEWA/XNEWC)
48 CPLX2=J*(CONJG(G)-G)
49 CPLX3=CPLX1/CPLX2
50 CPLX4=(J-BPPRM/2.0)/(J*BPPRM/2.0)
CPLX5=LOG(CPLX4)
CPLX6=CPLX3*CPLX5
XNEW7=REAL(CPLX6)
XNEW8=XNEWA*(BPPRIM/2.0)+XNEW7
XNEW9=1.0/(2.0*3.1415927*XNEWC)
INTVL=XNEW8*XNEW9
CPLX7=((OMEGA-J)/(OMEGA+J))*((OMEGA+J)/(OMEGA-J))
CPLX8=LOG(CPLX7)
CPLX9=(BPRIM-APRIM*G)/(G*J*(G-CONJG(G)))
CPLX10=CPLX9*CPLX9
XNEW10=REAL(CPLX10)
CPLX11=BPRIM/(XNEWC*G*CONJG(C))
XNEW11=1.0/OMEGA-1.0/OMEGB
CPLX12=XNEW11*CPLX11
XNEW12=REAL(CPLX12)
XNEW13=(1.0/XNEWC)*XNEW10+XNEW12
XNEW14=(OMEGA*OMEGB*DELSQ)/(OMEGB-OMEGA)
PHISQ=XNEW13*XNEW14
GO TO 90
150 CONTINUE
WRITE(6,160)
160 FORMAT(1H , 13HCASE 3 REGION)
YNEW1=SQRT(XNEWM-XNEWN)
RS1=XNEW1+YNEW1
RS2=XNEW1-YNEW1
R1=SQRT(RS1)
R2=SQRT(RS2)
YNEW2=(1.0/R1)*ATAN(3.1415927*BP/R1)
YNEW3=(1.0/R2)*ATAN(3.1415927*BP/R2)
YNEW4=(1.0-XNEWB*RS1)/(RS2-RS1)
YNEW5=(1.0-XNEWB*RS2)/(RS1-RS2)
SUBT1=YNEW4*YNEW2+YNEW5*YNEW3
YNEW6=(1.0-XNEWD*RS1)/(RS2-RS1)
YNEW7=(1.0-XNEWD*RS2)/(RS1-RS2)
SUBT2=YNEW6*YNEW2+YNEW7*YNEW3
SUBT3=XNEWA*3.1415927*BP
SUBT4=SUBT1-(XNEWA/XNEWC)*SUBT2+SUBT3
INTVL=SUBT4/(2.0*3.1415927*XNEWC)
YNEW8=ATAN(OMEGA/R1)
YNEW9=ATAN(OMEGA/R2)
YNEW10=ATAN(OMEGB/R1)
YNEW11=ATAN(OMEGB/R2)
YNEW12=XNEW11-YNEW9
YNEW13=YNEW9-YNEW10
SUBT5=(1.0/R2)*YNEW12+(1.0/R1)*YNEW13
YNEW14=-YNEW13
YNEW15=-YNEW12
SUBT6=(1.0/R1**3)*YNEW14+(1.0/R2**3)*YNEW15
SUBT7=1.0/OMEGA-1.0/OMEGB
YNEW16=APRIM/((XNEWC)*(RS1-RS2))
YNEW17=BPRIM/((XNEWC)*(RS1-RS2))
YNEW18=BPRIM/(XNEWC*RS1*RS2)
SUBT8=YNEW16*SUBT5+YNEW17*SUBT6+YNEW18*SUBT7
YNEW19=(OMEGA*OMEGB*DELSQ)/(OMEGB-OMEGA)
PHISO=YNEW19*SUBT8
90 CNRTH=INTVL/(BP*(NU-PHISO))
WRITE(6,100)CNRTH,BETA,GAMMA,B,K
100 FORMAT(1P5E16.6)
FIT=CNRTH
RETURN
END
Subprogram for Generalized Second-Order PLL - FDM-FM Case

1 FUNCTION FIT(X3)
2 DIMENSION X3(4)
3 REAL K,MAGN,INTVL,NU
4 COMPLEX G,J,CPLX1,CPLX2,CPLX3,CPLX4,CPLX5,CPLX6,CPLX7,CPLX8
5 COMPLEX CPLX9,CPLX10,CPLX11,CPLX12
6 SBETA=X3(1)
7 SGAMM=X3(2)
8 SB=X3(3)
9 SK=X3(4)
10 BETA=SBETA*1.0E15
11 GAMMA=SGAMMA*1.0E7
12 B=SB*1.0E5
13 K=SK*1.0E9
14 BPRM=3.142E8
15 BP=5.0E7
16 NU=0.25
17 OMEGA=3.770E5
18 OMEG=1.596E7
19 DELSQ=1.990E15
20 APRIM=1.0/(K*8)**2
21 BPRM=1.0/K**2
22 XNEWA=1.0/(BETA**2)
23 XNEWB=1.0/(GAMMA**2)-2.0/BETA
24 XNEWC=(1.0/(K*B)+1.0/BETA)**2
25 XNEWD=(1.0/K+1.0/GAMMA)**2-2.0*(1.0/(K*B)+1.0/BETA)
26 XNEW1=XNEWD/(2.0*XNEWC)
27 XNEWM=XNEW1**2
28 XNEWN=1.0/XNEWC
29 IF(XNEWM.GT.XNEWN.AND.XNEWD.GT.0.0) GO TO 150
30 XNEW2=(-1.0)*SQRT(1.0/XNEWC-(XNEWD/(2.0*XNEWC))**2)
31 G=CPLX(XNEW1,XNEW2)
32 IF(XNEWD.GE.0.0)GO TO 75
33 XNEW3=ATAN(XNEW2/XNEW1)
34 WRITE(6,50)
35 50 FORMAT(1H , 13HCASE 1 REGION)
36 GO TO 80
37 75 XNEW3=ATAN(XNEW2/XNEW1)+3.1415927
38 WRITE(6,60)
39 60 FORMAT(1H , 13HCASE 2 REGION)
40 80 XNEW4=XNEW3/2.0
41 THETA=XNEW4+3.1415927
42 MAGN=SORT(SORT(1.0/XNEWC))
43 XNEW5=MAGN*COS(THETA)
44 XNEW6=MAGN*SIN(THETA)
45 J=CPLX(XNEW5,XNEW6)
46 CPLX1=1.0-XNEWB*G-(1.0-XNEWD*G)*(XNEWA/XNEWC)
47 CPLX2=J*(CONJG(G)-G)
CPLX3 = CPLX1 / CPLX2
CPLX4 = (J - BPPRM / 2.0) / (J + BPPRM / 2.0)
CPLX5 = CLOG(CPLX4)
CPLX6 = CPLX3 * CPLX5
XNEW7 = REAL(CPLX6)
XNEW8 = XNEW4 * (BPPRM / 2.0) + XNEW7
XNEW9 = 1.0 / (2.0 * 3.1415927 * XNEW9)
INTVL = XNEW8 * XNEW9
CPLX7 = ((OMEGB - J) / (OMEGB + J)) * ((OMEGA + J) / (OMEGA - J))
CPLX8 = CLOG(CPLX7)
CPLX9 = (BPRIM - APRIM * G) / (J * (CONJG(G) - G))
CPLX10 = CPLX8 * CPLX9
XNEW10 = REAL(CPLX10)
XNEW11 = DELSQ / (OMEGB - OMEGA)
XNEW12 = XNEW11 / XNEWC
PHISQ = XNEW10 * XNEW12
GO TO 90
CONTINUE
WRITE(6, 160)
FORMAT(1H , 13HCASE 3 REGION)
YNEW1 = SQRT(XNEWM - XNEWN)
RS1 = XNEW1 + YNEW1
RS2 = XNEW1 - YNEW1
R1 = SQRT(RS1)
R2 = SQRT(RS2)
YNEW2 = (1.0 / R1) * ATAN(3.1415927 * BP / R1)
YNEW3 = (1.0 / R2) * ATAN(3.1415927 * BP / R2)
YNEW4 = (1.0 - XNEWB * RS1) / (RS2 - RS1)
YNEW5 = (1.0 - XNEWB * RS2) / (RS1 - RS2)
SUBT1 = YNEW4 * YNEW2 + YNEW5 * YNEW3
YNEW6 = (1.0 - XNEWB * RS1) / (RS2 - RS1)
YNEW7 = (1.0 - XNEWB * RS2) / (RS1 - RS2)
SUBT2 = YNEW6 * YNEW2 + YNEW7 * YNEW3
SUBT3 = XNEWA * 3.1415927 * BP
SUBT4 = SUBT1 - (XNEWA / XNEWC) * SUBT2 + SUBT3
INTVL = SUBT4 / (2.0 * 3.1415927 * XNEWC)
YNEW8 = ATAN(OMEGA / R1)
YNEW9 = ATAN(OMEGA / R2)
YNEW10 = ATAN(OMEGB / R1)
YNEW11 = ATAN(OMEGB / R2)
YNEW12 = YNEW11 - YNEW9
YNEW13 = YNEWB - YNEW10
YNEW14 = (BPRIM - APRIM * RS2) / R2
YNEW15 = (BPRIM - APRIM * RS1) / R1
SUBT5 = YNEW14 * YNEW12 + YNEW15 * YNEW13
YNEW16 = 1.0 / (XNEWC * (RS1 - RS2))
YNEW17 = DELSQ / (OMEGB - OMEGA)
YNEW18 = YNEW16 * YNEW17
PHISQ = YNEW18 * SUBT5
PHTHR = INTVL / (BP * (NU - PHISQ))
98          WRITE(G,100)CNRTH,BETA,GAMMA,B,K
99      100      FORMAT(1P5E16.6)
100             FIT=CNRTH
101             RETURN
102             END
APPENDIX H

SPECTRAL ANALYSIS OF A SAMPLED SINUSOIDAL WAVEFORM

In Section 4.2.3 of Chapter 4, it was indicated that initial attempts to simulate the equivalent filter ERPLD or the generalized second-order PLL for the sinusoidal test-tone case yielded erroneous results. For example, Fig. H-1 shows a segment of the phase error as a function of time for the equivalent filter ERPLD for a 1kHz test-tone in the absence of noise using the linear model. This model is the same as that shown in Fig. 4-4 with the sinusoidal function removed from the phase detector. Unlike the results predicted by linear circuit theory which would indicate that the phase error should be sinusoidal after the transient portion of the response, the results of Fig. H-1 are highly nonsinusoidal and show the influence of higher frequencies. As indicated in Section 4.2.3, the basic problem was pinpointed to the differentiator within the equivalent filter and the generalized second-order PLL filter. The differentiator by nature emphasizes higher frequencies. Unlike a true analog computer in which the simulated parameters are continuous, CSMP being a digital computer program must handle the parameters as discrete variables. It is of interest therefore, to determine the spectrum of these parameters. In particular, the spectrum of a sinusoid as handled by CSMP shall be investigated in order to gain additional insight into the problems encountered in the test-tone case. Consider the spectrum $F_s(j\omega)$ of a sampled waveform $r_B(t)$
such as that encountered using CSMP. \( f_s(t) \) may be expressed by

\[
f_s(t) = f(t) \sum_{n=\infty}^{\infty} \delta(t - n\Delta t)
\]

\[
= \sum_{n=\infty}^{\infty} f(n\Delta t) \delta(t - n\Delta t)
\]

(H-1)

where \( f(t) \) is the continuous function being approximated by the
digital computer and \( \Delta t \) is the integration interval. It can be
readily shown [Ref. 1, p. 515] that \( F_s(j\omega) \) is given by

\[
F_s(j\omega) = \sum_{n=\infty}^{\infty} \frac{1}{\Delta t} F \left[ j(\omega - n\omega_s) \right]
\]

(H-2)

where

\[
\omega_s = \frac{2\pi}{\Delta t}
\]

(H-3)

Consider the case

\[
f(t) = A \cos \omega t
\]

(H-4)
Then

\[ F(j\omega) = A\pi\delta(\omega - \omega_T^T) + A\pi\delta(\omega + \omega_T^T) \quad (H-5) \]

and

\[ F_s(j\omega) = \sum_{n=-\infty}^{\infty} \frac{A\pi \Delta t}{\Delta t} \left[ \delta(\omega - n\omega_s - \omega_T^T) + \delta(\omega - n\omega_s - \omega_T^T) \right] \quad (H-6) \]

\[ F_s(j\omega) \text{ therefore consists of a spectral line at the test-tone frequency } f_T^T \text{ plus additional spectral component pairs centered about multiples of the sampling frequency } 1/\Delta t \text{ and separated from this frequency by } f_T^T \text{ Hz.} \]

Next, consider the case where the sinusoidal waveform is represented by a sample-and-hold approximation indicative of simple rectangular integration. It can readily be shown for this case that

\[ F_s(j\omega) = \frac{\sin (\omega\Delta t/2)}{\omega\Delta t/2} \sum_{n=-\infty}^{\infty} F \left[ j(\omega - n\omega_s) \right] \quad (H-7) \]

For the sinusoidal test-tone case of Eq. H-4, \( F_s(j\omega) \) may be expressed as follows

\[ F_s(j\omega) = \frac{A\pi \sin (\omega\Delta t/2)}{\omega\Delta t/2} \quad (H-8) \]

\[ \cdot \sum_{n=-\infty}^{\infty} \left[ \delta(\omega - n\omega_s - \omega_T^T) + \delta(\omega - n\omega_s - \omega_T^T) \right] \]
In this case, the same spectral lines occur as in the impulse sampling case; however, a Sinc weighting factor is introduced. The preceding analysis has shown that a sinusoid simulated by a discrete approximation contains additional spectral components due to the sampling. When a differentiator is required in a digital simulation, erroneous results can sometimes occur because of its property of emphasizing higher frequencies. As indicated in Chapter 4, by using an imperfect differentiator, this problem can be eliminated.

Reference

APPENDIX I

ANALYTICAL CHECK ON THE BASIC GENERALIZED SECOND-ORDER PLL MODEL

In Section 4.2.3, it was indicated that the substitution of an imperfect differentiator for the ideal device corrected the erroneous results originally observed in the equivalent filter ERPLD and the generalized second-order PLL. In this Appendix, as a check on the validity of the new model with the imperfect differentiator, an analysis was performed on the linear model of the generalized second-order PLL for the test-tone case in the absence of noise using Laplace Transform techniques.

The linear model of the generalized second-order PLL used in the analysis which follows is shown in Fig. I-1. Although, of course, any parameter within the model can be determined, the phase error is of prime interest and shall be determined. As shown in Chapter 1, the phase error may be expressed in terms of the closed-loop transfer function as follows

\[ \phi_e(s) = \phi_1(s) \left[ 1 - H(s) \right] \]  \hspace{1cm} (I-1)

where

\[ H(s) = \frac{K F(s)}{s + K F(s)} \]  \hspace{1cm} (I-2)
Fig. I-1. Linear model of the generalized second-order PLL in the absence of noise.
\[ F(s) = \frac{s^2/\beta + s/\gamma + 1}{s/b + 1} \quad (I-3) \]

and

\[ K = K_1 K_2 \delta \quad (I-4) \]

continuing the development

\[ 1-H(s) = \frac{s^2}{s^2 \left( \frac{1}{Kb} + \frac{1}{\beta} \right) + s \left( \frac{1}{K} + \frac{1}{\gamma} \right) + 1} \quad (I-5) \]

If the input is a sinusoidal test-tone expressed by

\[ \phi_\downarrow(t) = A \sin \omega_0 t \quad (I-6) \]

then

\[ \phi(s) = \frac{A \omega_0}{s^2 + \omega_0^2} \quad (I-7) \]
The parameters to be used are those of Acampora and Newton [Ref. 1] converted to generalized second-order PLL form which are given by

\[
\begin{align*}
\beta &= 8.836 \times 10^8 \text{ (rad/sec)}^2 \\
\gamma &= 2.767 \times 10^4 \text{ rad/sec} \\
b &= 1.88 \times 10^3 \text{ rad/sec} \\
K &= 4.7 \times 10^5 \text{ sec}^{-1} \\
A &= 10 \text{ rad} \\
\omega_0 &= 6.283 \times 10^3 \text{ rad/sec}
\end{align*}
\]

The expression for the phase error in the Laplace Transform domain is then given by

\[
\Phi_e(s) = \frac{6.283 \times 10^4}{s^2 + (6.283 \times 10^3)^2} \cdot \frac{s^2 + 1.830 \times 10^3 s}{2s^2 + 3.381 \times 10^4 s + 8.836 \times 10^8}
\]

using the method of partial fraction expansion, Eq. I-9 may be expressed as follows

\[
\frac{(3.142 \times 10^4)(s^2 + 1.830 \times 10^3 s)}{(s^2 + 3.948 \times 10^7)(s^2 + 1.691 \times 10^4 s + 4.418 \times 10^8)} = \frac{C_1 s + C_2}{(s^2 + 3.948 \times 10^7)} + \frac{C_3 s + C_4}{s^2 + 1.691 \times 10^4 s + 4.418 \times 10^8}
\]

The first term on the right side of Eq. I-10 represents the steady-state component, while the second term yields the transient response.
By cross-multiplying in Eq. I-10, and setting like powers of "s" equal to each other, the constants of the partial fraction expansion can be evaluated yielding

\[
\begin{align*}
C_1 &= 2.584 \times 10^{-1} \\
C_2 &= -2.655 \times 10^3 \\
C_3 &= -2.584 \times 10^{-1} \\
C_4 &= 2.970 \times 10^4
\end{align*}
\]  

(I-11)

The Laplace Transform expression of Eq. I-10 can then be inverted yielding the time domain expression

\[
\phi_e(t) = 0.495 \cos (6.283 \times 10^3 t + 58.6^\circ ) - 8.455 \times 10^3 t + 1.677 \sin (1.924 \times 10^4 t - 8.86^\circ )
\]  

(I-12)

Fig. I-2 shows a plot of Eq. I-12 for the first millisecond. Fig. I-3 shows the CSMP solution for the generalized second-order PLL for the same loop parameters. The results are virtually identical, adding additional confidence to the model. The equivalent filter ERPLD and the original Acampora and Newton ERPLD were also simulated using the same basic set of parameters for the linear case. As anticipated, the results were again identical to a high degree of accuracy. Fig. I-4 shows the CSMP program used for the generalized second-order PLL, linear model,
Fig. 1-2. Phase error vs time for generalized second-order PLL from analytical solution.
Fig. I-3. CSMP solution of phase error vs time for linear model of the generalized second-order PLL.
TITLE GENERALIZED SECOND-ORDER PLL, TEST-TONE CASE, LINEAR MODEL

INITIAL
CONSTANT \( \text{XK} = 4.7 \times 10^5 \)
CONSTANT \( \text{BETA} = 8.836 \times 10^8, \text{GAMMA} = 2.767 \times 10^4, \text{B} = 1.88 \times 10^3 \)
CONSTANT \( \text{C1} = 3.1415 \times 10^5 \)
\( \text{C} = 1.0 / \text{C1} \)

DYNAMIC
\[
\text{ERROR} = \text{XINPUT} - \text{RETSIG}
\]
\( \text{EI} = \text{ERROR} \times \text{XK} \)
\( \text{XNEWA} = (1.0 / \text{BETA}) \times \text{EI} \)
\( \text{XNEWB} = \text{INTGRL}(0.0, \text{EI}) \)
\( \text{XNEWC} = (1.0 / \text{GAMMA}) \times \text{XNEWB} \)
\( \text{XNEWD} = \text{INTGRL}(0.0, \text{XNEWB}) \)
\( \text{XNEWE} = \text{XNEWA} + \text{XNEWC} + \text{XNEWD} \)
\( \text{XNEWF} = \text{XNEWE} - \text{XNEWH} \)
\( \text{XNEWG} = \text{B} \times \text{XNEWF} \)
\( \text{XNEWH} = \text{INTGRL}(0.0, \text{XNEWG}) \)
\( \text{EO} = \text{DERIV}(0.0, \text{XNEWG}) \)
\( \text{EOP} = \text{REALPL}(0.0, \text{C}, \text{EO}) \)
\( \text{RETSIG} = \text{INTGRL}(0.0, \text{EOP}) \)
\( \text{XNEW1} = \text{SINE}(0.0, 6.283 \times 10^3, 0.0) \)
\( \text{XINPUT} = \text{XNEW1} \times 10.0 \)
\( \text{XNEW2} = \text{ERROR} \times 2 \)
\( \text{XNEW3} = \text{INTGRL}(0.0, \text{XNEW2}) \)
\( \text{XNEW4} = \text{RAMP}(0.0) \)
\( \text{XMSQER} = \text{XNEW3} / \text{XNEW4} \)

\( \text{TIMER DELT} = 1.0 \times 10^{-6}, \text{OUTDEL} = 5.0 \times 10^{-5}, \text{FINTIM} = 1.0 \times 10^{-2} \)

PRT PLOT ERROR
LABEL PHASE ERROR VS TIME
PRT PLOT XMSQER
LABEL MEAN-SQUARE PHASE ERROR
METHOD RECT
END
STOP

Fig. I-4. CSMP program for the generalized second-order PLL; test-tone, linear model.
test-tone case. Fig. I-5 shows the CSMP program used for the equivalent filter ERPLD, linear model, test-tone case. By re-inserting the sinusoidal function into the phase detector expression in Figs. I-4 and I-5, the non-linear CSMP programs used in Chapter 4 are obtained. Fig. I-6 shows the results obtained for the non-linear model of the generalized second-order PLL test-tone case in the absence of noise. Note that there are some differences between this figure and that of Fig. I-3 caused by the sinusoidal non-linearity.

Reference

TITLE ERPLD EQUIVALENT FILTER, LINEAR MODEL, NO NOISE

INITIAL
CONSTANT A=2.94E4, B=1.88E3
CONSTANT C=3.1415E5
APRIM=1.0/A
BPRIM=1.0/B
CPRIM=1.0/C
CONSTANT DELK1=2.93E-1, XK2=1.6E6, XKD=2.13E-6

DYNAMIC
ERROR=XINPUT=RETSIG
XNEW1=ERROR*DELK1
XNEW2=LEDLAG(APRIM,BPRIM,XNEW1)
XNEW3=XNEW1*XKD
XNEW4=DERIV(0.0,XNEW3)
XNEW4A=REALPL(0.0,CPRIM,XNEW4)
OUTPUT=XNEW2+XNEW4A
XNEW5=OUTPUT*XK2
RETSIG=INTGRL(0.0,XNEW5)
XNEW6=SINE(0.0,6.283E3,0.0)
XINPUT=XNEW6*10.0
XNEW7=ERROR**2
XNEW8=INTGRL(0.0,XNEW7)
XNEW9=RAMP(0.0)
XMSQER=XNEW8/XNEW9

TIMER DELT=1.0E-6,OUTDEL=5.0E-5, FINTIM=1.0E-2
PRTPLOT ERROR
LABEL PHASE ERROR VS TIME
PRTPLOT OUTPUT
LABEL OUTPUT VS TIME
PRTPLOT XNEW2
LABEL XNEW2
PRTPLOT XNEW4
LABEL XNEW4
PRTPLOT XMSQER
LABEL MEAN SQUARE PHASE ERROR
METHOD RECT
END
STOP

---

Fig. I-5. CSMP program for the equivalent filter ERPLD; test-tone, linear model.
Fig. 1-6. CSMF solution of phase error vs. time for non-linear model of the generalized second-order PLL.
In this Appendix, a detailed discussion of Butterworth filter implementation using the CSMP will be given. Included will be the low-pass implementation used in the equivalent noise source and the high-pass implementation used in the voice modulation PSD simulation. The expression for the sixth-order normalized Butterworth low-pass filter transfer function is given by [Ref. 1, p. 347]

\[
H(s) = \frac{1}{(s^2 + 0.518s + 1)(s^2 + 1.414s + 1)(s^2 + 1.932s + 1)}
\]  

\( H_B(s) \) can be reexpressed in terms of a generalized cutoff frequency \( \omega_c \) by making the substitution

\[
s = \frac{j \omega}{\omega_c}
\]

in Eq. J-1 yielding

\[
H_B(s) = \frac{1}{[\left(j \frac{\omega}{\omega_c}\right)^2 + 0.518j \frac{\omega}{\omega_c} + 1][\left(j \frac{\omega}{\omega_c}\right)^2 + 1.414j \frac{\omega}{\omega_c} + 1][\left(j \frac{\omega}{\omega_c}\right)^2 + 1.932j \frac{\omega}{\omega_c} + 1]}
\]
The low-pass Butterworth transfer function for a cutoff frequency of \( \omega_c \) is then given by

\[
H_B(s) = \frac{\omega_c^6}{(s^2 + 0.518 \omega_c s + \omega_c^2)(s^2 + 1.414 \omega_c s + \omega_c^2)(s^2 + 1.932 \omega_c s + \omega_c^2)}
\]

Substituting the desired cutoff frequency of 17.5kHz into Eq. J-4 yields

\[
H_B(s) = \frac{1.772 \times 10^{30}}{(s^2 + 5.698 \times 10^4 s + 1.21 \times 10^{10})(s^2 + 1.555 \times 10^5 s + 1.21 \times 10^{10})(s^2 + 2.125 \times 10^5 s + 1.21 \times 10^{10})}
\]

The CSMP CMPXPL function (see Eq. 4-27) can be used directly to realize each of the quadratic terms in the denominator of \( H_B(s) \). The tenth-order Butterworth low-pass filter transfer function is determined in a similar manner. Starting with the normalized expression given by

\[
H_B(s) = \frac{1}{(s^2 + 0.313s + 1)(s^2 + 0.903s + 1)(s^2 + 1.414s + 1)(s^2 + 1.782s + 1)(s^2 + 1.975s + 1)}
\]
Transformation of Eq. J-5 to a cutoff frequency of 17.5 kHz yields

\[ H_B(s) = \frac{2.594 \times 10^{50}}{(s^2+3.441 \times 10^4 s+1.21 \times 10^{10}) (s^2+9.988 \times 10^4 s+1.21 \times 10^{10}) (s^2+1.556 \times 10^5 s+1.21 \times 10^{10}) (s^2+1.960 \times 10^5 s+1.21 \times 10^{10})} \]

Again, the CSMP CMPXPL function can be used to realize each of the quadratic terms. Fig. J-1 shows the CSMP program for the approximate equivalent noise source using a tenth-order Butterworth low-pass filter.

Next, consider the high-pass Butterworth filter required for the voice modulation case. By substituting \(1/s\) for \(s\) in Eq. J-1, a low-pass to high-pass transformation is achieved yielding

\[ H_B(s) = \frac{s^6}{(s^2+0.518s+1)(s^2+1.414s+1)(s^2+1.932s+1)} \]
TITLE APPROX. EQUIVALENT NOISE SOURCE TEST PROG.

DYNAMIC

XNEW1 = GAUSS(5.0, 0.0, 5.35)
XNEW2 = CMPXPL(0.0, 0.0, 1.564E-1, 1.1E5, XNEW1)
XNEW3 = XNEW2 * 1.21E10
XNEW4 = CMPXPL(0.0, 0.0, 4.540E-1, 1.1E5, XNEW3)
XNEW5 = XNEW4 * 1.21E10
XNEW6 = CMPXPL(0.0, 0.0, 7.071E-1, 1.1E5, XNEW5)
XNEW7 = XNEW6 * 1.21E10
XNEW8 = CMPXPL(0.0, 0.0, 8.910E-1, 1.1E5, XNEW7)
XNEW9 = XNEW8 * 1.21E10
XNEW10 = CMPXPL(0.0, 0.0, 9.877E-1, 1.1E5, XNEW9)
EQN01N = XNEW10 * 1.21E10
XNEW11 = EQN01N ** 2
XNEW12 = INTRGL(0.0, XNEW11)
XNEW13 = RAMP(0.0)
XMSQ = XNEW12 / XNEW13

TIMER DELT = 2.5E-7, OUTDEL = 1.0E-4, FINTIM = 5.0E-2
PRTPLOT XMSQ
LABEL MEAN-SQUARE VALUE OF NOISE SOURCE
PRTPLOT EQN01N
LABEL APPROXIMATE EQUIVALENT NOISE SOURCE
METHOD RECT
END
STOP

Fig. J-1. CSMP program for approximate noise source using tenth-order Butterworth filter.
Substituting Eq. J-2 into Eq. J-7 yields the Butterworth high-pass filter transfer function with a cutoff frequency \( \omega_c \) given by

\[
H_B(s) = \frac{s^6}{(s^2 + 0.518 \omega_c s + \omega_c^2)(s^2 + 1.414 \omega_c s + \omega_c^2)(s^2 + 1.932 \omega_c s + \omega_c^2)}
\]

Substituting the desired cutoff frequency of 1kHz into Eq. J-8 yields

\[
H_B(s) = \frac{s^6}{(s^2 + 3.255 \times 10^3 s + 3.948 \times 10^7)(s^2 + 8.884 \times 10^3 s + 3.948 \times 10^7)(s^2 + 1.214 \times 10^4 s + 3.948 \times 10^7)}
\]

Once more the CSMP CMPXPL function can be used to realize the quadratic functions in the denominator of \( H_B(s) \). The numerator can be realized using CSMP DERIV functions. The tenth-order Butterworth high-pass filter transfer function is determined in a similar manner. Starting with the normalized expression given by
\[ H_B(s) = \]

\[
\frac{s^{10}}{(s^2 + 0.313s + 1)(s^2 + 0.908s + 1)(s^2 + 1.414s + 1)(s^2 + 1.782s + 1)(s^2 + 1.975s + 1)}
\]

Transformation of Eq. J-9 to a cutoff frequency of 1kHz yields

\[ H_B(s) = \]

\[
\frac{s^{10}}{(s^2 + 1.965 \times 10^3 s + 3.948 \times 10^7)(s^2 + 5.705 \times 10^3 s + 3.948 \times 10^7)(s^2 + 8.885 \times 10^3 s + 3.948 \times 10^7)}
\]

\[ \cdot \frac{1}{(s^2 + 1.120 \times 10^4 s + 3.948 \times 10^7)(s^2 + 1.241 \times 10^4 s + 3.948 \times 10^7)} \]

Fig. J-2 shows the complete voice PSD simulator using a tenth-order high-pass Butterworth filter.

**Reference**

TITLE VOICE PSD SIMULATOR TEST PROGRAM

DYNAMIC

XNEW1=GAUSS(1,0.0,6.447E9)
XNEW2=CMPXPL(0.0,0.0,1.564E-1,1.6.283E3,XNEW1)
XNEW3=DERIV(0.0,XNEW2)
XNEW4=DERIV(0.0,XNEW3)
XNEW5=CMPXPL(0.0,0.0,4.540E-1,6.283E3,XNEW4)
XNEW6=DERIV(0.0,XNEW5)
XNEW7=DERIV(0.0,XNEW6)
XNEW8=CMPXPL(0.0,0.0,7.071E-1,16.283E3,XNEW7)
XNEW9=DERIV(0.0,XNEW8)
XNEW10=DERIV(0.0,XNEW9)
XNEW11=CMPXPL(0.0,0.0,8.913E-1,6.283E3,XNEW10)
XNEW12=DERIV(0.0,XNEW11)
XNEW13=DERIV(0.0,XNEW12)
XNEW14=CMPXPL(0.0,0.0,9.876E-1,6.283E3,XNEW13)
VOIPSD=XNEW14
XNEW15=VOIPSD**2
XNEW16=INTGRL(0.0,XNEW15)
XNEW17=RAMP(0.0)

XMSQVL=XNEW16/XNEW17

TIMER DELT=2.5E-7, PRDEL=1.0E-4, OUTDEL=1.0E-4, FINIT=2.5E-2
PRTPLOT XMSQVL
LABEL MEAN SQUARE VALUE OF VOICE SIGNAL
PRTPLOT VOIPSD
LABEL VOICE SIGNAL VS TIME
METHOD RECT
END
STOP

Fig. J-2. CSMP program for voice PSD simulator using tenth-order Butterworth filter.
APPENDIX K

CSMP PROGRAM FOR THE GENERALIZED SECOND-ORDER PLL IN THE
PRESENCE OF NOISE, TEST-TONE CASE

TITLE GENERALIZED SECOND-ORDER PLL, TEST-TONE CASE

INITIAL
CONSTANT XK = 4.7E5
CONSTANT CPRIM = 6.283E5
C = 1.0 / CPRIM
CONSTANT BETA = 8.836E8, GAMMA = 2.767E4, B = 38E3

DYNAMIC
ERROR = XINPUT - RETSIG
PHDEOT = SIN(ERROR)
XNEWA = GAUSS(5.0, 0.0, 2.390)
XNEWB = IMPULS(0.0, 5.0E-7)
XNEWC = XNEWA * XNEWB
XNEWD = XNEWC ** 2

EQNOA = ZHOLD(XNEWD, XNEWC)
XNEWE = CMPXPL(0.0, 0.0, 2.590E-1, 1.1E5, EQNOA)
XNEWF = XNEWE * 1.21E10
XNEWG = CMPXPL(0.0, 0.0, 7.068E-1, 1.1E5, XNEWF)
XNEWH = XNEWG * 1.21E10
XNEWI = CMPXPL(0.0, 0.0, 9.659E-1, 1.1E5, XNEWH)

EQNO1 = XNEWI * 1.21E10
XNEWJ = IMPULS(2.5E-7, 5.0E-7)
XNEWK = XNEWA * XNEWJ
XNEWL = XNEWK ** 2

EQNOB = ZHOLD(XNEWL, XNEWK)
XNEWM = CMPXPL(0.0, 0.0, 2.590E-1, 1.1E5, EQNOB)
XNEWN = XNEWM * 1.21E10
XNEWO = CMPXPL(0.0, 0.0, 7.068E-1, 1.1E5, XNEWN)
XNEWP = XNEWO * 1.21E10
XNEWA = CMPXPL(0.0, 0.0, 9.659E-1, 1.1E5, XNEWP)

EQNO2 = XNEWA * 1.21E10
YNEWA = SIN(RETSIG)
YNEWB = COS(RETSIG)
YNEWC = EQNO1 * YNEWA
YNEWD = EQNO2 * YNEWB

EQNOIN = YNEWD - YNEWC
E1 = PHDEOT + EQNOIN
E1 = XK * EI
XNEW1 = DERIV(0.0, EI)
XNEW2 = REALPL(0.0, C, XNEW1)
XNEW3 = (1.0 / BETA) * XNEW2
XNEW4 = (1.0 / GAMMA) * EI
XNEW5 = INTGRL(0.0, EI)
XNEW6 = XNEW3 + XNEW4 + XNEW5
XNEW7=INTGRL(0.0, E0)
XNEW8=(-1.0)*XNEW7
XNEW9=XNEW8+XNEW6
E0=B*XNEW9
RETSIG=INTGRL(0.0, E0)
XNEW10=SINE(0.0, 6.283E3, 0.0)
XINPUT=XNEW10*10.0
ZNEW1=ERROR**2
ZNEW2=INTGRL(0.0, ZNEW1)
ZNEW3=RAMP(0.0)
XMSQER=ZNEW2/ZNEW3
ZNEW4=EQN01**2
ZNEW5=INTGRL(0.0, ZNEW4)
XMSQ1=ZNEW5/ZNEW3
ZNEW6=EQN02**2
ZNEW7=INTGRL(0.0, ZNEW6)
XMSQ2=ZNEW7/ZNEW3

TIMER DELT=2.5E-7, FINTIM=1.0E-2

PRT PLOT ERROR
LABEL PHASE ERROR VS TIME
PRT PLOT XMSQER
LABEL MEAN-SQUARE PHASE ERROR
PRT PLOT XMSQ1
LABEL MEAN-SQUARE OF NOISE COMPONENT 1
PRT PLOT XMSQ2
LABEL MEAN-SQUARE OF NOISE COMPONENT 2

METHOD RECT
END
STOP
APPENDIX L

DETAILED DERIVATION OF THE DIFFERENTIAL EQUATION FOR THE
GENERALIZED SECOND-ORDER PHASE-LOCKED LOOP

In this Appendix, the detailed mathematics for deriving the
differential equation for the generalized second-order PLL in
standard form is given. Starting with Eq. 5-3

\[ \dot{\phi}_e(t) = \dot{\phi}_1(t) - K \left[ \frac{p^2/\beta + p/\gamma + 1}{p/b + 1} \right] \sin \phi_e(t) \]  \hspace{1cm} (5-3)

Eliminating \( p/b + 1 \) from the denominator of the filter function
and multiplying through by "b" results in

\[ \left[ p + b \right] \dot{\phi}_e(t) = \left[ p + b \right] \dot{\phi}_1(t) - Kb \left[ p^2/\beta + p/\gamma + 1 \right] \sin \phi_e(t) \]  \hspace{1cm} (L-1)

Carrying through the differential operator evaluations yields

\[ p \left( \sin \phi_e \right) = \dot{\phi}_e \cos \phi_e \]  \hspace{1cm} (L-2)

and

\[ p^2 \left( \sin \phi_e \right) = -\ddot{\phi}_e \sin \phi_e + \dot{\phi}_e \cos \phi_e \]  \hspace{1cm} (L-3)
Substitution of Eqs. L-2 and L-3 into Eq. L-1 and carrying through the remaining differential operator evaluations yields the result

\[ \ddot{\phi}_e + b \dot{\phi}_e = (L-4) \]

\[ \ddot{\phi}_i + b \dot{\phi}_i - \left( \frac{Kb}{\beta} \right) \left[ - \dot{\phi}_e^2 \sin \phi_e + \ddot{\phi}_e \cos \phi_e \right] \]

\[ - \frac{Kb}{\gamma} \dot{\phi}_e \cos \phi_e - Kb \sin \phi_e \]

Simplifying and collecting terms yields the desired result

\[ \ddot{\phi}_e = (5-4) \]

\[ \ddot{\phi}_i + b \dot{\phi}_i - Kb \sin \phi_e - \left[ b + \left( \frac{Kb}{\gamma} \right) \cos \phi_e \right] \dot{\phi}_e + \left( \frac{Kb}{\beta} \right) \dot{\phi}_e^2 \sin \phi_e \]

\[ 1 + \left( \frac{Kb}{\beta} \right) \cos \phi_e \]
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