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The analysis of nonuniform waveguides is formulated in terms of non-orthogonal generalized coordinates by utilizing the Hertz vector potentials and the Riemann metric tensor.

When the Hertz potential is expressible as a function of the propagation coordinate times a function of the transverse coordinates, then the nonuniform waveguide may be represented by transverse equations and a set of uncoupled nonuniform transmission lines. This decomposition facilitates studying propagation along the propagation coordinate. Sufficient conditions to achieve this decomposition are investigated. It is demonstrated that these constraints may provide guidelines for selecting a useful coordinate system to describe the nonuniform waveguide. In terms of this coordinate system the nonuniform waveguide analysis may be reduced to solving uncoupled nonuniform transmission lines if the eigenvalues of the transverse equations can be determined. This allows nonuniform transmission line theory to be applied to the study of certain nonuniform waveguides. It is also shown that when the diagonal element of the metric tensor (the element associated with the propagation coordinate) is unity, terms in the nonuniform transmission line differential equation and nonuniform transmission line parameters (such as characteristic impedance, and the per
length admittance and impedance) are related to the logarithmic derivative of the transverse surface area.

For more general waveguides it is suggested that the nonuniform waveguide may sometimes be approximated by a cascade of solvable nonuniform waveguides. In this cascade approximation, the study of the junction between nonuniform waveguides is important because the nature of the coupling between the various waveguide modes lies in an understanding of the waveguide junction analysis. A junction, as defined in this dissertation, is the joining of two different coordinate systems. It may (or may not) have an associated edge in the waveguide wall. A junction analysis formulation is undertaken with approximations that allow the modal field expansions on both sides of the junction to be equated. As a convenient artifice, the modes on the load side of the junction are subdivided into a constituent that is related to the totality of E-modes on the source side of the junction and a constituent that is related to the totality of H-modes on the source side of the junction. The resulting formulation considers multimode propagation and cross-coupling between E- and H-modes. The special case in which one can choose the Hertz vector potential to be in the same direction on both sides of the junction and there is no cross-coupling between E-modes and H-modes is also considered and illustrated.
A method for obtaining the scatter parameters for the propagating modes relative to surfaces sufficiently far from the junction is also indicated.
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CHAPTER 1

INTRODUCTION

1.1 Background

This dissertation is concerned with analyzing electromagnetic wave propagation in nonuniform waveguides. For this analysis, a nonuniform waveguide is considered to be a perfectly conducting hollow tube with cross sectional dimensions that vary as a function of axial position.\(^1\) The purpose of this nonuniform waveguide is to guide the flow of energy from one end of the tube to the other end of the tube. This dissertation develops procedures for analyzing the energy flow in a nonuniform waveguide. Uniform waveguides, waveguide bends, waveguide twists and nonuniform T.E.M. lines will then be special cases to which the theory can be applied.

Nonuniform waveguides have application in the design of horn antennas [3, 37, 47, 52], broadband impedance matching structures [6, 10, 12, 13, 50], specialized filters [9, 13, 48, 49, 50, 58], directional couplers [51, 58], mode trans-

\(^1\)Only nonuniform waveguides composed of smooth surfaces will be considered. A surface is considered to be "smooth" if the surface is continuous and the normal direction to every point on the surface is uniquely defined. Both single-surface and two-set-of-surface nonuniform waveguides are considered. Examples of such nonuniform waveguides are shown in Figure 3.1-1.
ducers [25, 46], periodic slow wave structures and electron beam couplers [45], and other devices. They have even found application in modeling ionospheric propagation [2, 7].

The mathematical formulation of this problem is based upon Maxwell's equations for sinusoidal excitation which may be reduced to the form

\[ \nabla^2 \overline{E} + K_0^2 \overline{E} = 0 \]

and

\[ \nabla^2 \overline{H} + K_0^2 \overline{H} = 0 \]

where \( \overline{E} \) and \( \overline{H} \) are the electric and magnetic field intensities respectively, \( K_0 \) is the propagation constant for free space, and \( \nabla^2 \) is the Laplacian operator. The ultimate goal is to solve the equations with solutions that satisfy the boundary conditions that the tangential component of the electric field intensity and the normal component of the magnetic field intensity both vanish at the perfectly conducting waveguide walls.

Most of the previous theoretical investigations of the nonuniform waveguide employed a coupled transmission line representation of the nonuniform waveguide [43, 44, 46, 47, 50]. The coupling between the modes appearing in these
representations were due to describing the nonuniform waveguide in terms of the modes of the corresponding uniform waveguide and the fact that each of the uniform waveguide modes do not satisfy the boundary conditions. As a result of the complications connected with a coupled model, only solutions for restricted situations (such as boundaries with abrupt discontinuities [27, 55, 56] and small and slow variations) were obtained. The problem was solved in a few specific geometries by describing the geometry in terms of curvilinear coordinates in which the variables could be simply separated [3, 14, 20, 27, 31, 41, 53]. General conditions needed to completely separate the Helmholtz equation into three independent equations of one variable were investigated by Moore and Fishbach [35] and by Moon and Spencer [32, 33, 34]. However, for the nonuniform waveguide, complete separation of variables is not always required. In fact, it will be shown later that it is usually sufficient to separate out only one variable. R. C. Johnson has analyzed a nonuniform waveguide by approximating it by a cascade of uniform waveguides [18]. These results, however, neglected higher order interactions which limited its applicability. More recently, Bahar has approximated some nonuniform waveguides by a cascade of conical sections [1]. This reduced the magnitude of higher order interactions, but still did not take these interactions into account.
1.2 Approach and Organization

The next chapter presents a review of the theory of the uniform waveguide. The nature of the critical assumptions will provide a better understanding of the difficulties to be encountered in the analysis of the nonuniform waveguide.

The contribution of the research of this dissertation starts in Chapter 3, where the nonuniform waveguide is analyzed in terms of generalized Hertz vector potentials and formulated in terms of the Riemann metric tensor. It is shown that it often is possible to determine a coordinate system which allows the nonuniform waveguide to be represented by a set of uncoupled nonuniform transmission lines. A review of the methodology for analyzing nonuniform transmission lines is presented in Appendix A.

Chapter 4 is devoted to presenting a method for analyzing nonuniform waveguides that cannot be solved by the methods in Chapter 3. The basic approach is to approximate the overall nonuniform waveguide by a cascade of solvable nonuniform waveguides that are analyzable by the methods in Chapter 3. The major portion of Chapter 4 is therefore devoted to the study of the junction between nonuniform waveguides.
The relationship between Chapter 3 and Chapter 4 may also be considered from a different point of view. In both Chapter 3 and Chapter 4, the initial formulation is based on the concepts of differential geometry. In Chapter 3, however, sufficient conditions to extend the results globally throughout the entire waveguide region are required. On the other hand, Chapter 4 considers the case in which it is not possible to extend the local properties over the entire waveguide length. In the latter case, the locally correct solutions are pieced together in order to approximate the global solution.

Finally, Chapters 5 and 6 present a critical evaluation and summary of the major contributions of this dissertation and recommendations for future investigations.
CHAPTER 2

REVIEW OF UNIFORM WAVEGUIDE THEORY

2.1 Uniform Waveguide Formulation

In order to gain a better insight into the difficulties associated with the nonuniform waveguide, the general formulation of the uniform waveguide will now be reviewed.

A uniform waveguide is a hollow perfectly conducting tube with a constant closed cross sectional shape. In Figure 2.1-1 are shown two general types of uniform waveguides of the type being considered. The first waveguide boundary is smooth and can therefore be conveniently described by one smooth surface. The second type requires two sets of surfaces to describe the waveguide boundary.

The goal of the uniform waveguide formulation is to solve the field equations subject only to the waveguide wall boundary conditions. Solutions of this type are referred to as modes. The solution to the problem is that particular linear combination of modes that also satisfies the conditions at the source and load (input and output of the waveguide).

\[1\) The situation in which more than two sets of surfaces are required to describe the waveguide boundary (such as pentagon cross sections) will not be considered.
a) One Surface

b) Two Sets of Surfaces

Figure 2.1-1

Uniform Waveguide Classification
The basic method for achieving the desired goal is to separate the problems into one that depends only upon the transverse coordinates (the coordinates in the waveguide cross-section) and one that depends only upon the longitudinal coordinate (or coordinate axis parallel to the axis of the waveguide and therefore parallel to the direction of propagation). This decomposition will allow the three dimensional waveguide propagation to be thought of as consisting of a two-dimensional transverse wave moving along the waveguide axis in accordance with the transmission line equations. One therefore selects transverse and longitudinal coordinates such that the longitudinal coordinate (z-axis) coincides with the waveguide axis. The remaining two transverse curvilinear coordinates, $u^1$ and $u^2$, are chosen in such a manner that one of them is a constant on the perfectly conducting waveguide walls. (It is possible for $u^1$ to be constant on a portion of the boundary and $u^2$ to be constant on the remaining portion of the boundary, as illustrated by the rectangular waveguide.)

\[2\] The approach followed throughout most of the remainder of this section parallels Collin [11]. Marcuritz [27] uses a different (but equivalent) formulation, but Collin's approach is used here because this dissertation will generalize his technique when considering the nonuniform waveguide.
For convenience the electric and magnetic field intensities for sinusoidal fields, \( E(u^1, u^2, z)e^{j\omega t} \) and \( H(u^1, u^2, z)e^{j\omega t} \) are each decomposed into two components as shown in Equation 1.3

\[
\begin{align*}
\bar{H} &= \bar{H}_e + \bar{H}_h \\
\bar{E} &= \bar{E}_e + \bar{E}_h
\end{align*}
\] (2.1-1)

These two components are referred to as the E-mode (subscript "e") and H-mode (subscript "h") components of the fields. Each of these two field components satisfies the field equations and the boundary conditions. The E-mode component of the magnetic field intensity, \( H_e \), is related to z-directed electric Hertz vector potential, \( \vec{\Pi}_e(u^1, u^2, z) e^{j\omega t} \) by

\[
\bar{H}_e = j\omega \epsilon \vec{\Pi}_e(u^1, u^2, z)
\] (2.1-2)

where \( \omega \) is the radian frequency and \( \epsilon \) is the medium dielectric constant. The corresponding component of the electrical field is found from Maxwell's equations to be

\[3\]Unless otherwise specified equation numbers refer to equations in this section. Thus, Equation 1 is a shorter notation for Equation (2.1-1). Equations in other section are referred to by the longer notation.
\[ \vec{E}_e = \frac{1}{j \omega \epsilon} \nabla \times \vec{H}_e = \nabla \times (\nabla \times \vec{\pi}_e) = \nabla (\nabla \cdot \vec{\pi}_e) - \nabla^2 \vec{\pi}_e \]  

(2.1-3)

It is important to note that the divergence of the Hertz vector potential has not been specified (and therefore it is not uniquely defined). Since only the curl of the Hertz vector potential is related to the field quantities (as illustrated by Equations 2 and 3), restrictions on the divergence of the Hertz vector potential can be imposed later in order to simplify the analysis. Similarly, the H-mode components of the electric and magnetic field intensities are related to a magnetic Hertz vector potential by the equations

\[ \vec{E}_h = -j \omega \epsilon \nabla \times \vec{\pi}_h \]  

(2.1-4)

and

\[ \vec{H}_h = -\frac{1}{j \omega \mu} \nabla \times \vec{E}_h = \nabla \times (\nabla \times \vec{\pi}_h) = \nabla (\nabla \cdot \vec{\pi}_h) - \nabla^2 \vec{\pi}_h \]  

(2.1-5)

As before, the divergence of the magnetic Hertz vector potential will be specified later to simplify the problem.
It follows from Equation 2 that, since the electric type Hertz vector potential is directed along the axis of the waveguide, the magnetic field intensity vector lies entirely in the plane that is transverse to this direction. The waves associated with this component are sometimes referred to as transverse magnetic (T.M.) waves. Since only the electric field of this component has an axial component, as seen from Equation 3, these fields are also described as E-mode waves. In a similar manner, it follows from Equations 4 and 5 that the waves, due to a magnetic Hertz vector potential directed along the waveguide axis results in transverse electric (T.E.) waves that are sometimes referred to as H-mode waves. Thus, in order to find the electric and magnetic fields, it is required to determine the Hertz vector potentials.

It will now be shown that the Hertz vector potential satisfies a homogeneous Helmholtz equation for an appropriate restriction on the divergence of the Hertz vector potential. Maxwell's equations require

\[
\overrightarrow{H}_e = - \frac{1}{j\omega \mu} \nabla \times \overrightarrow{E}_e \tag{2.1-6}
\]

Upon substituting Equation 2 and 3 into Equation 6, and
regrouping terms, it follows that

\[ \nabla \times \left[ \nabla^2 \pi_e + K_o^2 \pi_e - \nabla (\nabla \cdot \pi_e) \right] = 0 \]  \hspace{1cm} (2.1-7)

where

\[ K_o = \omega \sqrt{\mu \varepsilon} \]  \hspace{1cm} (2.1-8)

is the propagation consistent of free space. Since the curl of the gradient of a scalar function is zero, it follows that Equation 7 may be expressed as

\[ \nabla^2 \pi_e + K_o^2 \pi_e - \nabla (\nabla \cdot \pi_e) = - \nabla \theta \]  \hspace{1cm} (2.1-9)

The divergence of the electric Hertz vector potential is now chosen such that

\[ \nabla \cdot \pi_e = \theta \]  \hspace{1cm} (2.1-10)

It finally results from Equations 9 and 10 that

\[ \nabla^2 \pi_e + K_o^2 \pi_e = 0 \]  \hspace{1cm} (2.1-11)
In a similar manner it can be shown that

$\nabla^2 \vec{\pi}_e + \kappa^2 \vec{\pi}_h = 0$  \hspace{1cm} (2.1-12)

Thus, it results that the electric and magnetic Hertz vector potentials satisfy homogeneous Helmholtz equations for an appropriate choice of the divergence of these vector potentials.

In accordance with the desire to separate the uniform waveguide propagation analysis into a transverse problem depending upon the transverse variables and an axial problem (depending upon $z$), it will be assumed that the Hertz vector potential can be written in the form.\textsuperscript{4}

$$\vec{\pi}_e = \hat{a}_z \psi_e (u^1, u^2) I(z)$$ \hspace{1cm} (2.1-13)

$$\vec{\pi}_h = \hat{a}_z \psi_h (u^1, u^2) V(z)$$ \hspace{1cm} (2.1-14)

where $\hat{a}_z$ is a unit vector in the $z$-direction, and $\psi_e$, $\psi_h$, $I$, and $V$ are arbitrary functions of the variables denoted

\textsuperscript{4}This form of solution is assumed and it is later observed that no conflict results for a uniform waveguide.
in parentheses (that are to be determined by the analysis). Upon substituting Equations 13 and 14 respectively into Equations 11 and 12 and also expanding the "del" operator into transverse and axial components \( \nabla = \nabla_t + \hat{a}_z \frac{\partial}{\partial z} \) \(^5\) where \( \nabla_t \) is the transverse component of the "del" operator one obtains

\[
\frac{\nabla_t^2 \psi_e}{\psi_e} + \kappa_0^2 + \left( \frac{\partial^2}{\partial z^2} \right) = 0 \quad (2.1-15)
\]

\[
\frac{\nabla_t^2 \psi_h}{\psi_h} + \kappa_0^2 + \frac{\partial^2}{\partial z^2} = 0 \quad (2.1-16)
\]

It can be shown by applying process of separation of variables to Equations 15 and 16 that

\[
\nabla_t^2 \psi_e (u_1^2) + (\kappa_0^2 - \gamma_{ze}) \psi_e (u_1^2) = 0 \quad (2.1-17A)
\]

\[
\frac{d^2 I(z)}{dz^2} + \gamma_{ze} I(z) = 0 \quad (2.1-17B)
\]

\(^5\)This decomposition uses the fact that the z coordinate is orthogonal to both transverse coordinates.
\begin{align*}
V^2 \psi_h (u, u^2) + (k_o^2 - \gamma_{zh}^2) \psi_h (u, u^2) &= 0 \\
\frac{d^2 V(z)}{dz^2} + \gamma_{zh}^2 V(z) &= 0
\end{align*}

(2.1-18A)

(2.1-18B)

where \( \gamma_{ze} \) and \( \gamma_{zh} \) are the separation constants (to be determined). Since solutions to Equations 17B and 18B are of the form \( e^{\pm i\gamma z} \) where \( \gamma = \gamma_{ze} \) or \( \gamma_{zh} \) it follows that the separation constants can be interpreted as propagation constants. Equations 17A and 18A are boundary eigenvalue problems. For each eigenvalue determined by these equations, the corresponding remaining equation, (Equation 17B or 18B) has a solution. The propagation characteristics in the direction of the waveguide axis are determined from a solution to Equations 17B and 18B.

It will now be shown that the appropriate boundary conditions for Equations 17A and 18A are

\begin{align*}
\psi_e &= 0 \quad \text{on the boundary} \\
\frac{\partial \psi_h}{\partial n} &= 0 \quad \text{on the boundary}
\end{align*}

(2.1-19)

(2.1-20)
where \( \frac{\partial \psi_h}{\partial n} \) represents the directional derivative of \( \psi_h \) in a direction normal to the waveguide wall boundary.

For E-modes and using Equation 2 one obtains

\[
\overline{H}_e = j\omega \varepsilon \nabla \times \overline{\pi}_e = j\omega \varepsilon \nabla \times \hat{a}_z \psi_e I \quad (2.1-21)
\]

From Maxwell's equations and the curl expansion it follows that

\[
\overline{E}_e = \frac{\nabla \times \overline{H}_e}{j\omega \varepsilon} = \nabla \times (\nabla \times \overline{\pi}_e) = \nabla (\nabla \cdot \overline{\pi}_e) - \nabla^2 \overline{\pi}_e \quad (2.1-22)
\]

By expanding the "del" operator into axial and transverse parts \( (\nabla = \nabla_t + \hat{a}_z \frac{\partial}{\partial z}) \) and using Equation 11 one eventually obtains

\[
\overline{E}_e = \left( \frac{dI}{dz} \right) \nabla_t \psi_e + \hat{a}_z k_0^2 |\overline{\pi}_e| \quad (2.1-23)
\]

The axial (z-component) is therefore equal to

\[
E_{ez} = k_0^2 |\overline{\pi}_e| = k_0^2 \psi_e (u_1^2 u_2^2) I(z) \quad (2.1-24)
\]
It therefore follows that the axial component of the electric field is proportional to the magnitude of $\vec{\pi}_e$.

Since $E_z$ is tangential to the guide at the boundary and since the tangential components of $\vec{E}$ must be zero at a perfect electric conductor, it follows that $|\vec{\pi}_e| = 0$ on the boundary. For this to hold (nontrivially) for all values of $z$ requires that $\psi_e = 0$ on the boundary.

By following a similar argument for $\psi_h$ one concludes that

$$H_{hz} = k_0^2|\vec{\pi}_h| = k_0^2\psi_h(u_1^2) V(z)$$

But $H_z$ is the tangential component of $\vec{H}$ and, since the normal derivative of the tangential component of the magnetic field intensity must vanish at a perfect conducting boundary, one concludes that $\frac{\partial\psi_h}{\partial n} = 0$ on the boundary. Thus, Equations 19 and 20 represent the boundary conditions for Equations 17A and 18A respectively.

In summary, a uniform waveguide analysis may be separated into two parts. The first is an eigenvalue problem in terms of the transverse coordinates. The solution of this problem yields a set of eigenfunctions and their corresponding eigenvalues. The second part is a transmission line analysis.
The eigenvalues of the first problem provide transmission line parameters for the second problem. The solution to the field theory problem is a supposition of the separate mode problems. Note, that in practice, closed waveguides of the type being considered only have a finite spectrum of propagating modes.
CHAPTER 3

THE NONUNIFORM WAVEGUIDE

3.1 Introduction

The formulation of the uniform waveguide discussed in the previous chapter contained several assumptions which are not necessarily true for nonuniform waveguides.\(^1\) This chapter is concerned with extending the uniform waveguide formulation to nonuniform waveguides. To accomplish this, several restrictions will be imposed. It will be demonstrated that these restrictions can often serve as good guidelines for selecting the best coordinate system to solve the nonuniform waveguide problem.

As with the uniform waveguide, the desired goal of the nonuniform waveguide formulation is to solve the field equations subject only to the waveguide wall boundary conditions; namely, that the tangential component of the electric field intensity and the normal component of the magnetic field intensity\(^2\) vanish at the waveguide wall. When the nonuniform waveguide medium is homogenous and source free, Maxwell's field equations can be reduced to solving

\(^1\)The term, "nonuniform waveguide", has been defined on Page 1.

\(^2\)This latter condition is equivalent to a vanishing normal directional derivative of the tangential component of the magnetic field intensity.
a vector Helmholtz equation. Such solutions are referred to as modes. The solution to the problem is the particular combination of modes that satisfies the source and load conditions.

Typical illustrations of the two general classes of nonuniform waveguides being considered are shown in Figure (3.1-1). The waveguide wall of the first nonuniform waveguide can be conveniently described by one smooth surface while the second type requires two sets of surfaces to describe the waveguide wall boundary.\(^3\)

The selection of an appropriate coordinate system for solving the nonuniform waveguide problem is often a compromise between obtaining an easily solvable expression for the Helmholtz equation and getting equation solutions\(^4\) that satisfy the waveguide wall boundary condition (modal solutions). If one selects transverse and longitudinal coordinates, \((u^1, u^2, z)\), such that the longitudinal coordinate, \(z\), is parallel to the waveguide axis and the remaining two curvilinear coordinates, \(u^1\) and \(u^2\), are in the plane that is

\(^3\)The situation in which more than two sets of surfaces are required to describe the nonuniform waveguide boundary will not be considered.

\(^4\)Equation solutions are distinguished from modal solutions in that the former only satisfies the Helmholtz equation while the modal solutions satisfy both the Helmholtz equation and the waveguide wall boundary conditions.
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transverse (orthogonal) to this axis, then equation solutions for the Helmholtz equation are facilitated. These equation solutions are similar to the corresponding uniform waveguide solution and, in general, they will not satisfy the waveguide wall boundary conditions. In this case infinite linear combinations of equation solutions are required to satisfy the waveguide wall boundary condition. The coefficients of the linear combination of solutions are referred to coupling coefficients. As indicated in Section 1.1, the evaluation of these conventional coupling coefficients for the general case is very difficult.

On the other hand, satisfying the boundary conditions is facilitated by selecting generalized coordinate surfaces that coincide with the waveguide wall boundaries. In general, however, the form of the Helmholtz equation is difficult to solve. If an equation solution to this Helmholtz equation can be found, it usually can be made to satisfy the boundary conditions. The difficulty has therefore been shifted to determining a solution. Furthermore, the factorization of the type in Equation (2.1-13) and (2.1-14) will not, in general, be possible. Nevertheless, because the generalized coordinate approach has the potential to facilitate the analysis of large and rapid boundary variations, it is this approach that will be pursued.
As with the uniform waveguide, it will be attempted to decompose the nonuniform waveguide problem into two separate problems--a problem whose solution depends only upon one coordinate, and a problem whose solution depends only upon the other two curvilinear coordinates. When such a decomposition is possible, the solution can be interpreted as consisting of a two-dimensional transverse field that is propagating in the direction of the separated coordinate. In fact, it will be shown that the separated one-dimensional problem may be represented by transverse equations that supply parameters for a set of nonuniform transmission lines. This allows nonuniform transmission line theory to be applied to the study of nonuniform waveguides (See Appendix A for a discussion of nonuniform transmission line theory and techniques). In this chapter, therefore, it will be assumed that the dependence upon the variable in the propagating direction can be factored out and sufficient conditions for this decomposition will be determined subsequently. The case in which this decomposition cannot be achieved will be the subject of Chapter 4.

This chapter will formulate the nonuniform waveguide problem in terms of generalized curvilinear coordinates \((u^1, u^2, u^3)\) with the aid of Hertz vector potentials for sinusoidal time variation, \(\mathbf{\Pi}(u^1, u^2, u^3)e^{j\omega t}\). For a
proper choice of coordinates, these Hertz potentials will lead to a solution that is composed of a set of so-called "generalized E-mode" (T.M.) waves (generated by an electric Hertz vector potential, $\vec{\Pi}_e$) and a set of "generalized H-mode" (T.E.) waves (generated by a magnetic Hertz vector potential, $\vec{\Pi}_h$). The formulation for the generalized E-mode waves is performed in Section 3.2. The results obtained with the magnetic Hertz vector potential parallel this development and are presented at the end of this section. Choosing the Hertz vector potential in other directions will also be considered. The boundary conditions for the equations of Section 3.2 are developed in Section 3.3. In Section 3.4, it is shown by illustration with the sectorial wedge that the techniques and restrictions developed in the earlier sections often serve as good guidelines for selecting an optimum coordinate system. Some techniques for studying this wave propagation are also indicated in this section. Finally, Section 3.5 concludes with a summary of the major conclusions and results of this chapter.
3.2 **Formulation**

The nonuniform waveguide problem will now be formulated in terms of the Hertz potentials. The electric Hertz vector potential for sinusoidal time variation, $\vec{\pi}_e$, is given by\(^5\)

$$\nabla \times \vec{\pi}_e = \frac{1}{j\omega \epsilon} \vec{H}_e \quad \text{with} \quad \nabla \cdot \vec{\pi}_e = \theta_e \quad (3.2-1)$$

where $\vec{H}_e$ is the component of magnetic field due to $\vec{\pi}_e$ and $\theta_e$ is a scalar function that satisfies the Helmholtz equation $\nabla^2 \theta_e + k_o^2 \theta_e = 0$ and $k_o = \omega \sqrt{\mu \epsilon}$ is the propagation constant. By use of Maxwell's equations, it can be shown that $\vec{\pi}_e$ satisfies a Helmholtz equation.

$$\nabla^2 \vec{\pi}_e + k_o^2 \vec{\pi}_e = 0 \quad (3.2-2)$$

and

$$\vec{E}_e = \nabla \times (\nabla \times \vec{\pi}_e) = k_o^2 \vec{\pi}_e + \nabla (\nabla \cdot \vec{\pi}_e) \quad (3.2-3)$$

where $\vec{E}_e$ is the component of the electric field due to $\vec{\pi}_e$.

---

\(^5\)See Section 2.1
For this formulation, generalized coordinates are selected in such a manner that they facilitate satisfying the boundary conditions. This choice will be illustrated for both the "two-set-of-surfaces" and "one-surface" shapes of the types shown in Figure 3.1-1.

For the "two-set-of-boundary-surfaces" situation, the surfaces $u^1 = \text{constant}$ and $u^2 = \text{constant}$ are chosen such that they coincide with the nonuniform waveguide wall boundaries for particular values of the constants. Such a choice is meaningful since the perfect conducting non-uniform waveguide wall guides the energy flow. The $u^3$ coordinate is chosen orthogonal to both $u^1$ and $u^2$. In

---

6 This can always be achieved for the situations being considered in this dissertation because the nonuniform waveguide surface(s) may be represented by functions of two parameters. The third parameter is a constant on this surface (the value of this third parameter defines the surface). Also note that the coordinate surfaces are assumed to be one-to-one, continuous, and differentiable functions of the cartesian coordinates; furthermore, it is assumed that the nonuniform waveguide boundary does not consist of more than four surfaces. The situation in which the boundary consists of more than four surfaces is not considered.

7 This follows since the electric field, $\bar{E}$, is normal to the boundary surface while the magnetic field, $\bar{H}$, is tangent to this surface. Therefore, on the perfectly conducting waveguide surface, the power flow, given by $\Re(\bar{E} \times \bar{H}^*)$, must be along the bounding surface.
general, however, the $u_1$ and $u_2$ coordinates need not be orthogonal to each other (although simplification usually results when they are orthogonal).

For the "one-surface" nonuniform waveguide, the $u_1 =$ constant coordinate surface is chosen to coincide with the nonuniform waveguide surface for a particular value of the constant (because of energy flow considerations at the surface). The $u_3 =$ constant surfaces are chosen to be orthogonal to the $u_1 =$ constant coordinate surfaces with an orientation that makes the waveguide axis normal to the $u_3 =$ constant surfaces. The selection thus far is consistent with "two-set-of-surface" situations previously described. Now, however, additional freedom remains for the selection of the $u_2$ coordinate. For reasons that will become apparent later, the $u_2$ coordinate will be required to be orthogonal to the $u_3$ coordinate. The remaining freedom in the $u_2$ coordinate selection is used to simplify the analysis (usually this happens with completely orthogonal coordinates).

In both the one-surface and two-surface situations, the propagation characteristics will be studied along the $u_3$ direction. Note that $u_1$ and $u_2$ are not always orthogonal, but great simplification will usually result if they can be made orthogonal. On the other hand, it will be shown
that the formulation techniques of this chapter requires
the $u^3$ coordinate to be orthogonal to both $u^1$ and $u^2$. It
will be subsequently assumed that the $u^i$ coordinates
($i = 1, 2, 3$) can be described as continuous differentiable
single valued functions of cartesian coordinates.

The assumed orthogonality of $u^3$ to both $u^1$ and $u^2$
implies (from $\nabla u^i \cdot \nabla u^3 = 0$ for $i = 1, 2$) that

$$\left( \frac{\partial u^1}{\partial \alpha} \frac{\partial u^3}{\partial \alpha} \right) = 0 \text{ for } i = 1, 2$$  \hspace{1cm} (3.2-4)

where $\alpha$ runs over the cartesian coordinates $x, y,$ and $z$
when the $u^i$ coordinates are expressed as a function of
$x, y,$ and $z$. These two relations will be useful for
determining a suitable set of coordinates and for deciding whether or not the uncoupled transmission line representation is possible.

When the orthogonality of the $u^3$ coordinate is satisfied, it follows from Equation 1 that, if the electric
Hertz vector potential, $\vec{\Pi}_e$, is chosen to be in the direction of the $u^3$ coordinate, then $\vec{H}_e$ lies on the transverse
($u^1, u^2$) surface. Hence the solution derived from $\vec{\Pi}_e$
is called a generalized E-mode, or transverse magnetic

---

8 This is the $u^3 =$ constant surface.
(TM), wave. This is one reason for requiring $u^3$ to be orthogonal to both $u^1$ and $u^2$.

In order to separate out the $u^3$ propagation dependence, the electric Hertz potential, $\pi_e$ will be assumed to be expressable in the form

$$\pi_e = a_3 \psi_e (u^1, u^2) I_e (u^3)$$

where $a_3$ is a unit vector normal to the surface of constant $u^3$ (its direction depends upon position), $\psi_e$ and $I_e$ are functions of the variables denoted in parentheses that are to be determined from the analysis. Sufficient conditions for Equation 5 to hold will be discussed subsequently. In terms of the generalized coordinates selected, Equation 2 (the Helmholtz equation for $\pi_e$) can be written as [8, 28].

$$\frac{1}{\sqrt{g}} \sum_{i,j=1}^{3} \frac{\partial}{\partial \mu^i} (\sqrt{g} g^{i j} \frac{\partial \pi_e}{\partial \mu^j}) + k_e^2 \pi_e = 0$$

where $g^{i j}$ are the contravariant components of the Riemann metric tensor which are given by

---

Later the consequences of choosing the Hertz vector potential in a different direction will be considered.
\[ g^{ij} = \sum_{\alpha} \left( \frac{\partial u^i}{\partial \alpha} \right) \left( \frac{\partial u^j}{\partial \alpha} \right) \]  \hspace{1cm} (3.2-7)

where \( \alpha = x, y, z \) and \( i, j = 1, 2, 3 \)

and

\[ g = \det g_{ij} = \frac{1}{\det g^{ij}} \]  \hspace{1cm} (3.2-8)

where \( g_{ij} \) are the covariant components of the Riemann metric tensor. The Riemann metric tensor may be defined in terms of the invariance of distance as

\[ (dS)^2 = \sum_{ij} g_{ij} du^i du^j = (\text{distance element})^2 \]  \hspace{1cm} (3.2-9)

It is related to the contravariant components by

\[ \sum_{ij} g_{ij} g^{kj} = \delta^k_j = \begin{cases} 1 & \text{if } k = i \\ 0 & \text{if } k \neq i \end{cases} \]  \hspace{1cm} (3.2-10)

From Equations 4, 7, and 10, it follows that

\[ g^{i3} = g_{i3} = 0 \]  \hspace{1cm} (3.2-11)

Equation 6 can, therefore, be rewritten as

\[ \nabla_2 \bar{\pi}_e + \frac{1}{\sqrt{g}} \frac{\partial}{\partial \mu} \left( \sqrt{g} \ g^{33} \frac{\partial \bar{\pi}_e}{\partial \mu} \right) + \kappa_0^2 \bar{\pi}_e = 0 \]  \hspace{1cm} (3.2-12)
where

$$v_v^2 \pi_e = \frac{1}{\sqrt{g}} \sum_{i,j=1}^{2} \frac{\partial}{\partial u^i} \left( \sqrt{g} \, g^{ij} \frac{\partial \pi_e}{\partial u^j} \right)$$ \quad (3.2-13)

Upon substituting the form of Equation 5 for $\pi_e$ into Equation 12 and dividing by $\psi_e I_e$ one obtains

$$\frac{\nabla_v^2 \psi_e}{\psi_e} = \frac{1}{\sqrt{g}} \frac{\partial}{\partial u^3} \left( \sqrt{g} \, g^{33} \frac{\partial I_e}{\partial u^3} \right) + \kappa_o^2 = 0$$ \quad (2.2-14)

It is desired to separate $I_e(u^3)$ from the rest of the equation in order to be able to represent propagation in the $u^3$ direction by uncoupled nonuniform transmission lines. However, $g$, $g^{33}$, and $\nabla_v$ are functions of all three variables and therefore separation of $I_e(u^3)$ is not possible unless an additional restriction on the coordinate system is imposed besides the orthogonality of the $u^3$ coordinate with respect to both the $u^1$ and $u^2$ coordinates. It is observed, however, that if

$$\frac{1}{\sqrt{g}} \frac{\partial \sqrt{g}}{\partial u^3} = \frac{1}{2} \left( \frac{\partial}{\partial u^3} \ln g \right) = f_1(u^3)$$ \quad (3.2-15)

and

$$g^{33} = f_2(u^3)$$ \quad (3.2-16)
where $f_1(u^3)$ and $f_2(u^3)$ are functions of the arguments in parentheses, then

$$\frac{1}{\sqrt{g}} \frac{\partial}{\partial u^3} \left( \sqrt{g} g^{33} \frac{\partial I_e}{\partial u^3} \right) = g^{33} \frac{d^2 I_e}{(du^3)^2} + \frac{dI_e}{du^3} \left[ \frac{g^{33}}{\sqrt{g}} \frac{\partial g}{\partial u^3} + \frac{\partial g^{33}}{\partial u^3} \right]$$

$$= f_2(u^3) \frac{d^2 I_e}{(du^3)^2} + f_3(u^3) \frac{dI_e}{du^3}$$

(3.2-17)

where

$$f_3(u^3) = f_1(u^3)f_2(u^3) + \frac{df_2(u^3)}{du^3}$$

(3.2-17A)

By substituting Equation 17 into Equation 14, it results that

$$\nabla^2 \psi_e + \kappa_o^2 + \kappa_{tn}^2(u^3) \frac{d^2 I_e}{(du^3)^2} + f_3(u^3) \frac{dI_e}{du^3} = 0$$

(3.2-18)

Since $I_e$ is a function of $u^3$, Equation 18 can be written as

$$\nabla^2 \psi_e + \kappa_o^2 + \kappa_{tn}^2(u^3) = 0$$

(3.2-19A)

where

$$\kappa_{tn}^2(u^3) = \frac{f_2(u^3) \frac{d^2 I_e(u^3)}{(du^3)^2} + f_3(u^3) \frac{dI_e(u^3)}{du^3}}{I_e(u^3)}$$

(3.2-19B)
In general, however, the $\nabla^2_t$ operator contains the $u^3$ coordinate as a parameter. This means that $u^3$ can appear in the $\nabla^2_t$ operator but that there is no differentiation with respect to $u^3$. The separability of Equations 19 depends upon whether or not the specific functional structure of the $\nabla^2_t$ operator permits determination of $K_{tn}^2(u^3)$ for all values of $u^3$. This requirement is studied in greater detail at the end of this section.

For the present, the case in which Equation 18 is separable$^{10}$ will be considered. In this case Equations 19A and 19B can be rewritten as

$$\nabla^2_t \psi^e(u^1,u^2) + K_{tk}^2(u^3) \psi^e(u^1,u^2) = 0$$

(3.2-20A)

$^{10}$When the set of $K_{tn}^2(u^3)$ functions cannot be determined, this implies that the assumed form in Equation 5 may not be valid.
\[
\frac{d^2 I_e}{(du^3)^2} + \left[\frac{f_3(u^3)}{f_2(u^3)}\right]\frac{dI_e}{du^3} + \frac{\kappa_{tk}^2(u^3)}{f_2(u^3)} I_e = 0
\]

(3.2-21A)

where

\[\kappa_{tk}^2(u^3) = \frac{\kappa^2}{\kappa_{tk}^2(u^3)}\]

An important special case occurs when \(g^{33} = 1\) because, for this case, the \(u^3\) coordinate represents true length\(^{11}\) (see Equations 9 and 10). Moreover, when \(u^3\) is a distance coordinate, a clearer physical interpretation involving distances and velocities can result. It is observed from Equation 16 that \(g^{33} = 1\) for all values of \(u^1, u^2,\) and \(u^3\) when \(f_2(u^3)\) is unity. In this instance, Equations 17A, 20 and 21 reduce to

\[
\nabla^2 \psi_e + \kappa_{tk}^2(u^3)\Psi_e = 0
\]

(3.2-20B)

and

\[
\frac{d^2 I_e}{(du^3)^2} + f_1(u^3) \frac{dI_e}{du^3} + \kappa_{tn}^2(u^3) I_e = 0
\]

(3.2-21B)

\(^{11}\)Such coordinates will be referred to as distance coordinates.
Second order differential Equations 21 can be represented as the equation for a nonuniform transmission line. A nonuniform transmission line can be expressed in the form

\[
\frac{d^2 I}{(du^3)^2} - \frac{\left( \frac{dy}{3} \right)}{y} \frac{dI}{du^3} - yzI = 0
\]  

(3.2-22)

where \( y(u^3) \) and \( z(u^3) \) are the admittance per length and impedance per length respectively. Comparing Equations 21 and 22 motivates the following substitutions in Equation 21A:

\[
y(u^3) = c_1 e^{-\int_u^0 \frac{f_3(\lambda)}{f_2(\lambda)} d\lambda}
\]  

(3.2-23)

\[
z(u^3) = -\frac{k^2_{tn}(u^3)}{c_1 f_2(u^3)} e^{-\int_u^0 \frac{f_3(\lambda)}{f_2(\lambda)} d\lambda}
\]  

(3.2-24)

\[
v_e(u^3) = -\frac{1}{y(u^3)} \frac{dI_e(u^3)}{du^3}
\]  

(3.2-25A)

where \( c_1 \) is a constant.\(^{13}\)

---

\(^{12}\)See Equation (A2-4) in Appendix A. (The variables have been changed to conform to the generalized coordinates used in this section.)

\(^{13}\)Later, it will be shown (see Equation 58) that \( c_1 = j\omega \epsilon \).
Equation 25A can equivalently be written as

\[ \frac{dI_e(u^3)}{du^3} = - y(u^3) v_e(u^3) \]  

(3.2-25)

Equations 23, 24, and 25 will now be verified by direct substitution. By differentiating Equation 23 and 25 one obtains

\[ \frac{dy(u^3)}{du^3} = \frac{-c_1 f_3(u^3)}{f_2(u^3)} \int_0^u f_3(\lambda) \frac{d\lambda}{f_2(\lambda)} - \frac{f_3(u^3)}{f_2(u^3)} y(u^3) \]  

(3.2-26)

and

\[ \frac{d^2I_e(u^3)}{(du^3)^2} = - \left[ \frac{dy(u^3)}{du^3} \right] v_e(u^3) - y(u^3) \frac{dv_e(u^3)}{du^3} \]

\[ = \left[ \frac{f_3(u^3)}{f_2(u^3)} \right] y(u^3) v_e(u^3) - y(u^3) \frac{dv_e(u^3)}{du^3} \]  

(3.2-27)

Substituting Equations 26A and 27B into 21A it results that

\[ \frac{dv_e(u^3)}{du^3} = \frac{k^2_{tn}(u^3)}{f_2(u^3) y(u^3)} I_e(u^3) \]  

(3.2-28)
From Equation 24B it follows that

\[ \frac{dV_e(u^3)}{du^3} = -z(u^3)I_e(u^3) \]

Equations 25 and 29 are the time invariant nonuniform transmission line equations (see Equations (A2-1) and (A2-2) in Appendix A). The representation of the nonuniform waveguide by uncoupled nonuniform transmission lines for the restriction in Equations 4, 15, 16 and 20 has thus been demonstrated. There is an uncoupled nonuniform transmission line for each \( y_{2k}(u^3) \) that is determined in Equation 20, 21A or 21B.

At this point in the discussion, it will be useful to digress and physically interpret the assumption in Equation 15. Since\(^{14}\)

\[ \text{div} \, \overline{V} = \nabla \cdot \overline{V} = \frac{1}{\sqrt{g}} \frac{\partial}{\partial u^i} (\sqrt{g} g^{ij} V_j) \]  

(3.2-30)

Where \( V_i \) is the \( u^i \) component of an arbitrary vector, \( V \), it follows that when \( V = \hat{a}_3 \) and \( g^{33} = 1 \), Equation 15 can be written as

\[^{14} \text{The summation convention is understood.}\]
\[
\text{div} \hat{a}_3 = f_1(u^3)
\]  
(3.2-31)

where \( \hat{a}_3 \) is a unit vector in the \( u^3 \) direction. The relationship between the \( f_1(u^3) \) function and the way in which the boundary varies will now be determined by using the divergence theorem on the differential volume that is bounded by the nonuniform waveguide walls, the surface \( u^3 = C_1 = \text{constant} \), and the surface \( u^3 = C_2 = C_1 + \Delta u^3 = \text{constant} \). Let \( A(u^3) \) represent the surface area of the constant \( u^3 \) surfaces. It is, of course, a function of \( u^3 \). The value of \( A(u^3) \) on the surface \( u^3 = C_2 \) is approximated by the first two terms of the Taylor expansion about \( u^3 = C_1 \). One obtains

\[
A_2 = A(C_1 + \Delta u^3) = A_1 + \left. \frac{\partial A(u^3)}{\partial u^3} \right|_{u^3 = C_1} \Delta u^3
\]  
(3.2-32)

where \( A_2 = A(C_2) \) and \( A_1 = A(C_1) \)

Thus, from Equation 31

\[
\iiint \text{div} \hat{a}_3 \, d\tau = \iiint f_1(u^3) \, d\tau = \int_{u^3}^{u^3 + \Delta u^3} f_1(u^3) \left[ \iiint d\sigma \right] \, du^3
\]

\[
= \int_{u^3}^{u^3 + \Delta u^3} f_1(u^3) A(u^3) \, du^3
\]

\[
= \mathcal{I}(u^3 + \Delta u^3) - \mathcal{I}(u^3)
\]  
(3.2-33)
where

\[ \mathcal{J}(u^3) \equiv \int_{\text{const.}} f_1(\xi) A(\xi) d\xi \quad (3.2-34) \]

and \( d\tau \) is a differential volume element and \( d\sigma \) is a differential element of surface area on the \( u^3 = \text{constant} \) surfaces. One also observes that on the waveguide surface, \( \hat{a}_3 \) is tangent to the wall because of the orthogonality condition imposed on \( u^3 \). The surface integral, \( \mathcal{J} \hat{a}_3 \cdot \hat{n} d\sigma \), has no contribution on the waveguide walls. Thus using Equation 32 it follows that

\[ \mathcal{J} \hat{a}_3 \cdot \hat{n} d\sigma = \int_{\text{on surface}} d\sigma - \int_{\text{on surface}} d\sigma = A_2 - A_1 = \frac{dA(u^3)}{du^3} \bigg|_{u^3 = C_1}^{u^3 = C_2} \quad (3.2-35) \]

By using the divergence theorem, it follows from Equations 33 and 35 that

\[ \frac{dA(u^3)}{du^3} \Delta u^3 = \mathcal{J}(u^3 + \Delta u^3) - \mathcal{J}(u^3) \quad (3.2-36) \]

After dividing by \( \Delta u^3 \) and taking the limit as \( \Delta u^3 \) approaches zero, it follows from Equation 34 that

\[ \frac{dA(u^3)}{du^3} = \lim_{\Delta u^3 \to 0} \left[ \frac{\mathcal{J}(u^3 + \Delta u^3) - \mathcal{J}(u^3)}{\Delta u^3} \right] = \frac{d\mathcal{J}(u^3)}{du^3} = f_1(u^3) A(u^3) \]

or

\[ f_1(u^3) = \frac{d[\ln A(u^3)]}{du^3} \quad (3.2-37) \]
This relates \( f_1(u^3) \) to the transverse surface area. Furthermore, since the \( g^{33} \) is a distance coordinate, it follows from Equation 15 that

\[
\frac{1}{\sqrt{g}} \frac{d\sqrt{g}}{du^3} = \frac{\partial (\ln \sqrt{g})}{\partial u^3} = f_1(u^3) = \frac{d[\ln A(u^3)]}{du^3}
\]  

(3.2-38)

This implies that \( \sqrt{g} \) equals the transverse surface area times a function of \( u^1 \) and \( u^2 \). The importance of Equations 37 and 38 is that a specific term in differential equation (21B) has been related to the geometry of the nonuniform waveguide.

The characteristic impedance of a propagating wave is usually defined as the ratio of the transverse electric field intensity to transverse magnetic field intensity. An expression for this impedance when \( g^{33} = 1 \) will now be developed. From Equations 1 and 5 it follows that

\[
|\vec{H}_e| = \left| j \omega \varepsilon I_0 \left( \nabla \times \hat{a}_3 \psi \right) \right|
\]  

(3.2-39)

As previously indicated, this component is on the transverse surface. The total electric field is obtained from Equation 3 to be
\[ \overline{E}_e = k^2 \pi e + \nabla_t (\psi e V_3 \hat{a}_3 I_e) + V_3 (\psi e V_3 \hat{a}_3 I_e) \]  

(3.2-40)

where

\[ V_3 = \nabla - \nabla_t \]  

(3.2-41)

Only the middle term of this expression for the electric field intensity is in a transverse direction. Therefore,

\[ |\overline{E}_t| = |\nabla_t (\psi e V_3 \hat{a}_3 I_e)| = |(\nabla_3 \hat{a}_3 I_e)\nabla_t \psi + \psi e \nabla_t (\nabla_3 \hat{a}_3 I_e)| \]  

(3.2-42)

But

\[ (\nabla_3 \hat{a}_3 I_e) = I_e (\nabla_3 \hat{a}_3) + \hat{a}_3 \cdot \nabla I_e = (\text{div} \, \hat{a}_3) I_e + \frac{dI_e}{du} \]  

(3.2-43)

from Equation 31 it follows that Equation 43 only depends upon \( u^3 \). The last term in Equation 42 therefore vanishes. From Equations 31, 42, and 43, it follows that

\[ |\overline{E}_t| = |[f_1 (u^3) I_e + \frac{dI_e}{du^3}] \nabla_t \psi| \]  

(3.2-44)

Furthermore, since \( \hat{a}_3 \) is orthogonal to \( \nabla_t \),

\[ |\nabla_t \times \hat{a}_3 \psi| = |\psi e (\nabla_t \times \hat{a}_3 - \hat{a}_3 \times \nabla_t \psi)| = |\hat{a}_3 \times \nabla_t \psi| = |\nabla_t \psi| \]  

(3.2-45)
Equation 39 therefore becomes

\[ |H_t| = \omega e I_e |V_t \psi_e| \]  

(3.2-46)

From Equations 44 and 46, the characteristic impedance, \( Z_o \), therefore becomes

\[ Z_o = \frac{E_t}{H_t} = \frac{f_1(u^3)I_e + \left(\frac{dI_e}{du^3}\right)}{\omega e I_e} = \frac{f_1(u^3)}{\omega e} + \left(\frac{dI_e}{du^3}\right) \]  

(3.2-47)

Using Equation 37, it finally results that

\[ Z_o = \frac{1}{\omega e} \left[ \frac{d \ln A(u^3)}{du^3} + \left(\frac{dI_e}{du^3}\right) \right] \]  

(3.2-48)

The importance of this expression is that it relates characteristic impedance to the nonuniform waveguide geometry when \( g^{33} = 1 \).

One may observe that for the uniform waveguide (where \( u^3 = z \) and \( A(u^3) = \text{constant} \))

\[ I_e = I^+ e^{-j \kappa_n z} \]  

(3.2-49)

where \( I^+ \) is the forward traveling component of the current (it is a constant) and \( \kappa_n \) is the propagation constant for the \( n^{\text{th}} \) mode. Upon substituting this expression into Equa-
tion 48 it results that for the uniform waveguide the characteristic impedance for E-modes is given by

\[ Z_0 = \frac{k_n}{j\omega \varepsilon} \]  

(3.2-50)

This is the same result obtained by the uniform waveguide formulation.

It will be shown that the other results obtained thus far also apply for the uniform waveguide (see Chapter 2). For a uniform waveguide, the transverse surface area is a constant. Furthermore, \( u^3 = z \) and \( g^{33} = 1 \). It therefore follows from Equation 37 that for the uniform waveguide

\[ f_1(z) = 0 \]  

(3.2-51)

Thus, from Equations 38 and 51,

\[ \frac{1}{\sqrt{g}} \frac{\partial \sqrt{g}}{\partial z} = 0 \]  

(3.2-52)

This implies that \( g \) is independent of \( z \). Furthermore, since the surfaces of constant \( u^1 \) and \( u^2 \) are independent of \( z \) it follows from Equation 7 that \( g^{ij} \) for \( i, j = 1,2 \) is independent of \( z \). The independence of \( g \) and \( g^{ij} \) of \( z \) implies that the \( \nabla_t \) operator is now independent of \( z \) (see Equation 13). Thus, the values of \( \kappa_{t_k}(z) \), and therefore \( K_{t_k}(z) \), are constants (see Equation 20B). These constants are called
\[ \psi_{ \tau^k} \] and \( K_{\tau^k} \) respectively. Equations 20B and 21B now become

\[ \nabla^2 \psi_e + \kappa_{\tau^k}^2 \psi_e = 0 \quad (3.2-53) \]

and

\[ \frac{d^2 I_e}{(du^3)^2} + \left[ \kappa_o^2 - \kappa_{\tau^k}^2 \right] I_e = 0 \quad (3.2-54) \]

These are the uniform waveguide results. Furthermore, it follows from Equations 16 and 17A that for the uniform waveguide \( f_2(u^3) = 1 \) and \( f_3(u^3) = f_1(u^3) = 0 \). Thus the equations for the admittance and impedance per length (Equations 23 and 24) become

\[ y = c_1 \quad (3.2-55) \]

\[ z = \frac{k_{\tau n}^2}{c_1} \quad (3.2-56) \]

For a uniform transmission line, the characteristic impedance, \( Z_o \), is related to the per length admittance and impedance by

\[ Z_o = \frac{\sqrt{z}}{\sqrt{y}} \quad (3.2-57) \]

Upon substituting the values of \( y \) and \( z \) from Equations 55 and 56 into 57 and comparing the result with the uniform
waveguide E-mode characteristic impedance (see Equation 50), it follows that an appropriate value of $C_1$ is

$$C_1 = j\omega \varepsilon$$  \hspace{1cm} (3.2-58)

If one repeats the previous formulation for the H-mode solutions in terms of a magnetic Hertz potential defined by

$$\nabla \times \overline{\pi}_h = \frac{E_h}{(-j\omega)}$$  \hspace{1cm} (3.2-59A)

$$\nabla \cdot \overline{\pi}_h = \theta_h$$  \hspace{1cm} (3.2-59B)

$$\overline{\pi}_h = \hat{\alpha}_3 \psi_h (u^1, u^2) v_h (u^3)$$  \hspace{1cm} (3.2-59C)

it follows that

$$\overline{H}_h = \kappa_0^2 \pi_h + \nabla (\nabla \cdot \overline{\pi}_h)$$  \hspace{1cm} (3.2-60)

$$\nabla^2 \psi_h + [\kappa_0^2 - \kappa_{tn}^2 (u^3)] \psi_h = 0$$  \hspace{1cm} (3.2-61)

and

$$\frac{d^2 v_h}{(du^3)^2} + \left[ \frac{f_3 (u^3)}{f_2 (u^3)} \right] \frac{dv_h}{du^3} + \kappa_{tn}^2 (u^3) v_e = 0$$  \hspace{1cm} (3.2-62)
The same interpretations as for the E-mode solution, of course, apply. Furthermore, by the substitutions

\[ z(u^3) = \text{j} w e^{-\int_{u^3}^{U^3} \frac{f_3(\lambda)}{f_2(\lambda)} \, d\lambda} \]  

(3.2-63)

\[ y(u^3) = -\frac{\kappa^2_o - \kappa^2_{k}(u^3)}{f_2(u^3)z(u^3)} \]  

(3.2-64)

\[ I_{h}(u^3) = -\frac{1}{z(u^3)} \frac{dV_{h}(u^3)}{du^3} \]  

(3.2-65)

it follows that the Equation 62 can be put in the form of nonuniform transmission line equations. Namely,

\[ \frac{dV_{h}(u^3)}{du^3} = -z(u^3)I_{h}(u^3) \]  

(3.2-66)

\[ \frac{dI_{h}(u^3)}{du^3} = -y(u^3)\nu_{h}(u^3) \]  

(3.2-67)

These H-mode equations also reduce to the uniform waveguide results as a special case.

In the previous discussion the Hertz vector potential was chosen to be in the direction of \( \hat{a}_3 \), the propagation
direction. Sometimes, however, it is advantageous to choose the Hertz vector potential in another direction. For example, in Chapter 4 it will be shown that the analysis of the junction between two nonuniform waveguides in which at least one set of boundary surfaces are sufficiently smooth may be facilitated by choosing the Hertz vector potential to be normal to the sufficiently smooth boundary surface (because the direction of this Hertz vector is the same on both sides of the junction).

By selecting Hertz vectors in different directions, different sets of generalized modes may be derived, and by paralleling the development for the original generalized modes it is discovered that an uncoupled transmission line representation is possible for the same restrictions that were previously developed. The specific choice of the Hertz vector potential in the transverse plan results in modal solutions that will be referred to as generalized longitudinal section waves (generalized LSE waves corresponding to the electric Hertz vector potential and generalized LSM waves corresponding to the magnetic Hertz vector potential).
At this point, a few comments about the implications in Equations 20A and 20B are appropriate. As indicated, it was assumed that functions $K^2_{tn}(u^3)$, and therefore $\chi^2_{tn}(u^3) = K^2_0 - K^2_{tn}(u^3)$ may be determined for all values of $u^3$. It was indicated that whether or not these functions could be determined depended upon the specific functional structure of the transverse Laplacian operator. This structure, in turn, depends upon the specific coordinate system being used. A possible procedure to follow, and its implications, will now be discussed.

First, recall that from the definition of the transverse Laplacian operator for curvilinear coordinates, $\nabla^2_t$, that there is no differentiation with respect to $u^3$. Now consider the case in which the transverse Laplacian may be expressed in the form

$$\nabla^2_t = \sum_{k=1}^{K} \xi_k(u^3)L_k\left(u^1,u^2,\frac{3}{\partial u^1},\frac{3}{\partial u^2},\frac{\partial^2}{(\partial u^1)^2},\frac{\partial^2}{(\partial u^2)^2}\right)$$

(3.2-68)

where $\xi_k(u^3)$ are independent functions of $u^3$, the $L_k$ operators are independent of $u^3$, and $K \leq 2$ for usual situations. This form restricts the types of situations that may be handled. (Note that one of the $\xi_k(u^3)$ functions may be a constant.) It is now assumed that $\chi^2_{tn}(u^3)$ may be
expressed in the functional form given by

\[ \kappa_{n}^{2}(u^{3}) = \sum_{k=1}^{K} \sigma_{kn}^{2} \zeta_{k}(u^{3}) \]  \hspace{1cm} (3.2-69)

One now substitutes Equations 68 and 69 into

\[ \nabla_{n}^{2} \psi_{n} + \kappa_{n}^{2}(u^{3}) \psi_{n} = 0 \]  \hspace{1cm} (3.2-70)

It results that

\[ \sum_{k=1}^{K} \xi_{k}(u^{3}) \mathcal{L}_{k} \psi_{n} + \gamma_{kn}^{2} \zeta_{k}(u^{3}) \psi_{n} = 0 \]  \hspace{1cm} (3.2-71)

where \( \psi_{n} \) represents either \( \psi_{en} \) or \( \psi_{hn} \). In order for this equation to be valid for all values of \( u^{3} \) requires

\[ \zeta_{k}(u^{3}) = \xi_{k}(u^{3}) \hspace{1cm} ; \hspace{0.5cm} k = 1, \ldots, K \]  \hspace{1cm} (3.2-72)

Since \( \xi_{k}(u^{3}) \) is not identically zero, it further follows from Equations 71 and 72 that

\[ \mathcal{L}_{k} \psi_{n} + \gamma_{kn}^{2} \psi_{n} = 0 \hspace{1cm} ; \hspace{0.5cm} k = 1, \ldots, K \]  \hspace{1cm} (3.2-73)

It is noted that this procedure for determining the \( \kappa_{n}^{2}(u^{3}) \) functions requires all of the set of Equations 73 to be satisfied by the same eigenfunction, \( \psi_{n} \). This requirement,
however, cannot always be achieved. It does work when
\( \xi_k(u^3) \) is a constant (say \( K_1^2 \)). In this case there is
only one term and the \( \chi_{\tau_n}^2(u^3) \) functions become a constant
(see Equations 69 and 72). Namely.

\[ \kappa_1^2(u^3) = \kappa_1^2 \gamma_{1n} \]  \hspace{1cm} (3.2-74)

This, of course, is the case of separating variables in
the ordinary sense that is encountered with uniform wave­
guides. A second situation for which the requirements in
Equations 73 are satisfied occurs when there are two terms
in Equation 68 and, in addition, \( \mathcal{L}_1 \) depends only upon \( u^1 \)
and \( \mathcal{L}_2 \) depends only upon \( u^2 \). Such a situation is discussed
in Section 3.4. A third situation for which the requirements
in Equations 73 are satisfied occurs when the sequence in
Equation 68 consists of one term (and the problem of satis­
ifying a set of equations by the same eigenfunctions are
thereby avoided).

When the conditions implied by Equations 73 can be
satisfied, then the ordinary eigenvalue problems\(^{15}\) given by
these equations may be used to determine the \( \gamma_{kn}^2 \) eigen­
values. Then Equations 69 and 72 yield expressions for

\(^{15}\)The boundary conditions needed to solve these eigen­
values are discussed in Section 3.3.
Upon substituting these functions into any of Equations 21, it results that

\[
I_n'' + \frac{f_3(u^3)}{f_2(u^3)} I_n' + \left[ k_o^2 - \sum_{k=1}^{K} \xi_k(u^3) \gamma_{kn}^2 \right] I_n = 0
\]

where \(I_n\) represents \(I_{en}(u^3)\) or \(I_{hn}(u^3)\). This permits the propagation behavior in the \(u^3\) direction to be studied once the eigenvalues in Equations 73 have been determined. Note that only the eigenvalues of Equation 73 are required for this purpose. It is not necessary to determine the eigenfunctions. In some instances it may be convenient to use an approximation technique (such as the variational techniques) to obtain a useful approximation to these eigenvalues. In addition, it may result that an operator expansion of the type shown in Equation 68 is such that only one or two terms dominate. As an engineering approximation, one may only consider the dominating term(s) over various sections of the waveguide. If the dominating term(s) satisfy the appropriate conditions, then that waveguide section may, to a first approximation, be analyzed by determining the eigenvalues of transverse equations(s) and solving a set of equations that are analogous to the nonuniform transmission line equations.
3.3 Boundary Conditions

For a nonuniform waveguide Equations (3.2-73) should be solved subject to the appropriate boundary conditions. The requirements that the components of the electric field vector tangent to the perfect conducting waveguide walls must vanish at these walls, and the normal derivative of the components of the magnetic field intensity tangent to the perfect conducting waveguide wall must vanish at these walls, will be the bases for determining this boundary condition.\textsuperscript{16} It will be demonstrated subsequently, that the expression for the boundary condition depends upon the direction of the Hertz vector potential. The procedure will first be illustrated with a Hertz vector potential in the $u^3$ direction. Later the situation in which the Hertz vector potential is in the $u^1$ direction will be considered.

For a $u^3$ directed Hertz vector potential it will be most convenient to use the boundary condition that the $\hat{a}_3$ component of the electric field, $(E_3=\hat{a}_3 \cdot \vec{E})$, must vanish on the boundary. It will result that $\psi_e = 0$ on the waveguide wall.

In order to see this, let $\nabla = \nabla_t + \nabla_3$ where $\nabla_3$ is the $\hat{a}_3$ component of the "del" operator. Then, using Equation (3.2-3)

\textsuperscript{16}The requirement that the fields are single valued will also be useful (especially with some single surface nonuniform waveguides).
\[ \vec{E}_e = \nabla \times (\nabla \times \vec{\pi}_e) \]

\[ = \nabla_t \times (\nabla_t \times \vec{\pi}_e) + \nabla_3 \times (\nabla_3 \times \vec{\pi}_e) + (\nabla_t + \nabla_3) \times (\nabla_3 \times \vec{\pi}_e) \]

(3.3-1)

The last term is zero since \( \nabla_3 \) and \( \vec{\pi}_e \) are both in the \( \hat{a}_3 \) direction. Also observe that the second term is perpendicular to \( \hat{a}_3 \) (since \( u^3 \) is orthogonal to both \( u^1 \) and \( u^2 \)) and, therefore, does not contribute to the \( \hat{a}_3 \) component. The first term is now expanded noting that \( \nabla_t \cdot \vec{\pi}_e = 0 \) because \( \vec{\pi}_e \) and \( \nabla_t \) are perpendicular. It results that

\[ \vec{E}_3 = \hat{a}_3 \cdot \vec{E} = \hat{a}_3 \cdot [\nabla_t (\nabla_t \cdot \vec{\pi}_e) - \nabla_t^2 \vec{\pi}_e] = -\hat{a}_3 \cdot \nabla_t^2 \vec{\pi}_e \]

(3.3-2)

But, as previously noted, there is no differentiation with respect to \( u^3 \) in the \( \nabla_t \) operator and therefore the \( \nabla_t^2 \) operator does not operate on functions of \( u^3 \). Thus, Equation 2 can be rewritten as

\[ E_3 = -\hat{a}_3 \cdot \nabla_t^2 [\hat{a}_3 I_e (u^3) \Psi (u^1, u^2)] \]

\[ = -\hat{a}_3 \cdot \hat{a}_3 I_e (u^3) \nabla_t^2 \Psi (u^1, u^2) = -I_e (u^3) \nabla_t^2 \Psi (u^1, u^2) \]

(3.3-3)

Using Equation (3.2-20), it follows that

\[ E_3 = I_e (u^3) [\kappa_0^2 - \kappa_t^2 (u^3)] \Psi (u^1, u^2) \]

(3.3-4)
Since $I_e(u^3)$ and the coefficient of $\Psi_e(u^1, u^2)$ are not identically zero on the boundary for all values of $u^3$ this requires
\[ \psi_e |_{u^1, u^2} = 0 \]
on the boundary\(^{17}\). \hspace{1cm} (3.3-5)

The waveguide wall boundary conditions for the corresponding $a_3$ directed magnetic Hertz vector potential can be obtained from a parallel derivation. It results that
\[ \frac{\partial \psi_H(u^1, u^2)}{\partial n} = 0 \]
on the boundary. \hspace{1cm} (3.3-6)

where the notation $\frac{\partial}{\partial n}$ denotes a directional derivative normal to the boundary.

The procedure for obtaining the waveguide wall boundary conditions when the Hertz vector potential is chosen to be
\[ \overline{\pi}_e = \hat{a}_1 \psi_e (u^1, u^2) I_e (u^3) \]
will now be illustrated for orthogonal coordinates. This is the case corresponding to LSE modes and its results will be used in Chapter 4. The magnetic field corresponding to this Hertz vector potential is therefore

\(^{17}\)One should observe that this proof requires $u^3$ to be orthogonal to the $(u^1, u^2)$ surface (since Equation 2 is based upon $\hat{a}_3$ being orthogonal to the $\nabla_t$ operator). This tends to reinforce the condition of Equation (3.2-4).
\[ \vec{H}_e = j\omega \psi_e (u^1, u^2) \left( I_e(u^3) \right) \]
\[ = j\omega \psi_e (V \times \hat{a}_1) + j\omega \psi_e (V_3 \times \hat{a}_1 I_e) \]

(3.3-8)

It is easily verified that the first term in Equation 8 is in the \( \hat{a}_3 \) direction and the second term in Equation 8 is in the \( \hat{a}_2 \) direction. The \( \hat{a}_2 \) component of the magnetic field intensity, \( H_{e2} \), is therefore

\[ H_{e2} = j\omega \psi_e |V_3 \times \hat{a}_1 I_e| \]

(3.3-9)

Since this component is normal to a perfect conducting \( u^2 = \) constant nonuniform waveguide surface, it must vanish on this surface for all values of \( u^3 \). Thus, it follows from Equation 9 that

\[ \psi_e = 0 \quad \text{on a } u^2 = \text{constant boundary} \quad (3.3-10) \]

Furthermore, for the orthogonal coordinates being considered, \( \vec{H}_{e2} \) is tangent to a \( u^1 = \text{constant} \) nonuniform waveguide surface. Since the normal derivative of the tangential component of the magnetic field intensity must vanish at a perfect conducting boundary for all values of \( u^3 \), it follows from Equation 9 that

\[ \left| \frac{\partial \psi_e}{\partial u^1} \right| = |\nabla\psi_e \cdot \hat{a}_1| = 0 \quad \text{on a } u^1 = \text{constant boundary} \quad (3.3-11) \]

From the derivation of these boundary conditions one can conclude that, in general, for orthogonal coordinates \( \psi_e = 0 \) on a perfect conducting surface to which the Hertz vector potential is tangent and \( \nabla\psi_e \cdot \hat{n} = 0 \) (where \( \hat{n} \) is a unit normal) for a perfect conducting surface that is normal to the Hertz vector potential.
3.4 Engineering Application and Significance

Earlier in this chapter it was shown that when appropriate coordinate system conditions are satisfied, a nonuniform waveguide analysis may be separated into two parts. The first part is a set of eigenvalue problems in terms of the transverse coordinates. The solution to this problem yields a set of eigenfunctions and their corresponding eigenvalues. The second part is a nonuniform transmission line analysis. The eigenvalues of the first problem provide transmission line parameters for the second problem. The solution to the field theory problem is a superposition of the separate mode problems. (Note that, in practice, for closed nonuniform waveguides, only a finite spectrum of propagating modes need be considered.)

The major significance of this analysis decomposition is that after determination of the eigenvalues of the transverse problems (by either analytic, approximate, or numerical techniques) the analysis reduces to solving a set of uncoupled nonuniform transmission lines. Thus, the body of knowledge of nonuniform transmission line analysis may be applied directly to the study of the class of nonuniform waveguides considered in this chapter. A review of the technology of nonuniform transmission lines is presented in Appendix A.

18It is often said that the previously described process enables one to represent a nonuniform waveguide by nonuniform transmission lines (the determination of the eigenvalues is implied but often not stated).
The importance of being able to separate out the $u^3$ coordinate into a separate problem will be clarified by the discussion of some general properties of wave propagation that follows:

In general the solution to the Helmholtz equation that was obtained by removing the time factor $e^{j\omega t}$, is a complex function of the coordinates $(u^1, u^2, u^3)$. Thus, the Hertz vector, $\vec{\pi}$, has the form:

$$\vec{\pi} = i_1 A(u^1, u^2, u^3) e^{+j\phi(u^1, u^2, u^3)}$$  \hspace{1cm} (3.4-1)

where $i_1$ is a unit vector in the direction of the Hertz vector and $A$ and $\phi$ are real functions of position. When the time function is reinserted it results that

$$\vec{\pi} = i_1 A(u^1, u^2, u^3) e^{j[\omega t + \phi(u^1, u^2, u^3)\}}$$  \hspace{1cm} (3.4-2)

Surfaces over which the phase is constant are called constant phase surfaces. These are defined by

$$\omega t + \phi(u^1, u^2, u^3) = \text{constant.}$$  \hspace{1cm} (3.4-3)
The waves are called uniform waves when the amplitude $A$ is a constant over the equiphase surfaces. Perpendiculars to the equiphase surfaces are called wave normals (these are in the direction of $\nabla \Phi$ and are curves along which the instantaneous phase changes most rapidly. The rate at which the phase decreases in some direction is called the phase constant in that direction. The phase constants in the $u^1$ coordinate direction, $\beta_1$, is given by

$$\beta_1 = -\nabla \Phi \cdot \hat{a}_1 \quad (3.4-4)$$

These may be considered as the components of the vector phase constant defined by

$$\vec{\beta} = -\nabla \Phi \quad (3.4-5)$$

These are functions of position. To keep the instantaneous phase constant for an incremental increase in time, it is required that

$$\omega dt + \nabla \Phi \cdot ds = 0 \quad (3.4-6)$$

The phase velocity of a wave in a given direction is defined as the component of the velocity of surfaces of
constant phase in that direction. For example, the phase velocity along the normal to surfaces of constant phase is given by

\[ v_p = -\frac{\omega}{|\nabla \phi|} = \frac{\omega}{|\beta|} \]  

(3.4-7)

The phase velocity along the \( u^1 \) coordinate direction is

\[ v_{p1} = \frac{\omega}{|\nabla \phi \cdot \hat{a}_1|} = \frac{\omega}{\beta_1} \]  

(3.4-8)

Note that \( v_{p1} \geq v_p \).

The aim of the analysis in Section 3.2 was to express the Hertz vector potential in the form

\[ \bar{\pi} = \hat{f}_1 \psi(u^1, u^2) I(u^3) \]  

(3.4-9)

where \( \psi \) and \( I \) are complex functions of position. This decomposition facilitates considering velocities along the \( u^3 \) coordinate direction since, for this case, the time dependent Hertz vector may be written as
Thus, the phase velocity along the $u^3$ direction is given by

$$v_{p3} = \frac{\omega}{\left| \frac{dI_p(u^3)}{du^3} \right|} \quad (3.4-11)$$

This information is directly obtainable from the solution to the nonuniform transmission line problem. In addition, $I_A(u^3)$ is a direct measure of amplitude variations with position along the waveguide. It may be written in the form

$$I_A(u^3) = e^{-\alpha(u^3)} \quad (3.4-12)$$

where $\alpha$ is an attenuation function. For a lossless waveguide, amplitude variations are due to distributing the modal wave energy over different transverse surfaces as a function of position along the waveguide. The group velocity along the $u^3$ coordinate is given by

$$v_{g3} = -\frac{d\omega}{d\beta_3} \quad (3.4-13)$$

where $\beta_3 = \frac{dI_p(u^3)}{du^3}$

Note that $I_p(u^3)$ is a function of frequency because $K_o = \omega/\sqrt{\mu\varepsilon}$ depends on frequency.
The problem of analyzing electromagnetic wave propagation in a specific nonuniform waveguide will now be considered. In order to perform such an analysis, an appropriate coordinate system must be selected. This involves intuition and engineering judgment and without additional guidelines an optimum decision is usually limited to relatively simple situations.

At the present time, the body of knowledge guiding engineering judgment in the selection of an optimum coordinate system has been limited to complete separation of variables in orthogonal coordinate systems [32, 33, 34, and 35]. In fact, only orthogonal quadratic surfaces have been cataloged for their complete separability properties [35]. As indicated earlier in this dissertation, however, the representation of the nonuniform waveguide by a set of uncoupled nonuniform transmission lines requires only one coordinate to be orthogonal and separated. Complete separation of variables and complete orthogonality of coordinates are not necessary for studying the nonuniform waveguide.

Fortunately, the theory developed in this chapter provides additional guidelines for selecting an appropriate coordinate system [42]. The manner in which this is useful will be illustrated with the sectorial wedge nonuniform waveguide. Instead of following the conventional procedure of
solving this problem in terms of cylindrical coordinates, engineering judgment will be coupled with the theory developed in Sections 3.2 and 3.3 to logically evolve this choice for a coordinate system. The manner in which additional wave propagation information can be extracted will also be indicated.  

This section will show that the constraints that led to an uncoupled nonuniform transmission line representation for the nonuniform waveguide often provides useful guidelines for deducing an optimum coordinate system to describe the nonuniform waveguide. This coordinate system is optimum in the sense that it permits the nonuniform waveguide to be represented by transverse equations and a set of uncoupled nonuniform transmission lines and thereby permits the technology of nonuniform transmission lines to be used to study the propagation behavior of the nonuniform waveguide. For a simple shape, the selection of such a coordinate system may be obvious, but in general, the choice may not be obvious. The guiding conditions and requirements developed in the previous sections are summarized in Table I. The balance of this section applies these conditions to the illustrative example.

19 The latter has already been done for the sectorial wedge [3, 14, 27], but it will serve as a model of how to proceed for a more difficult problem.
Table 3.4-1

Sufficient Conditions to Factor

\[ \pi (u^1, u^2, u^3) = \psi (u^1, u^2) I (u^3) \]

1. \(u^1\) or \(u^2\) are constants on the waveguide walls.

2. Propagation coordinate, \(u^3\), is orthogonal to both transverse coordinates (the transverse coordinates need not be orthogonal to each other).

3. The \(g^{33}\) metric coefficient is independent of \(u^1\) and \(u^2\). For convenience, one usually tries to select \(g^{33} = 1\).

4. The logarithmic derivative of the determinant of the metric coefficients depends only upon the propagation coordinate. It is equal to the logarithmic derivative of the transverse surface area when \(g^{33} = 1\).

5. The coordinate surfaces are one-to-one continuous differentiable functions of cartesian coordinates.

6. The transverse Laplacian, \(\nabla^2_T\), may be expressed in one of two general forms.

A. \(\nabla^2_T = \xi_1(u^3) \mathcal{L}_1\) where \(\mathcal{L}_1\) is an operator that is independent of \(u^3\). In this case \(\psi_n(u^1, u^2)\) must satisfy the eigenvalue equation \(\mathcal{L}_1 \psi_n + \gamma_{ln}^2 \psi_n = 0\) where \((-\gamma_{ln}^2)\) are the eigenvalues to be determined. The corresponding \(u^3\) equation for \(l_n(u^3)\) is

\[ l_n'' + \frac{f_3(u^3)}{f_2(u^3)} l_n' + \kappa^2_0 - \xi_1(u^3) \gamma_{ln}^2 l_n = 0 \]
Table 3.4-1 continued

6. B. $\mathbf{\nabla}_t^2 = \xi_1(u^3) \mathcal{L}_1 + \xi_2(u^3) \mathcal{L}_2$ where $\mathcal{L}_1$ and $\mathcal{L}_2$ are operators that are independent of $u^3$. In this case, $\psi_n(u^1, u^2)$ must simultaneously satisfy eigenvalue equations

$$\mathcal{L}_1 \psi_n + \gamma_{1n}^2 \psi_n = 0$$

$$\mathcal{L}_2 \psi_n + \gamma_{2n}^2 \psi_n = 0$$

where $(- \gamma_{1n}^2)$ and $(- \gamma_{2n}^2)$ are the eigenvalues to be determined. When this is achieved, the corresponding $u^3$ equation for $I_n(u^3)$ is

$$I_n'' + \frac{f_3(u^3)}{f_2(u^3)} I_n' + K_0^2 - \xi_1(u^3) \gamma_{1n}^2 - \xi_2(u^3) \gamma_{2n}^2 I_n = 0$$
The basic procedure for determining an appropriate coordinate system is to start with as general a form for the coordinate equations as possible (consistent with the requirement that coordinate surfaces coincide with the boundary walls). Then the consequences of requiring the $u^3$ coordinate to be orthogonal to both the $u^1$ and $u^2$ coordinates will be determined. Since the main concern is to study the propagation behavior in the $u^3$ direction, it is convenient to try to choose $g^{33} = 1$. The constraints implied by Equations (3.2-20B), and (3.2-38) will then be used to guide the selection of a coordinate system.

The waveguide surfaces of the sectorial wedge shown in Figure (3.4-1) are described by the equations

$$ \begin{align*} \frac{y}{z} &= m = \text{constant} & (3.4-14A) \\ y &= 0 & (3.4-14B) \\ x &= 0 & (3.4-15A) \end{align*} $$

and

$$ x = b = \text{constant} & (3.4-15B) $$

In order to facilitate the fitting of the boundary conditions, the general coordinates $u^1$ and $u^2$ are expressed as

---

One may note that for this example Equations 16 and 17 imply that $u^1$ is orthogonal to $u^2$ (as they are in cylindrical coordinates). Complete orthogonality is therefore deduced directly from the boundary conditions and not arbitrarily imposed.
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and
\[ u^2 = g(x) \] (3.4-17)

where \( f \) and \( g \) are continuous single-value functions to be specified. For the moment, the \( u^3 \) coordinate will be completely arbitrary. Thus
\[ u^3 = h(x, y, z) \] (3.4-18)

where \( h \) is also a continuous single-value function.

The orthogonality of the \( u^3 \) coordinate to the \( u^2 \) coordinate (see Equation 3.2-4) requires that
\[
\left( \frac{\partial g}{\partial x} \right) \left( \frac{\partial h}{\partial x} \right) = 0
\] (3.4-19)

But \( \frac{\partial g}{\partial x} \) cannot be equal to zero because this would imply that \( u^2 \) is a constant. Therefore Equation 19 implies that
\[
\frac{\partial h}{\partial x} = 0
\] (3.4-20)

or equivalently
\[ u^3 = h(y, z) \] (3.4-21)

In a similar manner, from Equations 16, 18, and 19 it follows that
\[ \frac{1}{z} f' \left( \frac{y}{z} \right) \frac{\partial h(y,z)}{\partial y} - \left( \frac{y}{z} \right)^2 f' \left( \frac{y}{z} \right) \frac{\partial h}{\partial z} = \frac{1}{z} f' \left( \frac{y}{z} \right) \left[ \frac{\partial h}{\partial y} - \frac{y}{z} \frac{\partial h}{\partial z} \right] = 0 \]

(3.4-22)

where \( f(y/z) \) is the derivative \( (df(\xi)/d\xi) \) evaluated at \( \xi = y/z \). In a manner paralleling that used to obtain Equation 21 it is concluded that \( f(y/z) \) cannot be zero since this would require the \( u^1 \) coordinate to be a constant.

Therefore

\[ \frac{\partial h}{\partial y} = \left( \frac{y}{z} \right) \frac{\partial h}{\partial z} \]

(3.4-23)

From Equation 22 the metric coefficient, \( g^{33} \), is given by

\[ g^{33} = \left( \frac{\partial u^3}{\partial x} \right)^2 + \left( \frac{\partial u^3}{\partial y} \right)^2 + \left( \frac{\partial u^3}{\partial z} \right)^2 \]

(3.4-24)

By substituting Equation 20 into Equation 24, one obtains

\[ g^{33} = \left( \frac{\partial h}{\partial y} \right)^2 + \left( \frac{\partial h}{\partial z} \right)^2 \]

(3.4-25)

From Equations 23 and 25 it follows that

\[ g^{33} = \left( \frac{y}{z} \right)^2 \left( \frac{\partial h}{\partial z} \right)^2 + \left( \frac{\partial h}{\partial z} \right)^2 - \left( \frac{\partial h}{\partial z} \right)^2 \left[ \left( \frac{y}{z} \right)^2 + 1 \right] = \left( \frac{\partial h}{\partial z} \right)^2 \left[ y^2 + z^2 \right] \]

(3.4-26)
Similarly from Equations 16, 17, 21, and 22, the other metric coefficients are found to be

\[ g^{11} = \left[ \frac{f'(\frac{y}{z})}{z} \right]^2 \left[ 1 + \left( \frac{y}{z} \right)^2 \right] \]  
\[ g^{22} = \left[ g'(x) \right]^2 \]  
\[ g^{ij} = 0 \quad \text{for } i \neq j \]

For \( g^{33} \) equal to one it follows from Equation 26 that

\[ \frac{\partial h}{\partial z} = \frac{z}{\sqrt{y^2 + z^2}} \]  
\[ \text{or} \]

\[ u^3 = h(y,z) = \sqrt{y^2 + z^2} + q(y) \]

Upon substituting Equation 31 into Equation 23, it is easily shown that \( q(y) \) can at most be a constant. Thus

\[ u^3 = \sqrt{y^2 + z^2} + r_0 \]

where \( r_0 \) is a constant that can be made zero by an appropriate choice for the origin. It is observed that \( u^3 \) corresponds to the radial coordinate of a cylindrical coordinate system. This is the case that will be considered. Upon substituting the values of \( g^{ij} \) from Equations 26, 27, 28, and 29 into Equation (3.2-8) it results that
\[ \sqrt{g} = \frac{\sqrt{y^2 + z^2}}{[1 + \left(\frac{y}{z}\right)^2]^{f'(y/z)} g'(x)} \]

Equation (3.4-32) is next expanded in terms of metric coefficients by using Equation (3.2-13). One obtains

\[ \frac{1}{\sqrt{g}} \frac{\partial}{\partial u_i} \left( \sqrt{g} g^{ij} \frac{\partial \psi}{\partial u_j} \right) + \kappa_\tau^2 (u^3) \psi = 0 \]

(3.4-33)

where \( i, j = 1, 2 \) and the summation convention is understood.

Upon substituting the values of the metric coefficients from Equations 27, 28, 29, and 32 into Equation 33, it results that

\[ \frac{1 + (\frac{y}{z})^2}{(u^3)^2} f'(y/z) \frac{\partial}{\partial u^1} \left( \frac{1 + (\frac{y}{z})^2}{(u^3)^2} f'(y/z) \frac{\partial \psi}{\partial u^1} \right) + g'(x) \frac{\partial}{\partial u^2} \left( g'(x) \frac{\partial \psi}{\partial u^2} \right) + \kappa_\tau^2 (u^3) \psi = 0 \]

(3.4-34)

By using Equations 16 and 17 this can be rewritten as

\[ \frac{[1 + (f^{-1}(u^1))^2] f'[f^{-1}(u^1)]}{(u^3)^2} \frac{\partial}{\partial u^1} \left( [1+(f^{-1}(u^1))^2] f'[f^{-1}(u^1)] \frac{\partial \psi}{\partial u^1} \right) + g'[g^{-1}(u^2)] \frac{\partial}{\partial u^2} \left( g'[g^{-1}(u^2)] \frac{\partial \psi}{\partial u^2} \right) + \kappa_\tau^2 (u^3) \psi = 0 \]

(3.4-35)

where \( f^{-1} \) and \( g^{-1} \) are the inverse functions of \( f \) and \( g \) respectively.\(^{21}\)

\(^{21}\)It is assumed that the transformations are 1-1 and continuous within the region and therefore that the inverse transformation exists.
It is observed that the first term in Equation 35 is inversely proportional to \((u^3)^2\) while the second term is independent of \(u^3\). The transverse Laplacian, \(\nabla_t^2\), therefore has the form

\[
\nabla_t^2 = \alpha(u^3) \mathcal{L}_1 + \mathcal{L}_2
\]

(3.4-36)

where

\[
\alpha(u^3) = \frac{1}{(u^3)^2}
\]

(3.4-37)

and \(\mathcal{L}_1\) and \(\mathcal{L}_2\) are operators given by

\[
\mathcal{L}_1 = \{1 + [f^{-1}(u^1)]^2\} f'[f^{-1}(u^1)] \frac{\partial}{\partial u^1}\left(\{1 + [f^{-1}(u^1)]^2\} f'[f^{-1}(u^1)] \frac{\partial}{\partial u^1}\right)
\]

(3.4-38)

\[
\mathcal{L}_2 = g'[g^{-1}(u^2)] \frac{\partial}{\partial u^2}\left(g'[g^{-1}(u^2)] \frac{\partial}{\partial u^2}\right)
\]

(3.4-39)

One notes that \(\mathcal{L}_1\) depends only on \(u^1\) and \(\mathcal{L}_2\) depends only on \(u^2\). These operators may alternately be expressed as (see Equation 34)
\[ I_1 = \left[ 1 + \left( \frac{\gamma_2}{2} \right)^2 \right] f'(\gamma_2) \frac{3}{\partial u} \left( \left[ 1 + \left( \frac{\gamma_2}{2} \right)^2 \right] f'(\gamma_2) \frac{3}{\partial u} \right) \]  \hspace{1cm} (3.4-38A)

and

\[ I_2 = g'(x) \frac{3}{\partial u} \left( g'(x) \frac{3}{\partial u} \right) \]  \hspace{1cm} (3.4-39A)

In accordance with the sixth requirement of Table 1, \( \Psi_e \) must simultaneously satisfy

\[ I_1 \psi_{em} + \gamma_{1m}^2 \psi_{em} = 0 \]  \hspace{1cm} (3.4-40)

and

\[ I_2 \psi_{em} + \gamma_{2m}^2 \psi_{em} = 0 \]  \hspace{1cm} (3.4-41)

where \( n \) is an index that distinguishes the different modes, \( -\gamma_1^2 \) and \( -\gamma_2^2 \) are eigenvalues that are to be determined, and \( \Psi_{en} \) are the corresponding eigenfunctions (corresponding to modes). The eigenfunctions are required to simultaneously satisfy Equations 40 and 41. This includes the appropriate boundary condition on \( \Psi_e \), namely \( \Psi_e = 0 \) on the boundary. One therefore tries to select the functions,


\( f(y/z) \) and \( g(x) \), to satisfy this condition. Since \( L_1 \)
depends only on \( u^1 \) and \( L_2 \) depends only on \( u^2 \), one may
express \( \Psi_{en} \) as the product of a function of \( u^1 \),
\( U_{1i}(u^1) \), times a function of \( u^2 \), \( U_{2j}(u^2) \). For each
different set of integer values of \( i \) and \( j \) there corre­
ponds a mode number \( n \). Equations 38A, 39A, 40 and 41
therefore become

\[
\left[ 1 + \left( \frac{\partial}{\partial u^2} \right)^2 \right] f'(\frac{\partial}{\partial u^1}) \frac{\partial}{\partial u^1} \left( \left[ 1 + \left( \frac{\partial}{\partial u^2} \right)^2 \right] f'(\frac{\partial}{\partial u^1}) U_{1i}(u^1) \right) + \gamma_{1i}^2 U_{1i} = 0
\]

(3.4-42)

and

\[
g'(x) \frac{\partial}{\partial u^2} \left( g'(x) U_{2j}(u^2) \right) + \gamma_{2j}^2 U_{2j} = 0
\]

(3.4-43)

Sinusoids are the simplest set of eigenfunctions for Equa­
tion 24 that also satisfies the boundary conditions that
\( \Psi_e \) and therefore \( U_2 \) is zero when \( x = 0 \) and when \( x = b \).
This occurs when \( g'(x) \) is a constant. Since Equation 43
can be divided by the value of this constant without chang­
ing form, one may pick \( g'(x) = 1 \) for convenience. It there­
fore follows that
\[ u^2 = g(x) = x + x_0 \]  \hspace{1cm} (3.4-44)

where \( x_0 \) is a constant that can be made zero by appropriately locating the origin of the coordinate system. The values of the \( \gamma^2_{2j} \) constants are determined by fitting the boundary conditions with sinusoids. It is observed that

\[ \gamma^2_{2j} = \frac{4\pi^2}{b^2} \quad j=1,2,... \]  \hspace{1cm} (3.4-45)

Similarly, in order to obtain relatively simple functions (sinusoids) that are zero for \( (\frac{\gamma}{z}) = 0 \) and \( (\frac{\gamma}{z}) = m \) (see Equation 14A) one chooses

\[ \left[ 1 + \left( \frac{\gamma}{z} \right)^2 \right] f \left( \frac{\gamma}{z} \right) = 1 \]  \hspace{1cm} (3.4-46)

It therefore follows that

\[ u^1 = f \left( \frac{\gamma}{z} \right) = \int \frac{d\left( \frac{\gamma}{z} \right)}{1 + \left( \frac{\gamma}{z} \right)^2} = \tan^{-1}\left( \frac{\gamma}{z} \right) + \theta_k \]  \hspace{1cm} (3.4-47)

where \( \theta_k \) is a constant that can be made zero by appropriately choosing the origin of the coordinate system, and \( u^1 \) only takes on its principal values. The \( \gamma^2_{11} \) constants are determined by fitting sinusoids to the
boundary conditions. It results that

\[ \gamma_{1i}^2 = \frac{i\pi}{\theta_0}^2 \quad i=1,2,... \]  

(3.4-48)

where

\[ \theta_0 = \tan^{-1} m \quad \text{(see Equation 14A)} \]

It is observed that for a coordinate origin located such that \( u^1, u^2, \) and \( u^3 \) are zero when \( x, y \) and \( z \) are zero that Equations 31A, 44, and 47 define the standard cylindrical coordinate system; namely.

\[ u^1 = \tan^{-1} \frac{y}{z} = \theta \quad \text{for} \quad -\frac{\pi}{2} < \theta < \frac{\pi}{2} \]  

(3.4-49A)

\[ u^2 = x \]  

(3.4-49B)

\[ u^3 = \sqrt{y^2 + z^2} = r \quad \text{for} \quad r > 0 \]  

(3.4-49C)

Until it is verified that Equation (3.2-38) is satisfied (recall that \( g^{33} = 1 \)), the selection of cylindrical coordinates are not guaranteed to result in uncoupled nonuniform transmission lines. For the sectorial wedge in question the transverse surface area is proportional to the value of \( u^3 \). Thus, Equation (3.2-38) becomes
For cylindrical coordinates, the metric coefficients reduce to

\[
\frac{1}{\sqrt{g}} \frac{\partial \sqrt{g}}{\partial u^i} = f_i(u^3) = \frac{1}{u^3} \quad (3.4-50)
\]

Thus,

\[
\sqrt{g} = u^3 \quad (3.4-51A)
\]

and Equation 50 is easily verified. One should also observe that Equation 50 would be verified if

\[
\sqrt{g} = t(u^1, u^2) u^3 \quad (3.4-51B)
\]

By comparing Equations 32, 51A, and 51B it follows that for this example

\[
t(u^1, u^2) = \frac{1}{\left[ 1 + \left( \frac{Y}{z} \right)^2 \right] f'(Y/Z) g'(x)} = 1
\]

(3.4-52)

Equations 44 and 46 therefore follow directly from Equation 52. Thus, if one had assumed that \( t(u^1, u^2) = 1 \), the choice of cylindrical coordinates would have followed. It would then be necessary, however, to verify that condition 6 in Table 1 is satisfied.
Once the eigenvalues have been determined (see Equations 45 and 48), $\kappa_{n}^{2}(u^{3})$ is given by\footnote{Recall that integer $n$ corresponds to a set of integers $i$ and $j$ (this notation was used by Marcuvitz [27] in his general uniform waveguide development).}

$$\kappa_{n}^{2}(u^{3}) = \gamma_{2j}^{2} + \frac{\gamma_{11}^{2}}{(u^{3})^{2}}$$

Upon substituting this into Equation (3.2-21B), it is concluded that (see Equation 3.2-75)

$$I''_{en} + \frac{1}{u^{3}} I'_{en} + \frac{(k_{0}^{2} - \gamma_{2j}^{2}) (u^{3})^{2} - \gamma_{11}^{2}}{u^{3}} I_{en} = 0$$

(3.4-54)

This is Bessel's equation; its solutions are well known. As previously indicated, information about propagation in the $u^{3}$ direction is contained in this equation.

Before proceeding, it should be observed that the specific choice of coordinate functions, $u^{1} = f(y/z)$ and $u^{2} = g(x)$ may not be unique. For example, the choice, $u^{2} = g(x) = a(x + x_{0})$ where $a$ is a nonzero constant, would also work. In this case, the choice of the constant, $a$, may be interpreted as using a different choice of units of measurement along the $u^{2}$ coordinate; but, in general, such an interpretation may be difficult. Nevertheless, irres-
pective of which coordinates are chosen for $u^1$ and $u^2$, Equations 42 and 43 are still eigenvalue problems. Thus, if another choice for coordinates $u^1$ and $u^2$ is possible, it is only the values of these eigenvalues that change. The general form of Equation 54 is therefore unaltered. Bessel's equation would still result, but values of the constants would change.

It should be emphasized that the technique for determining an appropriate coordinate system is not always applicable. To see this, consider the pyramidal horn nonuniform waveguide whose boundaries are defined by

$$\frac{y}{z} = m_1 = \text{constant} \quad (3.4-55A)$$

$$\frac{x}{z} = m_2 = \text{constant} \quad (3.4-55B)$$

The coordinates that result are given by

$$u^1 = f(y/z) \quad (3.4-56A)$$

$$u^2 = g(x/z) \quad (3.4-56B)$$

$$u^3 = h(x, y, z) \quad (3.4-56C)$$

For $g^{33} = 1$, one can eventually conclude that

---

23To date, only approximate solutions to this structure have been obtained [37].
\[ u^3 = \sqrt{x^2 + y^2 + z^2} \]  
(3.4-57)

It is interesting to observe that this is a spherical radial coordinate and note that Piefke's approximate solution [32] to this problem used spherical coordinates to approximate the shape.

Upon evaluating the metric coefficients and evaluating the expression \( \frac{3 \ln g}{3u^3} \), one finds that this equation cannot be made to depend only upon \( u^3 \) and therefore an uncoupled nonuniform transmission line representation is not guaranteed (for \( g^{33} = 1 \)).

A description of how one proceeds to obtain additional propagation information will now be illustrated with the sectorial wedge.\(^{24}\) For the specific choice of cylindrical coordinates, Equations 42, 43, 45, 48, and 54 yield a solution given by

\[
\bar{\pi}_e = a_3 \sum_{n,m} A_{nm} \sin \frac{n\pi b}{\theta} \times \sin \frac{m\pi}{\theta_0} \theta \left[ \frac{H^{(2)}_{m\pi}}{H^{(1)}_{m\pi}} \left( \frac{k_0^2 - \frac{m\pi}{\theta_0}^2}{\theta_0} \right) \right]
+ \Gamma_{mn} \frac{H^{(1)}_{m\pi}}{H^{(1)}_{m\pi}} \left( \frac{k_0^2 - \frac{m\pi}{\theta_0}^2}{\theta_0} \right) \right]
\]

where \( H^{(1)}_{m\pi} \) and \( H^{(2)}_{m\pi} \) are Hankel functions of the first and

\(^{24}\)This portion of the analysis has already been done for the sectorial wedge [3, 14, 27, 31]. It is included for illustrative purposes.
second kind of order \( \frac{m\pi}{b_o} \), and \( \Gamma_{mn} \) is the reflection coefficient of the \( E_{nm} \) mode. In a similar manner the corresponding \( \hat{a}_3 \) directed magnetic Hertz vector is found to be

\[
\bar{\pi}_e = \hat{a}_3 \left\{ \sum_{n,m} B_{nm} \cos \frac{n\pi}{b} x \cos \frac{m\pi}{b_o} \theta \right\} 
\left\{ H^{(2)}_{\frac{m\pi}{b_o}} \left( \sqrt{\frac{k^2}{k_o^2} - \left( \frac{n\pi}{b} \right)^2} r \right) - \Gamma_{mn} H^{(1)}_{\frac{m\pi}{b_o}} \left( \sqrt{\frac{k^2}{k_o^2} - \left( \frac{n\pi}{b} \right)^2} r \right) \right\}
\]

(3.4-59)

For Hertz vector potentials in the \( \hat{a}_2 \) (\( \hat{a}_x \)) direction the boundary conditions in Equations (3.3-10) and (3.3-11) are used to obtain

\[
\bar{\pi}_e = \hat{a}_x \sum_{p,m} A_{pm} \sin \frac{p\pi \theta}{b_o} \cos \frac{m\pi x}{b} \left\{ H^{(2)}_{\frac{p\pi}{b_o}} (k_r r) + \Gamma_{pm} H^{(1)}_{\frac{p\pi}{b_o}} (k_r r) \right\}
\]

(3.4-60)

where

\[
k_{r_m} = \sqrt{\frac{k^2}{k_o^2} - \left( \frac{m\pi}{b} \right)^2}
\]

Similarly:

\[
\bar{\pi}_h = \hat{a}_x \sum_{p,m} B_{pm} \cos \frac{p\pi \theta}{b_o} \sin \frac{m\pi x}{b} \left\{ H^{(2)}_{\frac{p\pi}{b_o}} (k_r r) + \Gamma_{pm} H^{(1)}_{\frac{p\pi}{b_o}} (k_r r) \right\}
\]

(3.4-61)
The radial dependence in all these equations therefore has the form

\[
I_e = \sum_{n,m} A_{nm} \left[ \frac{H^{(2)}_{m \pi}}{\theta_0} \left( \sqrt{K_o^2 - \left( \frac{m \pi}{b} \right)^2} r \right) + \Gamma_{mn} \frac{H^{(1)}_{m \pi}}{\theta_0} \left( \sqrt{K_o^2 - \left( \frac{m \pi}{b} \right)^2} r \right) \right]
\]

(3.4-62)

It is noted from Equation 60 that the radial propagation constant is a real number (i.e., \(jk_r\) is real) when \(\frac{m \pi}{b}\) is larger than \(K_o\). In this case, the fields are evanescent and there is no energy propagation.

The nature of radial propagation, with special attention to large and small radii, will now be considered. The first or second term have the form

\[
\frac{H^{(2)}_1}{k_r} (k_r r) = J_{k\theta} (k_r r) \pm Y_{k\theta} (k_r r)
\]

(3.4-63)

where \(k_r = \frac{n \pi}{\theta_0}\) with \(n\) an integer and \(J\) and \(Y\) are Bessel functions of the first and second kinds respectively. As previously indicated, the phase of this complex function determines the phase velocity along the \(u^3\) direction. This phase function is proportional to the arc tangent function of the ratio of the imaginary part to real part of the Hankel functions. From the asymptotic expansion of Hankel functions...
for large arguments, one notes that

\[ H_{-1}^{(2)}(k_r r) + \frac{2}{r k_r} e^{\pm j \frac{\pi}{2} (k_\theta + \frac{1}{2})} \]

(3.4-64)

From the asymptotic phase, one concludes that for large radius the phase velocity approaches a constant, \( \pm (w/k_r) \). Furthermore, the term involving Hankel functions of second kind represent outward propagating waves at large radii (since the phase velocity is positive); the term involving Hankel functions of the first kind represents inward propagating waves at large radii (since the phase velocity is negative). When one considers the infinite sectorial wedge waveguide, the radiation condition dictates that there is only an outward propagating wave and therefore only Hankel functions of the second kind exist. For this case, a typical outward propagating mode is given by

\[ \frac{\pi}{e_{nm}} = \hat{A}_3 A_{nm} \frac{\sin \frac{n\pi x}{b}}{\sin \frac{m\pi \theta}{\theta_o}} \frac{H_2^{(2)}(k_r r)}{\theta_o} \]

(3.4-65)

where

\[ k_r = \sqrt{k_0^2 - \left(\frac{n\pi}{b}\right)^2} \]

(3.4-66)
The fields for this component of Hertz vector potential are computed from Equations (3.2-1) and (3.2-3). It results that

\[
\begin{align*}
H_{ex_{nm}} &= -j\omega A_{nm} \left( \frac{m\pi}{\rho_o} \right) \sin \frac{n\pi x}{b} \cos \frac{m\pi}{\rho_o} \theta \frac{H(2)}{\rho_o} (k \rho) \\
H_{e\theta_{nm}} &= j\omega A_{nm} \left( \frac{m\pi}{\rho_o} \right) \cos \frac{n\pi x}{b} \sin \frac{m\pi\theta}{\rho_o} \frac{H(2)}{\rho_o} (k \rho) \\
E_{ex_{nm}} &= A_{nm} \left( \frac{m\pi}{\rho_o} \right) \cos \frac{n\pi x}{b} \sin \frac{m\pi\theta}{\rho_o} \left[ k_{r} \frac{H(2)'}{\rho_o} (k \rho) + \frac{1}{r} \frac{H(2)}{\rho_o} (k \rho) \right] \\
E_{e\theta_{nm}} &= A_{nm} \left( \frac{m\pi}{\rho_o} \right) \sin \frac{n\pi x}{b} \cos \frac{m\pi\theta}{\rho_o} \left[ k_{r} \frac{H(2)'}{\rho_o} (k \rho) - \frac{1}{r} \frac{H(2)}{\rho_o} (k \rho) \right] \\
E_{er_{nm}} &= A_{nm} k_{r}^2 \sin \frac{n\pi x}{b} \sin \frac{m\pi\theta}{\rho_o} \left[ H(2) \frac{m\pi}{\rho_o} (k \rho) \right] \\
\end{align*}
\]

(3.4-67)

\[
\begin{align*}
F_{ex_{nm}} &= A_{nm} \left( \frac{m\pi}{\rho_o} \right) \cos \frac{n\pi x}{b} \sin \frac{m\pi\theta}{\rho_o} \left[ k_{r} \frac{H(2)'}{\rho_o} (k \rho) + \frac{1}{r} \frac{H(2)}{\rho_o} (k \rho) \right] \\
F_{e\theta_{nm}} &= A_{nm} \left( \frac{m\pi}{\rho_o} \right) \sin \frac{n\pi x}{b} \cos \frac{m\pi\theta}{\rho_o} \left[ k_{r} \frac{H(2)'}{\rho_o} (k \rho) - \frac{1}{r} \frac{H(2)}{\rho_o} (k \rho) \right] \\
F_{er_{nm}} &= A_{nm} k_{r}^2 \sin \frac{n\pi x}{b} \sin \frac{m\pi\theta}{\rho_o} \left[ H(2) \frac{m\pi}{\rho_o} (k \rho) \right] \\
\end{align*}
\]

(3.4-68)

where

\[
H_{m\pi}^{(2)'}(\xi) = \frac{d}{d\xi} \frac{H_{m\pi}(\xi)}{\rho_o}
\]

and

\[
k_{nm}^2 = \left( \frac{m\pi}{\rho_o} \right)^2 + \left( \frac{m\pi}{\rho_o} \right)^2
\]

(3.4-70)
Once the fields have been determined, the nature of the energy propagation can be evaluated by computing \( \frac{1}{2} \text{Re}(E_x H^*) \). Since this quantity integrated over a surface represents the power flow across the surface, one can show, after a lengthy but straightforward computation, that real energy flows only across the \( r = \text{constant} \) surface.\(^{25}\)

In Figure (3.4-2)\(^{26}\) is a plot of the ratio of the imaginary part of the Hankel function to the real part. It is observed that the Hankel function gradually becomes purely imaginary as \( r \) becomes very small. From Equations (3.2-1) and (3.2-3) it follows that \( \tilde{E}_e \) becomes imaginary while \( \tilde{H}_e \) becomes real. It therefore follows from the Poynting theorem that there is no real power flowing at sufficiently small radii. This radial sectorial horn nonuniform waveguide therefore approaches cutoff for small values of \( r \). Furthermore, from the shape of Figure (3.4-2), it follows that this cutoff phenomena is gradual and therefore does not occur at a specific radius.

One may also note in Figure (3.4-2) that the ratio of the imaginary to the real part of the Hankel functions is a monotonic function that does not change sign. From

\(^{25}\)See reference [3].

\(^{26}\)This figure comes from page 211 of reference [14].
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Ratio of Imaginary to Real Parts of
Hankel Functions, $H_{n}^{(2)}(k_{r}r) = J_{n}(k_{r}r) \pm jY_{n}(k_{r}r)$
this, one can conclude that, since \( H_2^{(2)}(k_r r) \) represents its outward propagating waves for large radii, \( H_2^{(2)}(k_r r) \) also represents outward propagating waves at all propagating radii. Similarly, \( H_1^{(1)}(k_r r) \) represents inward propagating waves at all propagating radii.

3.5 Summary

The general formulation of the nonuniform waveguide and its consequences will now be summarized.

The first step in the formulation was to decompose the electric and magnetic fields into two portions that are associated with the electric Hertz vector potential and magnetic Hertz vector potential respectively. Generalized coordinates, \((u^1, u^2, u^3)\) were then selected in such a manner that the waveguide wall shape coincides with the coordinate surfaces of constant \(u^1\) and/or \(u^2\). This choice was motivated by a desire to obtain solutions that satisfy the boundary conditions and a realization that the waveguide walls guide the waves. It was then shown that when appropriate coordinate system conditions are satisfied, a nonuniform waveguide analysis may be separated into two parts. These are a set of eigenvalue problems in terms of the transverse coordinates and a nonuniform transmission line analysis. The eigenvalues of the first problem provide
transmission line parameters for the second problem. The solution obtained is expressed as a function of the transverse coordinates times a function of the $u^3$ propagation coordinate. The physical interpretation of this solution is that the transverse electromagnetic field moves along the propagation direction. The concepts of the Riemann metric tensor were used to achieve the propagation coordinate separation when the conditions indicated in Table 3.4-1 are satisfied.

The major significance of the above analysis decomposition is that after determination of the eigenvalues of the transverse problems (by either analytic, approximate, or numerical techniques) the analysis reduces to solving a set of uncoupled nonuniform transmission lines. Thus, the body of knowledge of nonuniform transmission line analysis may be applied directly to the study of the class of nonuniform waveguides considered in this chapter. A review of the technology of nonuniform transmission lines is presented in Appendix A.

For the case in which $g^{33} = 1$, the coefficient of the first derivative term in the $u^3$ propagation differential equation was related to the logarithmic derivative of the transverse surface area. The per length impedance and
admittance as well as the expression for characteristic impedance also depend upon the transverse surface area of the nonuniform waveguide.

In Section 3.4, it was demonstrated that the conditions that led to separating the $u^3$ dependence are useful guidelines for selecting an appropriate coordinate system.
CHAPTER 4

CASCADED NONUNIFORM WAVEGUIDES

4.1 Introduction

As indicated previously, a nonuniform waveguide may be represented by transverse equations and a set of uncoupled nonuniform transmission lines when appropriate conditions are satisfied. For more general nonuniform waveguides, the overall nonuniform waveguide will be approximated by a cascade of nonuniform waveguides such that each waveguide section satisfies the conditions of Chapter 3. The propagation behavior of the entire nonuniform waveguide may be comprehended by joining these nonuniform waveguide sections. The process of joining the individual waveguide sections together can alternatively be viewed as piecing together local solutions (obtained by the methods of Chapter 3) to approximate the solution of the overall nonuniform waveguide. This approach has the advantage of dealing with large and rapid boundary variations. Some of the nonuniform waveguide analyses of previous investigators were not accurate for this case.

The region of joining two nonuniform waveguide sections is referred to as the junction region. The coordinate system on the left side of the junction is chosen in accordance with the requirements of Chapter 3 and therefore the
waveguide surface on this side of the junction is represented by constant $u^1$ and/or $u^2$ surfaces. The coordinates on the right side of the junction are chosen in a similar manner. As used in this dissertation, a junction represents a joining of two different coordinate systems. It is noted that this definition does not necessarily require an edge at the junction. Examples of junctions that do not require an edge are shown in Figure 4.1-1. The junctions considered will either have nonexistent edges or edges that have a negligible effect on the propagating modes. The junction aperture is a surface across the junction region. Usually, a constant $u^3$ surface is chosen as an aperture surface.

The implementation of the proposed cascaded nonuniform waveguide formulation to solve an actual problem is to start at the load (output) and work backward toward the first waveguide input (or known source). By expanding the fields (or the corresponding Hertz vector potentials) into a generalized Fourier series consisting of the natural mode functions for each region, the unknown modal constants on one side of the junction may be expressed in terms of the unknown constants on the other side of the junction. In this manner, the unknown modal constants on one side of the junction are "transferred" across the junction. The pro-
Figure 4.1-1
Junctions Without Wall Edges
cedure is to start at the load and work backward across successive junctions until one eventually reaches the known source. This source, when expressed in terms of the modes of the input waveguide (generalized Fourier series) supplies enough source conditions to, in principle, determine the modal amplitudes at the load. Thus, a source condition is available for each of the input transmission lines representing the input waveguide. The junction conditions can then be used to determine the amplitudes in the other waveguide sections.

The cascaded nonuniform waveguide approach requires a greater understanding of the junction between two nonuniform waveguides. This chapter is therefore concerned with the analysis of the junction between nonuniform waveguides and the manner in which field continuities in the junction region can be utilized as a boundary condition in terms of the parameters of the present formulation. In particular, it is desired to relate the fields (or Hertz potentials) on one side of the junction to the fields (or Hertz potentials) on the other side of the junction by expressions that facilitate the calculations. These relations equate specific modal components on one side of the junction to expressions of the modal components on the other side of the junction. The junction between a nonuniform waveguide
and a uniform waveguide is of particular importance because most waveguide measuring equipment is of the uniform waveguide variety and therefore a junction between a uniform and nonuniform waveguide will usually occur in any system incorporating nonuniform waveguides.

For the most part, the previous junction analyses were in uniform waveguides in which only one propagating mode was assumed to be present [31, 54, 55, 56]. The earlier analytical techniques were devoted to indirect procedures such as variational or quasi-static methods or other approximations. With the advent of fast computers and computational techniques it has become fashionable to obtain useful numerical results by truncating the infinite set of mode-matching equations to a finite set and solving numerically for the unknown mode amplitudes. A variation of this method is to match the field at a finite number of boundary points and select enough modes to just provide the necessary number of unknown coefficients [15, 29].

In the present analysis, it is assumed that the geometry of each side of the junction is amenable to the solution technique of Chapter 3. These techniques are therefore used to find the modal solutions on each side of the junction by an identical procedure. By definition each of these modes satisfy Maxwell's equations and the waveguide wall
boundary conditions when the junction is not present. The actual solution on each side of the junction is expressed as a linear combination of modes. To do this it is assumed that the set of modes for each region is either complete or that any missing expressions are negligible.

For the case being considered, the junction region belongs to both sides of the junction.¹ The resulting physical field quantities should be the same no matter which coordinate (and therefore which modes) are used to solve the problem. Therefore one requires the total electric and magnetic fields determined from the expansions on each side of the junction to be identical. This junction condition, however, cannot be applied to all junctions.¹ Although the fields within the aperture can be equated, it is not always possible to equate fields in the immediate vicinity of a waveguide wall edge. Since the waveguide being approximated by a cascade of nonuniform waveguides is really smooth, it is expected that these edge effects will be small and therefore that the approximation will be good. Moreover, since the true waveguide is really smooth, an

¹This requires the domains of definition of the modes on each side of the junction to overlap. Such a junction is said to be concave [23]. When the domains of definition do not overlap, the junction is called convex [23]. Nevertheless good numerical results are sometimes obtained for convex junctions [23, 24].
approximation that minimizes discontinuity effects may even be closer to the truth. Furthermore an engineering analysis is usually not interested in the fields in the immediate vicinity of an edge discontinuity. The major interest is to obtain solutions that are good approximations far from the junction where typically only one or two propagating modes are of great concern. The major effect of the non-propagating modes is to store energy in the vicinity of the junction.

The coefficients in the modal expansions for each region are determined from the junction conditions plus the source and/or load conditions of each waveguide. In practice, a finite sum will be used in the expansion.

The difficulties associated with the nonuniform waveguide junction can be visualized by expanding the fields on both sides of the nonuniform junction in terms of modes and attempting to equate the total fields on an aperture surface. This aperture surface can therefore be considered to bisect the junction analysis into two parts. Consider the constant phase surfaces of modes incident from the left side of the junction and choose an aperture surface that coincides with these surfaces. This aperture surface, however, does not, in general, coincide with the constant phase surfaces that are natural to the modes in the region
to the right of the junction. An incident mode from the left therefore creates a set of modes in the region on the right side of the junction. In general, a single incident mode on the left side of the junction transmits both E-modes and H-modes on the right side of the junction, and also reflects both E-modes and H-modes to the left side of the junction. The major complication in using the Hertz Vector Potential to analyze the junction between nonuniform waveguides is that the Hertz Vector Potential is chosen to be in a different orientation on both sides of the nonuniform waveguide junction in order to be consistent with the formulation of Chapter 3. This direction change is a consequence of the different coordinates that are used on both sides of the junction to facilitate satisfying the waveguide wall boundary conditions. Furthermore, the general multi-mode nonuniform waveguide junction is complicated by cross coupling between E-modes and H-modes.

The general formulation of a multimode nonuniform waveguide junction in which there is coupling between E-modes and H-modes is considered in more detail in Section 4.2. The major restrictions have already been discussed in this section. The equations that arise, however, are very complex and will therefore not be solved for this general case.
Since the main goal of Section 4.2 is to present a general formulation procedure for the nonuniform waveguide junction, these equations are included to specifically illustrate the procedures. An explicit solution to the general problem is not intended.

Section 4.3 considers the special case of a multimode junction in which there is no coupling between E- and H-modes. In particular, those problems that can be solved by appropriately choosing the direction of the Hertz vector are considered. The procedure is illustrated in greater detail for the sectorial wedge to uniform waveguide junction (in Section 4.4). Uniform waveguide junctions are also a special case of the formulation of Section 4.2.

Finally, Section 4.5 discusses the results and summarizes the major conclusions.

4.2 General Junction Formulation

This section considers the analysis formulation of a general nonuniform waveguide junction of the type suitable for the cascaded nonuniform waveguide approximation. It is assumed that the regions on each side of this junction may be formulated according to the procedures of Chapter 3 and the fields in each region can therefore be represented by a set of uncoupled E-modes and H-modes. These modes each
satisfy Maxwell's equations and the waveguide wall boundary conditions appropriate to that side of the junction. The space on the left side of the junction is bounded by its waveguide walls and a source and junction aperture surface; the volume on the right side of the junction is bounded by its waveguide walls and the load and junction aperture surface. This junction aperture surface therefore divides the analysis into two parts and conditions on this surface relate these two sub-problems.

The number of independent junction region equations that result from the junction condition that in the junction region the total fields described by the coordinates on both sides of the junction are the same (See Section 4.1) now will be discussed. Since \( \mathbf{E} \) and \( \mathbf{H} \) are vectors, this vector condition would be equivalent to six scalar junction region conditions. However, in accordance with Maxwell's equations, \( \mathbf{E} \) and \( \mathbf{H} \) are related by

\[
\mathbf{E} = \frac{V \times \mathbf{H}}{j \omega \varepsilon} \quad (4.2-1)
\]

\[
\mathbf{H} = -\frac{(V \times \mathbf{E})}{j \omega \mu} \quad (4.2-2)
\]
This leaves only three scalar junction region conditions. But since the waveguide region is free from sources, the condition \( \nabla \cdot \mathbf{E} = 0 \) or \( \nabla \cdot \mathbf{H} = 0 \) implies that only two of these scalar conditions are independent. Furthermore, when the fields are decomposed into E-modes and H-modes, one component of the magnetic field of the E-modes and one component of the electric field of the H-modes vanishes (by definition) and therefore there is only one independent scalar junction region condition for each of the mode types (totaling the required two junction region conditions for the combined E- and H-mode combination).

It is noted that the conclusions of the preceding paragraph are for a junction region. However, when the field components are equated on a specific junction aperture surface, it does not insure that variations of these components normal to the aperture surface are also equal. This latter requirement that the directional derivatives having a component normal to the aperture surface must be the same supplies an additional set of conditions. Thus, E-modes and H-modes each require two independent junction aperture conditions and the combined field requires four junction aperture conditions. Furthermore, as indicated by Equations 1 and 2, \( \mathbf{E} \) and \( \mathbf{H} \) are related by equations such that some components involve partial derivatives with respect to variables that are not coincident with the junction aperture surface.
Therefore, as an alternate to equating outward going directional derivatives of field components one may equate both electric and magnetic transverse fields on this surface (this is in general four conditions, but when there are only E-modes or H-modes it reduces to two conditions).

The procedure will now be illustrated with an example. As previously indicated the equations that will be used in this section are intended to illustrate the procedure. In accordance with the discussion of the previous section, it is assumed that, for the case being considered, the modal expansions on both sides of the junction are either complete within the junction region or that missing terms are negligible. The totality of all H-mode electric fields on the left side of the junction, $E_{ah}$, can be expressed as

$$E_{ah} = \sum_n \left[ a_{hn} \bar{E}_{ah}^{(+)} n + a_{hn} \bar{E}_{ah}^{(-)} n \right]$$

(4.2.3)

where $\bar{E}_{ah}^{(+)} n$ and $\bar{E}_{ah}^{(-)} n$ are respectively the electric fields of the incident $n^{th}$ H-mode and the totality of reflections from all incident modes that couple to the $n^{th}$ H-mode upon reflection. Alternatively, $\bar{E}_{ah}^{(+)} n$ and $\bar{E}_{ah}^{(-)} n$ are the electric fields resulting from the two solutions to the $n^{th}$ H-mode transmission line entering the junc-
tion. In practice, infinite sums will be approximated by finite sums.

The net power flow in the positive $u^3$ direction may be obtained by integrating the Poynting vector $\mathbf{P}^+$, given by

$$\mathbf{P}^+ = \left[ E^{(+)} \times H^{(+)*} \right]$$

over a constant $u^3$ surface. For power flow in the negative $u^3$ direction $E^{(-)}$ and $H^{(-)}$ are used in place of $E^{(+)}$ and $H^{(+)}$ respectively. Subscript "a" is used to denote that the quantity is determined from the coordinates on the left side of the junction (region "a"), and "*" is used to denote a complex conjugate of the quantity involved. A similar situation to the one above exists on the right side of the junction (region "b").

For the moment, it will be assumed that the source condition is in a form such that $a_h^{(+)}$ is known for all propagating modes and $a_h^{(+)} = 0$ for all non-propagating modes. The $a_h^{(-)}$ coefficients sum reflections from all incident modes that couple to the $n^{th}$ H-mode upon reflection. These constants must be determined as part of the solution. In addition, it is initially assumed that the load condition is such that there are only positive power flowing terms in region "b" (i.e., there is no reflected power from the load). Other types of source and load conditions will be considered in Section 4.4.
Since the modes on the right side of the junction are assumed to form a complete set (in the sense previously indicated), \( \mathbf{E}_{ah} \) may also be expressed in terms of the modes on the right side of the junction. Thus,

\[
\mathbf{E}_{ah} = \sum_n \left[ a_{hn}^+ \mathbf{E}_{ah}^+ + a_{hn}^- \mathbf{E}_{ah}^- \right] = \\
= \sum_k \left[ b_{Hhk}^+ \mathbf{E}_{bh}^+ + b_{Hek}^+ \mathbf{E}_{be}^+ \right]
\]

where subscript "e" and "h" refer to E-mode and H-mode types respectively and subscript "H" indicates that the coefficients sum the contributions of waves transmitted across the junction that are due to H-modes being incident on the left side of the junction.

To facilitate the formulation using the results of Chapter 3, it is convenient to express Equation 4 in terms of Hertz vector potentials. One obtains:

\[
-j \omega \mu \sum_n \left( \nabla \times \mathbf{\pi}_{ha}^n \right) = -j \omega \mu \sum_n \left( \nabla \times \mathbf{\pi}_{Hhb}^k \right) + \sum_k \left[ \nabla \times (\nabla \times \mathbf{\pi}_{Hheb}^k) \right]
\]

or equivalently

\[
\sum_n \mathbf{\pi}_{ha}^n = \sum_k \mathbf{\pi}_{Hhb}^k + \sum_k \frac{(\nabla \times \mathbf{\pi}_{Hheb}^k)}{(-j \omega \mu)} + \nabla \mathbf{\cdot} \mathbf{\pi}_{heb}
\]
where, for the case being considered

\[ \overline{\pi}_{ha} = i_{al} \left[ a_{hn}^{(+)} I_{ha}^{n} (u_{a}^{3}) + a_{hn}^{(-)} I_{ha}^{n} (u_{a}^{3}) \right] \psi_{ha}^{n} (u_{a}^{1}, u_{a}^{2}) \] \hspace{1cm} (4.2-7A)

\[ \overline{\pi}_{hb} = i_{bl} b_{hk}^{(+)} I_{hb}^{k} (u_{b}^{3}) \psi_{hb}^{k} (u_{b}^{1}, u_{b}^{2}) \] \hspace{1cm} (4.2-7B)

\[ \overline{\pi}_{Heb} = i_{bl} b_{Heb}^{(+)} I_{Heb}^{k} (u_{b}^{3}) \psi_{Heb}^{k} (u_{b}^{1}, u_{b}^{2}) \] \hspace{1cm} (4.2-7C)

and \( f_{h} \) is a scalar function of position and \( \hat{i}_{al} \) and \( \hat{i}_{bl} \) are unit vectors in the direction of the Hertz vectors for region "a" and region "b" respectively. For the moment, these Hertz vectors need not be in the \( u_{a}^{3} \) direction and the \( u_{b}^{3} \) direction.

From Equations 6 and 7 it follows that

\[ \sum_{n} \hat{i}_{al} \left[ a_{hn}^{(+)} I_{ha}^{n} (u_{a}^{3}) + a_{hn}^{(-)} I_{ha}^{n} (u_{a}^{3}) \right] \psi_{ha}^{n} (u_{a}^{1}, u_{a}^{2}) = \]

\[ = \sum_{k} \left[ i_{bl} b_{hk}^{(+)} I_{hb}^{k} \psi_{hb}^{k} + b_{Heb}^{(+)} \left( \frac{\psi_{eb}^{k}}{-j\omega_{\mu}} \right) \right] + \psi_{f_{h}} \] \hspace{1cm} (4.2-8)

Later, the modes on the right side of the junction will be expressed in terms of the modes on the left side of the junction (using the assumed completeness of modes). Then, since the modes are independent, the coefficients on the
left side of the junction may be expressed in terms of the coefficients on the right side of the junction by requiring the resulting equations to hold for all values of $u_a^1$ and $u_a^2$. (When the modes are orthogonal, the process of solving for the coefficients may be greatly facilitated.) It will be shown that for the case being considered, the junction can usually be represented by a matrix.

In a similar manner, when the magnetic fields due to E-modes, $\overline{H}_{ae}$, are expanded in terms of the modes on both sides of the junction the equations corresponding respectively to Equations 4, 6 and 8 for the case being considered are

$$\overline{H}_{ae} = \sum_n \left[ a_{en}^{(+)} \overline{H}_{ae}^{(+)}n + a_{en}^{(-)} \overline{H}_{ae}^{(-)}n \right] = \sum_k \left[ b_{Ehk}^{(+)} H_{eb}^{(+)}k + b_{Ehk}^{(-)} H_{eb}^{(-)}k \right]$$

$$(4.2-9)$$

$$\sum_n \overline{\eta}_{ea}^{n} \overline{\eta}_{ea}^{k} + \sum_k \frac{(\nabla_x \overline{\eta}_{Ehb}^{k})}{j\omega c} + V_f e$$

$$(4.2-10)$$

$$i_{al}^{(+)} a_{en}^{(+)} + i_{al}^{(-)} a_{en}^{(-)} \psi_{ea}^{n} =$$

$$= \sum_k \left[ i_{bl}^{(+)} b_{Eek}^{(+)} \psi_{eb}^{k} + b_{Ehk}^{(+)} \frac{(\nabla_x i_{bl}^{(+)} I_{hb}^{(+)} \psi_{hb}^{k})}{j\omega c} \right] + V_f e$$

$$(4.2-11)$$

where
\[ \pi_{ea} = \hat{i}_{al} [a^{(+)i(+)n(u_a^3)} + a^{(-)i(-)n(u_a^3)}] \psi_{ea} (u_{a^1}, u_{a^2}) \]  
\[ (4.2-12A) \]

\[ \pi_{Eb} = \hat{i}_{b^1} h_{ek} \psi_{eb} (u_{b^1}, u_{b^2}) \]  
\[ (4.2-12B) \]

\[ \pi_{Eh} = \hat{i}_{b^1} h_{eh} \psi_{eb} (u_{b^1}, u_{b^2}) \]  
\[ (4.2-12C) \]

and \( f_e \) is a scalar function of position.

Equations 8 and 11 (or 6 and 10) are both vector equations and are therefore each equivalent to three equations. In order to proceed with a study of these equations, orthogonal unit vectors \( \hat{i_1}, \hat{i_2}, \) and \( \hat{i_3} \), are chosen in such a manner that \( \hat{i_1} \) is in the direction of \( \hat{i_{al}}^2 \), \( \hat{i_2} \) is orthogonal to both \( \hat{i_1} \) and \( \hat{i_b^1} \), and \( \hat{i_3} \) is orthogonal to both \( \hat{i_1} \) and \( \hat{i_2} \) in a sense that makes \( \hat{i_1}, \hat{i_2}, \hat{i_3} \) a righthand coordinate system. Observe that for the directions of the unit vectors selected

\[ \hat{i}_1 \cdot \pi_{ea} = \hat{i}_1 \cdot \hat{i}_1 \pi_{ea} = \pi_{ea} \]  
\[ (4.2-13) \]
\[ \hat{i}_2 \cdot \pi_{ea} = 0 \]  
\[ (4.2-14) \]

\(^2\)When \( \hat{i}_{al} \) is in the \( u^3 \) direction, then \( \hat{i}_{al} = \hat{e}_3 \). In general, \( \hat{i}_{al} \) can be in a different direction. The case in which \( \hat{i}_{al} \) and \( \hat{i}_{bl} \) are in the same direction is discussed in Section 4.3.
where $\pi_{ea}$ is the amplitude of the $\pi_{ea}$ Hertz vector. A corresponding set of equations hold for $\pi_{ha}$ and $\pi_{hb}$. From Equations 13, 14, 15, 16, and 11, one obtains

$$E_{eh} I_{e} + en_{ea} I_{ea} = \sum_{n} [a_{en} a_{ea} + b_{en} b_{ea}] \psi_{ea} =$$

$$\sum_{k} \left( i_{1} \cdot i_{b_{1}} b_{E_{ek} \cdot e_{eb}} \psi_{eb} + \sum_{k} b_{E_{hk}} \frac{i_{1} \cdot (V_{x_{i_{b_{1}} bl_{h_{b}} \cdot \psi_{hb}})}{jw} + \hat{i}_{1} \cdot \nabla_{e} \right)$$

$$0 = \sum_{k} b_{E_{hk}} \left[ \frac{\hat{i}_{2} \cdot \left( V_{x_{i_{b_{1}} bl_{h_{b}} \cdot \psi_{hb}}) \right)}{jw} + \hat{i}_{2} \cdot \nabla_{e} \right]$$

$$0 = \sum_{k} \left( i_{3} \cdot i_{b_{1}} b_{E_{ek} \cdot e_{eb}} \psi_{eb} + \sum_{k} E_{hk} \left[ \frac{\hat{i}_{3} \cdot \left( V_{x_{i_{b_{1}} bl_{h_{b}} \cdot \psi_{hb}}) \right)}{jw} + \hat{i}_{3} \cdot \nabla_{e} \right]$$

In a similar manner, for the selected unit vectors,

$$\hat{i}_{1} \cdot \pi_{ha} = \pi_{ha}$$

$$\hat{i}_{2} \cdot \pi_{ha} = 0$$
Prom Equations 20, 21, 22, 23, and 8, it follows that

\[ \hat{i}_2 \cdot \vec{n}_{hb} = 0 \]  \hspace{1cm} (4.2-22)

\[ \hat{i}_3 \cdot \vec{n}_{ha} = 0 \]  \hspace{1cm} (4.2-23)

From Equations 20, 21, 22, 23, and 8, it follows that

\[ \Sigma [a_{hn} I_{ha}^{(+)} I_{ha}^{(-)}] \psi_{ha} = \]

\[ \Sigma b_{hhk}^{(+)} \hat{i}_{1h} I_{1b} I_{hb} \psi_{hb} + \Sigma b_{hek}^{(+)} \left[ \hat{i}_{1h} (V_{x_{eb}} I_{eb}^{(+)} \psi_{eb}) \right] + \hat{i}_1 \cdot \nabla f_h \]

(4.2-24)

\[ 0 = \Sigma b_{hek}^{(+)} \left[ \hat{i}_{2h} (V_{x_{eb}} I_{eb}^{(+)} \psi_{eb}) \right] + \hat{i}_2 \cdot \nabla f_h \]

(4.2-25)

\[ 0 = \Sigma b_{hhk}^{(+)} \hat{i}_{3h} I_{3b} I_{hb} \psi_{hb} + \Sigma b_{hek}^{(+)} \left[ \hat{i}_{3h} (V_{x_{eb}} I_{eb}^{(+)} \psi_{eb}) \right] + \hat{i}_3 \cdot \nabla f_h \]

(4.2-26)

A general solution to Equations 17-19 and 24-26 is complicated and depends upon the specific problem under consideration. However, the procedure will be illustrated with a more tractable special case in Section 4.4 without carrying out the detailed calculations. Towards this end, it is useful to examine the nature of the three components of \( \nabla f_e \) and \( \nabla f_h \) that appear in Equations 17-19 and 24-26.
respectively. These equations came from vector Equations 8 and 11 which were derived by equating total fields within the junction region. These fields, however, are related to curls of Hertz potentials and since the operator "curl grad" yields a null vector, it follows that \( \nabla f_e \) and \( \nabla f_h \) do not contribute to the physical fields. However, they are needed to correct for changes in direction of the Hertz potential that results from using different coordinate systems on both sides of the junction and using the formulation of Chapter 3 on each side of the junction. The structure of \( \nabla f_e \) (\( \nabla f_h \)) is dictated by the requirement that it perform direction correction such that Equations 17 and 24 have the form

\[
\sum \left[ a_{en}^{(+)} I_{ea}^{(+)} n(u_a^3) + a_{en}^{(-)} I_{ea}^{(-)} n(u_a^3) \right] \psi_{ea}^{n}(u_a^1, u_a^2) = \sum \left[ b_{ek}^{(+)} k_{Ee}^{(+)}(u_b^1, u_b^2, u_b^3) + b_{ek}^{(+) k_{Ee}^{(+)}}(u_b^1, u_b^2, u_b^3) \right] \\
\sum \left[ a_{hn}^{(+)} I_{ha}^{(+)} n(u_a^3) + a_{hn}^{(-)} I_{ha}^{(-)} n(u_a^3) \right] \psi_{ha}^{n}(u_a^1, u_a^2) = \sum \left[ b_{ek}^{(+)} k_{He}^{(+)}(u_b^1, u_b^2, u_b^3) + b_{ek}^{(+) k_{He}^{(+)}}(u_b^1, u_b^2, u_b^3) \right]
\] (4.2-31)

(4.2-32)
where the $q_{He}^k$, $q_{Eh}^k$, $q_{He}^k$, and $q_{Hh}^k$ may be complicated, but at least in principle known, functions of the coordinates used on the right side of the junction. It is assumed, however, that the coordinates on both sides of the junction are related by a one-to-one continuous coordinate transformation and that the coordinates in region "b" are known explicitly as functions of the coordinates of region "a". Thus, every "$q$" function on the right side of Equations 31 and 32 may be expressed in terms of the coordinates on the left side of the junction. Let the resulting functions be referred to as "$g$" functions. Thus, Equations 31 and 32 now have the form

$$\sum_n \left[ a^{(+)}_{en} I^{(+)}_{ea} (u^3_a) + a^{(-)}_{en} I^{(-)}_{ea} (u^3_a) \right] \psi^{n}_{ea} (u^1_a, u^2_a) =$$

$$= \sum_k \left[ b_{Eek}^k (u^1_a, u^2_a, u^3_a) + b_{Ehk}^k (u^1_a, u^2_a, u^3_a) \right] (4.2-33)$$

$$\sum_n \left[ a^{(+)}_{hn} I^{(+)}_{ha} (u^3_a) + a^{(-)}_{hn} I^{(-)}_{ha} (u^3_a) \right] \psi^{n}_{ha} (u^1_a, u^2_a) =$$

$$= \sum_k \left[ b_{Eek}^k (u^1_a, u^2_a, u^3_a) + b_{Hhk}^k (u^1_a, u^2_a, u^3_a) \right] (4.2-34)$$

It should be noted that junction Equations 33 and 34 actually hold in a region. In order to utilize these equations, it is convenient to apply them on a specific junction
aperture surface. The constant $u_a^3$ junction aperture surface will be selected for this purpose. However, as discussed previously, when Equations 33 and 34 are applied on an aperture surface, partials of these equations with respect to $u_a^3$ should also be equated on the constant $u_a^3$ aperture surface$^3$. The resulting junction equations on this surface become

\[
\sum c_{en} \psi_{ea}^n (u_{a,a}^1, u_{a,a}^2) = \sum b_{Eek Ee}^{(+)} G_{e} (u_{a,a}^1, u_{a,a}^2) + b_{Ehk Eh}^{(+)} G_{e} (u_{a,a}^1, u_{a,a}^2) \quad (4.2-35)
\]

\[
\sum c_{en} \psi_{ea}^n (u_{a,a}^1, u_{a,a}^2) = \sum b_{Eek Ee}^{(+)} G_{e} (u_{a,a}^1, u_{a,a}^2) + b_{Ehk Eh}^{(+)} G_{e} (u_{a,a}^1, u_{a,a}^2) \quad (4.2-36)
\]

\[
\sum c_{en} \psi_{ea}^n (u_{a,a}^1, u_{a,a}^2) = \sum b_{Eek Ee}^{(+)} G_{e} (u_{a,a}^1, u_{a,a}^2) + b_{Ehk Eh}^{(+)} G_{e} (u_{a,a}^1, u_{a,a}^2) \quad (4.2-37)
\]

\[
\sum c_{en} \psi_{ea}^n (u_{a,a}^1, u_{a,a}^2) = \sum b_{Eek Ee}^{(+)} G_{e} (u_{a,a}^1, u_{a,a}^2) + b_{Ehk Eh}^{(+)} G_{e} (u_{a,a}^1, u_{a,a}^2) \quad (4.2-38)
\]

where

\[
c_{en} = [a_{en}^{(+)} I_{ea}^{(+)} + a_{en}^{(-)} I_{ea}^{(-)}] \quad \text{evaluated on the constant } u_a^3 \text{ surface} \quad (4.2-39)
\]

$^3$Alternatively, any outward going directional derivative could be used.
\[ c'_{en} = a^{(+)}_{en} \frac{dI^{(+)}_n}{du^3_a} + a^{(-)}_{en} \frac{dI^{(-)}_n}{du^3_a} \] evaluated on the constant \( u^3_a \) surface \( (4.2-40) \)

\[ c_{hn} = \left[ a^{+}_{hn} I^{(+)}_h a + a^{(-)}_{hn} I^{(-)}_h a \right] \] evaluated on the constant \( u^3_a \) surface \( (4.2-41) \)

\[ c'_{hn} = \left[ a^{+}_{hn} \frac{dI^{(+)}_n}{du^3_a} + a^{(-)}_{hn} \frac{dI^{(-)}_n}{du^3_a} \right] \] evaluated on the constant \( u^3_a \) surface \( (4.2-42) \)

\[ G(u^1_{a',u^2_a}) = g(u^1_{a',u^2_a,u^3_a}) \] evaluated on the constant \( u^3_a \) surface for all subscripts and superscripts \( (4.2-43) \)

\[ F(u^1_{a,u^2_a}) = \frac{\partial g(u^1_{a',u^2_a,u^3_a})}{\partial u^3_a} \] evaluated on the constant \( u^3_a \) surface for all subscripts and superscripts \( (4.2-44) \)
The only unknowns in Equations 35-38 are $C_{en}$, $C'_{en}$, $b^{(+)}_{Eek}$, $b^{(+)}_{Ehk}$, $C_{hn}$, $C'_{hn}$, $b^{(+)}_{Hek}$, and $b^{(+)}_{Hhk}$. Since the modes are independent, these equations can be used to express the $C_{en}$, $C'_{en}$, $C_{hn}$, and $C'_{hn}$ constants in terms of the $b^{(+)}_{Eek}$, $b^{(+)}_{Ehk}$, $b^{(+)}_{Hek}$, and $b^{(+)}_{Hhk}$ constants and Equations 39-42 can then be used to determine $a^{(-)}_{en}$ and $a^{(-)}_{hn}$ (since, for the case being considered, $a^{(+)}_{en}$ and $a^{(+)}_{hn}$ are both assumed known).

The calculation procedure illustrated expands the "G" and "F" functions in terms of the $\psi^n_{ea}$ and $\psi^n_{ha}$ functions (this assumes mode completeness). Because of the independence of the mode functions, the "c" constants can be expressed in terms of the "b" constants. When the modes are orthogonal, then the orthogonal expansion can be viewed as a generalized Fourier series and the orthogonality may be used to facilitate expressing the "c" constants in terms of the "b" constants. The Gram-Schmidt orthogonalization procedure may be used to obtain an orthogonal set of modes.

In accordance with the first procedure, the assumed mode completeness (in the sense indicated in Section 4.1) is now used to express the "G" and "F" functions in terms of the "$\psi$" functions. Thus,

$$G_{ek}^{k}(u_{a}^{1},u_{a}^{2}) = \sum_{m}^{(e)}\psi_{ea}^{m}(u_{a}^{1},u_{a}^{2}) + \sum_{m}^{(h)}\psi_{ha}^{m}(u_{a}^{1},u_{a}^{2}) \quad (4.2-45)$$
\( \gamma_k^{(e)}(u_1^1, u_2^a) = \Sigma \lambda_k^{(e)} \psi_{m_{Eh}}^{(e)}(u_1^1, u_2^a) + \Sigma \lambda_k^{(h)} \psi_{m_{Eh}}^{(h)}(u_1^1, u_2^a) \)  

(4.2-46)

\( \gamma_k^{(e)}(u_1^1, u_2^a) = \Sigma \lambda_k^{(h)} \psi_{m_{Eh}}^{(e)}(u_1^1, u_2^a) + \Sigma \lambda_k^{(e)} \psi_{m_{Eh}}^{(h)}(u_1^1, u_2^a) \)  

(4.2-47)

\( \gamma_k^{(e)}(u_1^1, u_2^a) = \Sigma \lambda_k^{(h)} \psi_{m_{Eh}}^{(e)}(u_1^1, u_2^a) + \Sigma \lambda_k^{(e)} \psi_{m_{Eh}}^{(h)}(u_1^1, u_2^a) \)  

(4.2-48)

\( \gamma_k^{(e)}(u_1^1, u_2^a) = \Sigma \gamma_k^{(e)} \psi_{m_{Ee}}^{(e)}(u_1^1, u_2^a) + \Sigma \gamma_k^{(h)} \psi_{m_{Ee}}^{(h)}(u_1^1, u_2^a) \)  

(4.2-49)

\( \gamma_k^{(e)}(u_1^1, u_2^a) = \Sigma \gamma_k^{(h)} \psi_{m_{Ee}}^{(e)}(u_1^1, u_2^a) + \Sigma \gamma_k^{(e)} \psi_{m_{Ee}}^{(h)}(u_1^1, u_2^a) \)  

(4.2-50)

\( \gamma_k^{(e)}(u_1^1, u_2^a) = \Sigma \gamma_k^{(h)} \psi_{m_{Ee}}^{(e)}(u_1^1, u_2^a) + \Sigma \gamma_k^{(e)} \psi_{m_{Ee}}^{(h)}(u_1^1, u_2^a) \)  

(4.2-51)

\( \gamma_k^{(e)}(u_1^1, u_2^a) = \Sigma \gamma_{Hh}^{(e)} \psi_{m_{Hh}}^{(e)}(u_1^1, u_2^a) + \Sigma \gamma_{Hh}^{(h)} \psi_{m_{Hh}}^{(h)}(u_1^1, u_2^a) \)  

(4.2-52)

where all \( \lambda \) and \( \gamma \) are determinable. When the modes in region "a" are orthogonal this determination is facilitated. For this case
for all E, e, H, and h subscripts and superscripts. The notation \((f, g)\) represents the inner product of functions \(f\) and \(g\). For the situation on hand, this inner product is an integration over the constant \(u_3^a\) aperture surface. When these independent modes are not orthogonal, one can evaluate these constants by either first using the Gram-Schmidt orthogonalization procedure or by employing a point matching procedure and solving the linear set of equations that result for the desired coefficients.

Upon substituting Equations 45-52 into Equations 35-38 and regrouping terms, one obtains

\[
\sum c_{en} \psi_n = \sum t_{Em}^{(e)} \psi_m + \sum t_{Em}^{(h)} \psi_m
\]  \hspace{1cm} (4.2-55)

\[
\sum c'_{en} \psi_n = \sum r_{Em}^{(e)} \psi_m + \sum r_{Em}^{(h)} \psi_m
\]  \hspace{1cm} (4.2-56)
\[ \sum_n c_n \psi_h^n a = \sum_m t^{(h)}_m \psi_h^m a + \sum_m t^{(e)}_m \psi_e^m \] (4.2-57)

\[ \sum_n c'_h \phi_h^n a = \sum_m r^{(h)}_m \psi_h^m + \sum_m r^{(e)}_m \psi_e^m \] (4.2-58)

where

\[ t_m = \sum_{k} b^{(+)}_{ek} \lambda_k^m + \sum_{k} b^{(+)}_{hk} \lambda_h^m \] (4.2-59)

and

\[ r_m = \sum_{k} b^{(+)}_{ek} \gamma_k^m + \sum_{k} b^{(+)}_{hk} \gamma_h^m \] (4.2-60)

for all subscripts E and H and superscripts (e) and (h).

When the fields on the right side of the junction due to incident E-modes are expressed in terms of the coordinates on the left side of the junction, it is reasonable to assume that the result is expressable in terms of the E-modes on the left side of the junction. A similar statement applies when H-modes are incident. Thus, an expansion of E-modes and H-modes on the right side of the junction that are due to E-modes on the left side of the junction are assumed to be expressable in terms of only E-modes on the left side of the junction.
In other words, $t_{Em}^{(h)}$, $t_{Em}^{(e)}$, $r_{Em}^{(h)}$, and $r_{Em}^{(e)}$ are zero. Furthermore since the modes are independent and Equations 55-58 hold for a continuum of values of $u_a^1$ and $u_a^2$, it follows from these equations and Equations 39-42 and 59-60 that

$$t_{Em}^{(e)} = \sum_{k} a(e) k_{Eem}^{(+)b_{Eek}^{(+)}} + \sum_{k} a(e) k_{Ehm}^{(+)b_{Ehk}^{(+)}} = c_{em}^{(+)} = I_{ea}^{(+)} a_{em}^{(+)} + I_{ea}^{(-)} a_{em}^{(-)}$$

for $m = 1, 2, ...$ (4.2-61)

$$r_{Em}^{(e)} = \sum_{k} a(e) b_{Eem}^{(+)b_{Eek}^{(+)}} + \sum_{k} a(e) b_{Ehm}^{(+)b_{Ehk}^{(+)}} = c_{em}^{(+)} = \frac{dI_{ea}^{(+)m}}{a_{em}^{(+)} + \frac{dI_{ea}^{(+)m}}{a_{em}^{(-)}}}$$

for $m = 1, 2, ...$ (4.2-62)

$$t_{Hn}^{(h)} = \sum_{k} a(h) b_{Hen}^{(+)b_{Hek}^{(+)}} + \sum_{k} a(h) b_{Hhn}^{(+)b_{Hhk}^{(+)}} = a_{hn}^{(+)} = I_{ha}^{(+)} a_{hn}^{(+)} + I_{ha}^{(-)} a_{hn}^{(-)}$$

for $n = 1, 2, ...$ (4.2-63)

$$r_{Hn}^{(h)} = \sum_{k} a(h) b_{Hen}^{(+)b_{Hek}^{(+)}} + \sum_{k} a(h) b_{Hhn}^{(+)b_{Hhk}^{(+)}} = a_{hn}^{(+) = \frac{dI_{ha}^{(+)n}}{a_{hn}^{(+)} + \frac{dI_{ha}^{(+)n}}{a_{hn}^{(-)}}}$$

for $n = 1, 2, ...$ (4.2-64)
As previously indicated, finite summations and a finite number of equations will be used to obtain an approximate solution. This truncation, however, must be accomplished in such a manner that a good unique approximation to the true solution is obtained. Since the $a^{(+)}$ terms for the source condition being considered are assumed to be known, the appropriately truncated form of Equations 61-66 may be used to determine all unknown "b" and "a\(^{-}\)" coefficients. Before proceeding, it should be noted that it is $b^{(+)}_{Ehk} + b^{(+)}_{Hhk} = b^{(+)}_{hk}$.

---

\[
\begin{align*}
\tau_{Em}^{(h)} &= \sum_{k} \lambda_{Em}^{(h)} b^{(+)}_{Eek} + \sum_{k} \lambda_{Em}^{(h)} b^{(+)}_{Ehk} = 0 ; m = 1,2,\ldots \quad (4.2-65A) \\

\tau_{Hm}^{(e)} &= \sum_{k} \lambda_{Hem}^{(e)} b^{(+)}_{Hek} + \sum_{k} \lambda_{Hem}^{(e)} b^{(+)}_{Hhm} = 0 ; m = 1,2,\ldots \quad (4.2-65B) \\

r_{Em}^{(h)} &= \sum_{k} \gamma_{Em}^{(h)} b^{(+)}_{Eek} + \sum_{k} \gamma_{Em}^{(h)} b^{(+)}_{Ehk} = 0 ; m = 1,2,\ldots \quad (4.2-66A) \\

r_{Hm}^{(e)} &= \sum_{k} \gamma_{Hem}^{(e)} b^{(+)}_{Hek} + \sum_{k} \gamma_{Hem}^{(e)} b^{(+)}_{Hhm} = 0 ; m = 1,2,\ldots \quad (4.2-66B) \\
\end{align*}
\]
and \( b_{\text{Ek}}(+) + b_{\text{Hek}}^{(+)} = b^{(+)} \) that must be determined. Thus, one can substitute \( b_{\text{Ek}}^{(+)} = b_{\text{hk}}^{(+)} - b_{\text{Hhk}}^{(+)} \) and \( b_{\text{Hek}}^{(+)} = b_{\text{Ek}}^{(+)} - b_{\text{Hhk}}^{(+)} \) to eliminate \( b_{\text{Ek}}^{(+)} \) and \( b_{\text{Hhk}}^{(+)} \) and solve directly for the desired \( b_{\text{Ek}}^{(+)} \) and \( b_{\text{Hhk}}^{(+)} \) quantities.

Once the coefficients have been determined, the Hertz potentials, and therefore the fields, may be determined for all values of \( u_a^3 \) to the left of the aperture from Equations 7A and 12A. For values of \( u_b^3 \) to the right of the aperture surface the Hertz potentials, and therefore the fields, may be determined by summing Equations 7B and 12C (or 7C and 12B) to respectively obtain

\[
\pi_{\text{hb}} = \frac{-k}{\pi_{\text{Ehb}}} + \frac{-k}{\pi_{\text{Hhb}}} \\
= \hat{\pi}_{\text{bl}} [b_{\text{Ek}}^{(+)} + b_{\text{Hhk}}^{(+)}] I_{\text{Ek}}^{(+)} k(u_b^3) \psi_{\text{hb}}(u_b^1, u_b^2) \\
= \hat{\pi}_{\text{bl}} b_{\text{hk}}^{(+)} I_{\text{hb}}^{(+)} k(u_b^3) \psi_{\text{hb}}(u_b^1, u_b^2) \quad (4.2-67)
\]

\[
\pi_{\text{eb}} = \frac{-k}{\pi_{\text{Ehb}}} + \frac{-k}{\pi_{\text{Heb}}} \\
= \hat{\pi}_{\text{bl}} [b_{\text{Ek}}^{(+)} + b_{\text{Hhk}}^{(+)}] I_{\text{eb}}^{(+)} k(u_b^3) \psi_{\text{eb}}(u_b^1, u_b^2) \\
= \hat{\pi}_{\text{bl}} b_{\text{ek}}^{(+)} I_{\text{eb}}^{(+)} k(u_b^3) \psi_{\text{eb}}(u_b^1, u_b^2) \quad (4.2-68)
\]
The previous discussion assumed a particular source and load condition. If the load were not matched, there would also be terms involving $b_{Eek}^{(-)}$, $b_{Ehk}^{(-)}$, $b_{Hek}^{(-)}$, and $b_{Hhk}^{(-)}$, and the load condition would relate the $b^{(-)}$ coefficients to the $b^{(+)0$ coefficients. Similarly, for the source condition specifying the resultant of incident and reflected fields, a set of equations relating the $a^{(+)}$ and $a^{(-)}$ coefficients would replace the source condition. If the previous procedures were followed with these new source and load conditions, enough equations to solve the problem would still result. However, the resulting equations would be more complicated algebraically. Instead of pursuing these more general source and load conditions for the general junction, the approach, in this case, will be illustrated in Section 4.4 by the case in which there is no coupling between E-modes and H-modes.

When possible, it is desirable to characterize the junction independent of the source and load conditions. Consider the case in which there is only one incident mode (say the first E-mode). Then Equations 61-66 may be divided by $a_{el}^{(+)}$. Upon noting that $a_{em}^{(+)}$ is zero for $m$ greater than one and $a_{hm}^{(+)}$ is zero for all $m$, it is seen that for this case Equations 61-66 can be used to determine the ratios of $\frac{a_{em}^{(-)}}{a_{el}^{(+)}}$, $\frac{a_{hm}^{(-)}}{a_{el}^{(+)}}$, $\frac{b_{ek}^{(+)0}}{a_{el}^{(+)}}$, and $\frac{b_{hk}^{(+)0}}{a_{el}^{(+)}}$. 
The first two ratios relate reflected to incident levels while the last two ratios relate transmitted to incident ratios.

From a practical point of view, engineers usually are interested in the effect that the junction has on propagating modes rather than the fields in the vicinity of the aperture surface. Thus, they usually consider two surfaces, one sufficiently to the right of the junction and one sufficiently to the left of the junction such that nonpropagating modes have attenuated to negligible amplitudes. Equations 7A, 12A, 67 and 68 may be used to "translate" the coefficients to the desired surfaces. For the example of one E-mode, the previous ratios evaluated on the left surface reduces to

\[
\begin{bmatrix}
\frac{a_{el}^{-}}{b_{el}^{+}} \\
\frac{a_{el}^{+}}{b_{el}^{-}}
\end{bmatrix} \equiv S_{1}^{1}
\]

and the ratio on the right surface reduces to

\[
\begin{bmatrix}
\frac{b_{el}^{+}}{a_{el}^{+}} \\
\frac{b_{el}^{-}}{a_{el}^{+}}
\end{bmatrix} \equiv S_{1}^{2}
\]

where

\[
a_{el}^{-} = a_{el}^{-} I_{a}^{(-)} u_{a}^{3}
\]

evaluated on the left surface

(4.2-69)

\[
a_{el}^{+} = a_{el}^{+} I_{a}^{(+)} u_{a}^{3}
\]

evaluated on the left surface

(4.2-70)
and \( b_{el}^{(+)'} = b_{el}^{(+)1} u_b^3 \) evaluated on the right surface

(4.2-71)

The process can now be repeated for an incident mode on the right side of the junction and the resulting ratios together with the previous two ratios define the scatter parameter, \( S_j^1 \), of a linear two part device. These scatter parameters define the junction properties as far as the one propagating mode is concerned. One advantage of introducing scatter parameters is that these parameters are often determinable experimentally.

When two modes can propagate on both sides of the junction, one may attempt to develop four port parameters by the previous procedures. To do this, the ratios of four problems are evaluated—one for each possible incident mode. A \( 4 \times 4 \) scatter matrix would result.

In order to reduce the number of scatter parameter ratios that are computed, one may take advantage of the fact that the junction is both reciprocal and lossless. Thus, the scatter matrix is both unitary and symmetric for the case being considered [27]. This simplification can be achieved for any number of propagating modes.
4.3 Specialized Junction Theory

This section discusses the procedures for the special cases in which it is possible to choose the Hertz vector potential to be in the same direction on both sides of the junction and there is no cross-coupling between E-modes and H-modes across the junction. This situation leads to a set of simplified junction equations that apply to a large number of problems. The applicable junction geometries can therefore be analyzed more conveniently by appropriately selecting the direction of the Hertz vector potential. Direction generalizations of the Hertz potential were referred to in Sections 3.2 and 3.3.

One situation in which it is advantageous to choose a different direction for the Hertz vector potential occurs when at least one of the two sets of boundary (or coordinate) surfaces at the junction between the nonuniform waveguide is sufficiently smooth. This situation is always true for uniform waveguides and for the class of nonuniform waveguides illustrated in Figure 4.3-1. (These junctions have smooth surfaces and in addition \( u_a^3 = u_b^3 \) = constant may be selected for the aperture surface.) The sufficiently smooth condition is also often satisfied by one-surface waveguide junctions and sectorial horn junctions (because one dimension is uniform).
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Coinciding constant $u^3_a$ and $u^3_b$ Junction Aperture Surfaces
It is usually advantageous to select the Hertz vector potential to be normal to the sufficiently smooth surfaces since, for this direction, there is no Hertz vector potential direction change at the junction when the coordinates are selected consistent with the procedure of Chapter 3. This situation will not be true, however, unless one set of coordinate surfaces are sufficiently smooth. It is seen from the above discussion that the technique of appropriately choosing the direction of the Hertz vector potential is applicable to a relatively large number of junctions.

In order for the field quantities, $\bar{E}$ and $\bar{H}$, to be expressible in terms of the Hertz potentials on either side of the junction for the case in which there is no coupling between generalized $E$ and generalized $H$ modes, the curl of the Hertz vector potentials of both regions must be the same (see Equations 2.2-2, 2.2-3, 2.2-4 and 2.2-5). Thus, in the junction region

$$\nabla \times \bar{\pi}_{ea} = \nabla \times \bar{\pi}_{eb}$$

(4.3-1)

$$\nabla \times \bar{\pi}_{ha} = \nabla \times \bar{\pi}_{hb}$$

(4.3-2)
where $\pi_{ea}$ ($\pi_{ha}$) is the totality of E-modes (H-modes) on the "a" side of the junction and $\pi_{eb}$ ($\pi_{hb}$) is the sum of E-modes (H-modes) on the "b" side of the junction.

From Equations 1 and 2 it follows that

$$\pi_{ea} = \pi_{eb} + V_f$$

(4.3-3)

$$\pi_{ha} = \pi_{hb} + V_f$$

(4.3-4)

However, since the Hertz vector potentials have been selected in the same direction, it follows that either $\nabla f_e$ ($\nabla f_h$) is zero or it is in the direction of the Hertz vectors. But if $\nabla f_e$ ($\nabla f_h$) is in the direction of the Hertz vector potential, it is not needed for direction correction. Also, noting that the Hertz potential is not unique, one can set $\nabla f_e$ and $\nabla f_h$ equal to zero. The resulting equations are

$$\pi_{ea} = \pi_{eb}$$

(4.3-5)

and

$$\pi_{ha} = \pi_{hb}$$

(4.3-6)

where $\pi_{ea}$, $\pi_{eb}$, $\pi_{ha}$, and $\pi_{hb}$ are the magnitudes of the corresponding Hertz vectors. As discussed in Section
4.2, this equation holds in a region. On the constant
aperture surface one may also require

$$\frac{\partial \pi_{ea}}{\partial u_a^3} = \frac{\partial \pi_{eb}}{\partial u_a^3}$$

(4.3-7)

and

$$\frac{\partial \pi_{ha}}{\partial u_a^3} = \frac{\partial \pi_{hb}}{\partial u_a^3}$$

(4.3-8)

Or equivalently

$$\nabla \pi_{ea} \cdot \hat{n} = \nabla \pi_{eb} \cdot \hat{n}$$

(4.3-9)

and

$$\nabla \pi_{ha} \cdot \hat{n} = \nabla \pi_{hb} \cdot \hat{n}$$

(4.3-10)

where \(\hat{n}\) is a unit vector normal to the aperture surface
\((u_a^3 = \text{constant})\). Actually, any directional derivative
that has a component that is normal to the aperture sur-
face (outward-going directional derivative) will suffice.
The normal direction, however, is usually the most convenient.

Alternatively, when the Hertz vector potential can be
chosen in the same direction on both sides of the junction
and there is no cross-coupling between E-modes and H-modes, then Equations 4.2-17 through 4.2-19, respectively, become:

\[
\sum_n \left[ a_{en}^{(+)} I_{ea}^{(+)} n + a_{en}^{(-)} I_{ea}^{(-)} n \right] \psi_{ea} = \sum_k b_{ek}^{(+)} I_{eb}^{(+)} k \psi_{eb} + \hat{i}_1 \cdot \nabla f_e \tag{4.3-11}
\]

\[
\hat{i}_2 \cdot \nabla f_e = 0 \tag{4.3-12}
\]

\[
\hat{i}_3 \cdot \nabla f_e = 0 \tag{4.3-13}
\]

As before, the \( \hat{i}_1 \) component of \( \nabla f_e \) may be selected equal to zero. Equation 11 (which is also a reduction of Equation 4.2-10) is then recognized to be the same as Equation 5 when there are only "outward-going" waves on side "b" of the junction (to this extent, Equation 5 is more general). A similar discussion holds for Equations 4.2-24 through 4.2-26 and 4.2-6. Thus, the theory of Section 4.2 reduces appropriately to the equations of the specialized junction theory.
4.4 Sectorial Wedge to Multimode Uniform Waveguide Junction

As an example, the junction between the sectorial wedge and uniform waveguide shown in Figure 4.4-1 will be considered. In this example, the \( y = \) constant surfaces are smooth for both regions. The Hertz vector potentials will be chosen normal to the \( y = \) constant surfaces (i.e., in the \( y \) direction).\(^5\) This choice permits the Hertz potential to be in the same direction on both sides of the aperture and therefore satisfies the simplified equations in Section 4.3.

Let region "a" be the uniform waveguide to the right of the junction and let region "b" be the sectional horn to the left of the junction\(^6\) with cartesian and cylindrical coordinates respectively being used. The junction aperture surface is at \( z = z_1 \) (or equivalently at \( r \cos \theta = z_1 \)). It will be supposed that more than one

---

\(^5\)This direction for the Hertz vector potential yields generalized E-modes and H-modes that are referred to as LSE-modes (Longitudal Section E-modes) and LSH-modes (Longitudal Section H-modes) respectively.

\(^6\)This was intentionally chosen opposite to the preceding sections to emphasize that the choice is arbitrary.
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mode is propagating and that only LSE modes are incident to the junction in region "b". As indicated subsequently, a more general load condition will be assumed. The procedures of Section 4.2 (in specialized form) will be followed. As before, equations are used to clarify procedures. An explicit detailed solution is not intended.

In a straightforward manner the methods of Chapter 3 can be used to show that the amplitude of the electric Hertz vector potential for region "b" is given by

$$\pi_{eb} = \sum_{p=1, m=0}^{\infty} \left\{ A_{pm} \left[ \sin \frac{p\pi \theta}{\theta_0} \cos \frac{m\pi y}{b} \left( H_{1}^{(2)} \left( k_r r \right) \right) \right] + B_{pm} \left[ \sin \frac{p\pi \theta}{\theta_0} \cos \frac{m\pi y}{b} \left( H_{2}^{(2)} \left( k_r r \right) \right) \right] \right\} \tag{4.4-1}$$

where

$$k_r = \sqrt{k_0^2 - \left( \frac{m\pi}{b} \right)^2} \tag{4.4-2}$$

$\theta_0$ is the angle of the sectorial wedge (see Figure 4.4-1)

$b$ is the height of the waveguide ($y$ - dimension)

$H^{(1)}$ and $H^{(2)}$ are Hankel functions of the first and second kind, respectively, both of order $\frac{p\pi}{\theta_0}$ and $r$ and $\theta$ are cylindrical coordinates which are related to cartesian coordinates by

---

7There is no coupling between LSE and LSH modes for this geometry. Superposition can be used if both mode types are present.

8These functions are defined in Section 3.4.
Since region "a" is described in terms of cartesian coordinates, it is convenient to express the Hertz potential for region "b" in terms of cartesian coordinates, namely

$$\pi_{eb} = \sum_{p=1}^{m=0} \left[ A_p^m \cos \frac{m\pi}{b} G_p^{(2)}(x,z) + D_p^m \cos \frac{m\pi}{b} G_p^{(1)}(x,z) \right]$$  \hspace{1cm} (4.4-5)

where

$$G_p^{(2)}(x,z) = \sin \left( \frac{p\pi}{\theta_0} \tan^{-1} \frac{x}{z} \right) \frac{H_{p}^{(2)}(k\sqrt{x^2+z^2})}{\theta_0}$$  \hspace{1cm} (4.4-6)

Note that since the Hankel functions are in general complex functions, it follows that $G_p^{(1)}(x,z)$ and $G_p^{(2)}(x,z)$ are also complex functions. Also observe that

$$\frac{\partial \pi_{eb}}{\partial z} = \sum_{p=1}^{m=0} \left[ A_p^m \cos \frac{m\pi}{b} F_p^{(2)}(x,z) + D_p^m \cos \frac{m\pi}{b} F_p^{(1)}(x,z) \right]$$  \hspace{1cm} (4.4-7)

where

$$F_p^{(1)}(x,z) = \frac{3}{2} \frac{\partial}{\partial z} [G_p^{(2)}(x,z)]$$  \hspace{1cm} (4.4-8)
By using the methods of Chapter 3, the Hertz vector potential for a point in region "a" can be shown to be

\[ \mathbf{\Pi_{ea}} = \hat{\mathbf{a}} y \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} B_{nm} \begin{bmatrix} \sin \frac{n\pi x}{a} \cos \frac{m\pi y}{b} e^{-k_{nm} z} \\ \sin \frac{n\pi x}{a} \cos \frac{m\pi y}{b} e^{-k_{nm} z} \end{bmatrix} + \sum_{r=1}^{\infty} \sum_{t=0}^{\infty} \Gamma_{nm} \begin{bmatrix} \sin \frac{\pi x}{a} \cos \frac{\pi y}{b} e^{k_{rt} z} \\ \sin \frac{\pi x}{a} \cos \frac{\pi y}{b} e^{k_{rt} z} \end{bmatrix} \] (4.4-9)

where \( n, m, r, \) and \( t \) are integer indices, \( a \) is the width (x-dimension) of the waveguide, and

\[ k_{nm} = k_{znm} = \sqrt{\left(\frac{n}{a}\right)^2 + \left(\frac{m}{b}\right)^2 - k_0^2} \] (4.4-10)

It is purely imaginary (and positive) for propagating modes and positive real for nonpropagating modes and

\[ \Gamma_{nm} \equiv \begin{bmatrix} \text{complex amplitude returning from load in the \( (r,t) \) mode evaluated at the position} \\
\text{complex amplitude incident at the load in the \( (n,m) \) mode evaluated at the position} \end{bmatrix} \] (4.4-11)

\(^9\text{Note the more general load condition.}\)
For the uniform output waveguide it is related to the quantities at the load (or next junction) by\textsuperscript{10}

\[ r_{nm}^{rt}(z) = r_{nm}^{rt}(z_L) e^{-k_{rt}d} \]  

(4.4-12)

where \( d = z_L - z \) is the distance in front of the load and \( z_L \) is the location of the load. This implies that the amplitude of this factor is a constant as a function of position for propagating modes and decays exponentially for nonpropagating modes. The quantity, \( r_{nm}^{rt} \), in Equation 9 accounts for conversion between modes that may occur at the load. For example, if the load being considered is the input to another junction then cross-coupling between modes may occur. If the load is far from the junction under analysis, then only propagating modes need be considered to be reflected from the load and \( r_{nm}^{rt} \) can be considered to be zero for all nonpropagating reflected modes. In many loads cross-coupling terms are not generated. For this case

\[ r_{nm}^{rt} = \delta_{n}^{r} \delta_{m}^{t} r_{nm} \]  

(4.4-13)

where

\[ \delta_{i}^{j} = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases} \]

is the Kronecker delta

\textsuperscript{10}This equation follows directly from uniform transmission line theory.
and \( \Gamma_{nm} \) is the reflection coefficient of the \((n, m)\) mode. When \( \Gamma_{nm} \) is zero for all modes, then there is no reflection. (This is the case in Section 4.2).

In order to satisfy the junction conditions of Section 4.3, the partial derivative of Equation 9 is taken. Thus,

\[
\frac{\partial \pi_{ea}}{\partial z} = \sum_{n=1}^{\infty} b_{nm} \left[ \sum_{t=0}^{\infty} \Gamma_{nm} \sin \frac{n\pi x}{a} \cos \frac{m\pi y}{b} e^{-k_{nm}z} \right] + \sum_{t=0}^{\infty} \Gamma_{rt} \sin \frac{r\pi x}{a} \cos \frac{t\pi y}{b} e^{k_{rt}z}
\]

As indicated in Section 4.3, the junction conditions for this example are

\[
\pi_{ea} = \pi_{eb} \text{ for } z = z_1 \quad (4.4-15)
\]

\[
\left. \frac{\partial \pi_{ea}}{\partial z} \right|_{z=z_1} = \left. \frac{\partial \pi_{eb}}{\partial z} \right|_{z=z_1} \quad (4.4-16)
\]

From Equations (15), (5), and (9), one obtains (after interchanging summation orders)
\[
\sum_{m=0}^{p} \left[ A^{pm} \cos \frac{\text{mny}}{b} G^{(2)}_p(x,z_1) + D^{pm} \cos \frac{\text{mny}}{b} G^{(1)}_p(x,z_1) \right] = \\
= \sum_{m=0}^{p} B^{nm} \left[ \sin \frac{\text{npx}}{a} \cos \frac{\text{mny}}{b} e^{-k \text{nm} z_1} + \sum_{k=0}^{m} \sum_{r=1}^{t=0} \frac{r^{rt}}{n^{rt}} \sin \frac{\text{npx}}{a} \cos \frac{\text{tmy}}{b} e^{k \text{rt} z_1} \right] \\
= \sum_{m=0}^{p} B^{nm} \sin \frac{\text{npx}}{a} \cos \frac{\text{mny}}{b} e^{-k \text{nm} z_1} + \sum_{t=0}^{m} \sum_{r=1}^{r=1} \frac{r^{rt}}{n^{rt}} \sin \frac{\text{npx}}{a} \cos \frac{\text{tmy}}{b} e^{k \text{rt} z_1} \\
(4.4-17)
\]

Interchanging dummy indices \(r\) with \(n\) and \(t\) with \(m\) in the second term and recombining, one obtains after re-writing

\[
\sum_{m=0}^{p} \left\{ \cos \frac{\text{mny}}{b} \left[ A^{pm} G^{(2)}_p(x,z_1) + D^{pm} G^{(1)}_p(x,z_1) \right] \right\} = \\
= \sum_{m=0}^{p} \cos \frac{\text{mny}}{b} \sin \frac{\text{npx}}{a} \left[ B^{nm} e^{-k \text{nm} z_1} + \sum_{t=0}^{m} \sum_{r=1}^{r=1} \frac{r^{rt}}{n^{rt}} e^{k \text{rt} z_1} \right] \\
(4.4=18)
\]

By either using the orthogonality of cosine functions or simply noting that Equation 18 holds for all values of \(y\) in the interval \([0, b]\), it follows that
\[ \sum_{p=1}^{\infty} \left[ A_{p}^{m} G_{1}^{(2)}(x,z_{1}) + D_{p}^{m} G_{1}^{(1)}(x,z_{1}) \right] = \sum_{p=1}^{\infty} \left[ \sum_{nm} e^{-k_{nm}z_{1}} + \sum_{rt} e^{r_{nm}e^{k_{nm}z_{1}}} \right] \sin \frac{n\pi x}{a} \quad (4.4-19) \]

for \( m = 0, 1, 2, \ldots \)

Observe that at the junction \( z = z_{1} \), the functions \( G_{p}^{(2)}(x,z_{1}) \) depend only on \( x \) and that this function is defined on the junction plane within the waveguide. These functions can be completed as a periodic function in all space whose values coincide with this function within the waveguide aperture. Because of the "sin" function dependence that resulted from the boundary conditions, \( G_{p}^{(2)}(x,z_{1}) \) will be completed as odd functions of \( x \) and expanded as a Fourier series of the form

\[ G_{p}^{(2)}(x,z_{1}) = \sum_{n=1}^{\infty} \lambda_{np}^{(2)} \sin \frac{n\pi x}{a} \quad (4.4-20) \]

where \( \lambda_{np}^{(2)} \) and \( \lambda_{np}^{(1)} \) are known complex Fourier sin series coefficients. After substituting Equation 20 into Equation 19 one obtains

\[ \sum_{n=1}^{\infty} \left( A_{p}^{m} \lambda_{np}^{(2)} + D_{p}^{m} \lambda_{np}^{(1)} \right) \sin \frac{n\pi x}{a} = \]

\[ = \sum_{n=1}^{\infty} \left[ \sum_{p=1}^{\infty} e^{-k_{nm}z_{1}} + \sum_{rt} e^{r_{nm}e^{k_{nm}z_{1}}} \right] \sin \frac{n\pi x}{a} \quad (4.4-21) \]

for \( m = 0, 1, 2, \ldots \)
Again using orthogonality of sinusoids, it follows that

$$\sum_{p=1}^{\lambda^{(2)}_{np} A^{pm} + \lambda^{(1)}_{np} b^{pm} } =$$

$$= e^{-k_{nm} z_1} b_{nm} + \sum_{t=0}^{\infty} \sum_{r=1}^{\Gamma_{nm} e^{-k_{nm} z_1} b_{rt} }$$

for $$m = 0, 1, 2, 3, \ldots$$

$$n = 1, 2, 3, \ldots$$  \hspace{1cm} (4.4-22)

The junction condition of Equation 16 is now applied to Equations 7 and 14 to obtain

$$\sum_{p=1}^{\Sigma} \left[ A^{pm} \cos \frac{m \pi y}{b} F_p^{(2)} (x, z_1) + b^{pm} \cos \frac{m \pi y}{b} F_p^{(1)} (x, z_1) \right]$$

$$= \sum_{m=0}^{\Sigma} b_{nm}^{-} e^{-k_{nm} z_1}$$

$$= \left\{ -k_{nm} \sin \frac{n \pi x}{a} \cos \frac{m \pi y}{b} e^{-k_{nm} z_1} \right\}$$

$$+ \sum_{t=0}^{\infty} \sum_{r=1}^{\Gamma_{nm} e^{-k_{nm} z_1} b_{rt} }$$

$$r_{t=0}^{\infty} k_{rt} \sin \frac{r \pi x}{a} \cos \frac{t \pi y}{b} e^{k_{rt} z_1}$$

$$\text{(4.4-23)}$$

Observe that the same expression can be obtained from Equation 17 by making the substitutions

$$G_p^{(2)} (x, z_1) + F_p^{(1)} (x, z_1)$$

$$e^{-k_{nm} z_1} + e^{-k_{nm} z_1}$$

$$k_{rt} z_1 + k_{rt} z_1$$

$$e^{k_{rt} z_1} + k_{rt} e^{k_{rt} z_1}$$

$$\text{(4.4-24A)}$$

$$\text{(4.4-24B)}$$

$$\text{(4.4-24C)}$$
Thus, following the previous steps the equation corresponding to Equation 19 should be

$$\sum_{p=1}^{\Lambda_{pm}} f_p^{(2)}(x,z_1) + \sum_{p=1}^{\Delta_{pm}} f_p^{(1)} =$$

$$= \sum_{n=1}^{k_{nm}} e^{-k_{nm}} \sum_{r=1}^{n_{nm}} B_{rt} e^{k_{nm} z_1} \sin \frac{n_{nm} x}{a}$$

for \( m = 0, 1, 2, \ldots \) (4.4-25)

Similarly after making the expansion

$$f_p^{(2)}(x,z_1) = \sum_{n=1}^{\delta_{np}} \delta_{np} \sin \frac{n_{nm} x}{a}$$

one obtains

$$\sum_{n=1}^{(2)\Lambda_{np}} + \sum_{n=1}^{(1)\Delta_{np}} \sum_{p=1}^{B_{pm}} =$$

$$= (-k_{nm} e^{-k_{nm} z_1}) B_{nm} + \sum_{r=1}^{n_{nm}} \sum_{r=0}^{\Gamma_{rt}} k_{nm} e^{k_{nm} z_1} B_{rt}$$

for \( m = 0, 1, 2, \ldots \) \( n = 1, 2, \ldots \) (4.4-27)

For simplicity, let

$$\alpha_{rt} = e^{-k_{nm} z_1} \delta_{r} \delta_{k} + \Gamma_{rt} e^{k_{nm} z_1}$$

(4.4-28)
and let

\[ \sigma_{rt}^{nm} = -k_{nm}^{z} \delta_r^{n} \delta_k^{m} + k_{nm}^{r} \delta_r^{n} \delta_t^{m} \]

(4.4-29)

where \( \delta_r^{n} \) and \( \delta_t^{m} \) are Kronecker deltas. Then, after simplification, Equations 22 and 27 can be respectively rewritten as

\[ \sum_{n} \lambda^{(2)}_{np} A^{pm} + \sum_{n} \lambda^{(1)}_{np} D^{pm} = \sum_{m} \alpha_{rt}^{nm} B^{rt} \]

(4.4-30)

\[ \sum_{n} \gamma^{(2)}_{np} A^{pm} + \sum_{n} \gamma^{(1)}_{np} B^{pm} = \sum_{m} \alpha_{rt}^{nm} B^{rt} \]

(4.4-31)

Although, in principle, infinite sums are required to be rigorous in Equations 30 and 31, in practice a finite sum and a finite set of equations can be used. Moreover, with digital computer computation, core size, truncation errors, and round-off errors set an upper limit on the number of terms that can be carried.

At this point in the discussion it is necessary to use physical conditions in order to arrive at a meaningful truncation of the infinite sets of equations. Based
on the work presented in Harrington [14] and the curves in Figure 3.4-2, the "gradual radius of mode cutoff" occurs approximately where the sectorial horn width is the same as the corresponding uniform waveguide at cutoff. It will therefore be assumed that the number of modes that are considered on the left side of the junction is the same as the number of modes considered on the right side of the junction. Reviewing the roles of the various subscripts one further assumes that the upper values of \( r, p, \) and \( n \) should be the same (say \( N \)) and the value required for \( t \) should be the same as the upper value required for \( m \) (say \( M \)). Note that for the usual dimensions, \( M \leq N \). Thus, Equations 30 and 31 can be written as

\[
\sum_{p=1}^{N} \lambda_p^{(2)} A_p^m + \sum_{p=1}^{N} \lambda_p^{(1)} B_p^m = \sum_{r=0}^{M} \sum_{t=1}^{N} \alpha_{rt}^{nm} B_t^r \quad (4.4-30A)
\]

\[
\sum_{p=1}^{N} \gamma_p^{(2)} A_p^m + \sum_{p=1}^{N} \gamma_p^{(1)} B_p^m = \sum_{r=0}^{M} \sum_{t=1}^{N} \delta_{rt}^{nm} B_t^r \quad (4.4-31A)
\]

In principle, set of Equations 30A have \( N(M+1) \) unknown \( B \)'s in \( N(M+1) \) equations. One can therefore use Equations 30A to solve for the \( B \)'s in terms of the \( A \)'s and \( D \)'s.
Upon substituting these expressions for the B's into Equation 31A the resulting \(N(M+1)\) set of equations can be used to solve for the A's in terms of the D's and then, after dividing each equation through by the \(A^\text{pm}\)'s, one can solve the resulting set of equations for the \((D^\text{pn}/A^\text{qs})\) ratios. These ratios are interpreted as the reflection coefficients looking at the junction. In a similar manner the junction transmission coefficient ratios can be obtained by first eliminating the D's and ultimately solving for the \((B^\text{rt}/A^\text{qs})\) ratios.

An alternate to the previous procedure for evaluating the transmission and reflection coefficient ratios, however, will be followed. The aim of this alternate procedure is to organize the calculations by using matrices. Toward this end, the following matrices are defined:

\[
\lambda^{(1)} = \begin{vmatrix} \lambda^{(1)}_{np} \end{vmatrix} \quad (4.4-32A)
\]

\[
\lambda^{(2)} = \begin{vmatrix} \lambda^{(2)}_{np} \end{vmatrix} \quad (4.4-32B)
\]

\[
\alpha = \begin{vmatrix} \alpha_{nm} \end{vmatrix} \quad (4.4-32C)
\]

\[
\varphi^{(1)} = \begin{vmatrix} \varphi^{(1)}_{np} \end{vmatrix} \quad (4.4-32D)
\]
Note that many terms in some matrices (such as $A^{(2)}$) are identical since the element values are the same for all values of $m$.

After substitution of the matrices into Equations 30A and 31A, the resulting equations are

\[ \lambda^{(2)} A + \lambda^{(d)} D = \alpha B \]  
\[ \gamma^{(2)} A + \gamma^{(d)} D = \sigma B \]
It is observed from the definition of the elements in Equations 28 and 29 that if an element in the $\alpha$ matrix is zero, then the corresponding element in the $\sigma$ matrix cannot be zero. With multimode interaction, however, the same cannot be said about the corresponding matrices.

Upon eliminating matrix $B$ from the above matrix equations and solving for matrix $\mathbf{A}$, one obtains:

$$\mathbf{A} = \mathbf{N} \mathbf{D}$$

(4.4-35)

where matrix $\mathbf{N}$ is given by one of the following equivalent matrix expressions.

$$\mathbf{N} = \left[ \alpha^{-1} \lambda^{(2)} - \sigma^{-1} \delta^{(2)} \right]' \left[ \sigma^{-1} \lambda^{(1)} - \alpha^{-1} \lambda^{(1)} \right]$$

$$= \left[ \lambda^{(2)} - \alpha \sigma^{-1} \delta^{(2)} \right]' \left[ \alpha \sigma^{-1} \lambda^{(1)} - \lambda^{(1)} \right]$$

$$= \left[ \sigma \alpha^{-1} \lambda^{(2)} - \delta^{(2)} \right]' \left[ \lambda^{(1)} - \sigma \alpha^{-1} \lambda^{(1)} \right]$$

(4.4-36)

When some of the matrices involved are singular, the choice of which expression to use in Equation 36 is not arbitrary since the inverse of a singular matrix is not defined.

The case in which matrix $\mathbf{N}$ cannot be determined from at
least one of the expressions in Equation 36 is not considered. It is also presumed that matrix $\mathbf{N}$ is nonsingular.

For notational convenience, the modes will henceforth be designated by one integer instead of two. Thus, the $(r, t)$ mode for specified values of $r$ and $t$ are referred to as the $L^{th}$ mode where $L$ is an integer that, in effect, orders the modes.

Before proceeding, recall that the elements of matrix $\mathbf{A}$, $A^{pm}$, correspond to the amplitudes of the incident energy $(p, m)$ modes. In terms of the new notation, these are referred to as elements $A^L$. Matrix $\mathbf{A}$ is therefore a column vector of incident modes. The elements of matrix $\mathbf{D}$, $D^{pm}$ (or $D^k$ where $k$ is an integer index) correspond to the amplitudes of reflected energy $(p, m)$ modes. It is a column vector of reflected modes. In Section 4.2, it was presumed that the source condition gave the amplitudes of $A^{pm}(A^L)$. For this case, Equation 35 may be used to directly solve for the reflected, $D^{pm}(D^k)$ coefficients. A more general source condition provides an independent relationship between incident $A^{pm}$ and reflected $D^{pm}$ coefficients (for example, $(\mathbf{A} + \mathbf{D})$ may be known). This additional relationship plus Equation 35 then permits one to solve for both the incident and reflected coefficients.
It is again presumed that singular matrices do not result. Once the $A$ and $D$ matrices have been evaluated, the matrix of transmitted energy modes, $B$, may be determined from matrix Equation 33 or 34.

The preceding paragraph indicated the situation with one junction. (With multiple junctions, it also holds for the junction closest to the source.) In the cascade approximation, it is desired to compute the ratios, $R_{nm}^{rt}$, defined by

$$R_{nm}^{rt} = \frac{d_{nm}^{rt}}{A_{nm}}$$

(4.4-37)

where integers ("r" and "t") and ("n" and "m") refer to the $(r, t)$ and $(n, m)$ modes, respectively, and $d_{nm}^{rt}$ is the reflected $(r, t)$ mode amplitude due to an incident $(n, m)$ mode. Assuming that superposition of modes holds, it follows from the definition that

$$D_{nm}^{rt} = \sum_{n,m} d_{nm}^{rt} = \sum_{n,m} R_{nm}^{rt} A_{nm}$$

(4.4-38)

The similarity between this ratio and the definition of the $G_{nm}^{rt}$ ratio in Equation 11 should be apparent. In fact, when the $R^n$ ratios are "transferred" to the next junction closest to the input, it serves as the $G^n$ ratios in this
junction analysis. The method for transferring these ratios will be considered subsequently. In terms of the new notation, Equation 38 becomes

\[ D^k = \sum_L d^k_L = \sum_L R^k_L A^L \]  \hspace{1cm} (4.4-38A)

where \( L \) is also an integer index and from Equation 37

\[ R^k_L = \frac{d^k_L}{A^L} \]  \hspace{1cm} (4.4-37A)

Refer now to Equation 35 and decompose matrix vector \( \mathcal{A} \) into a set of \( N \) matrix vectors \( \mathcal{A}^k \) for \( k = 1, 2, \ldots, N \) such that \( \mathcal{A}^k \) is obtained from \( \mathcal{A} \) by setting all but the \( k^\text{th} \) element equal to zero. From this definition it follows that

\[ \mathcal{A} = \sum_{k=1}^{N} \mathcal{A}^k \]  \hspace{1cm} (4.4-39)

Furthermore, let \( \mathcal{D}^k \) be defined by

\[ \mathcal{D}^k = \mathcal{N}^{-1} \mathcal{A}^k \]  \hspace{1cm} (4.4-40)

The \( L^\text{th} \) element of column vector \( \mathcal{D}^k, d^k_L \), are used in the definition of \( R^k_L \) given by Equation 37A and therefore \( R^k_L \) may be determined.
The procedure for transferring the "R" ratios to a new location in region "b" and thereby determine the "Γ" ratios for the next junction will now be indicated. From Equations 1 and 38 it follows that

$$\pi_{eb} = \sum_{p=1}^{\infty} \left[ \sum_{m=0}^{\infty} A_{pm}^m \frac{H^{(2)}(k_pr)}{\theta_o} + \sum_{i=1}^{\infty} \sum_{j=0}^{\infty} A_{ij}^m \frac{H^{(1)}(k_pr)}{\theta_o} \right] \sin \frac{p\pi}{\theta_o} \cos \frac{m\eta}{b}$$

(4.4-41)

When the value of r at the next junction to be analyzed is put into this equation, it is seen that Equation 41 replaces Equation 9 for this new junction analysis. One also sees that the "R's" are now the "Γ's" for this junction analysis.

4.5 **Summary and Conclusions**

This chapter studied the junction between nonuniform waveguides and suggested that some nonuniform waveguides that cannot be conveniently analyzed by the methods of Chapter 3 can be approximated by a cascade of nonuniform waveguides such that each waveguide section satisfies the necessary constraints. The propagation behavior of the entire nonuniform waveguide can be comprehended by
joining the individual waveguide sections. This cascaded nonuniform waveguide approximation allows large and rapid boundary variations to be considered. In this approximation the study of the junction between nonuniform waveguides is important because the nature of the coupling between the various waveguide modes lies in an understanding of the waveguide junction analysis. A junction, as defined in this dissertation, is the joining of two different coordinate systems. It may (or may not) have an associated edge in the waveguide wall.

The major complication in using the Hertz vector potential to analyze the junction between nonuniform waveguides is that to be consistent with the formulation of Chapter 3, the Hertz vector potential is usually chosen to be in a different orientation on both sides of the nonuniform waveguide junction. This direction change is a consequence of the different coordinates that are used on both sides of the junction in order to facilitate satisfying the waveguide wall boundary considerations. Furthermore, the general multi-mode nonuniform waveguide junction is complicated by cross coupling between E-modes and H-modes. For the cascaded nonuniform waveguide situation being considered, however, the waveguide walls are either smooth or almost smooth and therefore the effects of edge discontinuities at the junction are assumed to be small.
It is therefore assumed that the electric and magnetic field intensities expressed on both sides of the junction can be equated in the junction region. This condition further assumes that in the junction region the modal expansions of the fields on both sides of the junction either form a complete set in the junction region or that the missing terms are negligibly small. In addition, it has been assumed that the coordinate transformation relating the coordinates on the right side of the junction to the coordinates on the left side of the junction is one-to-one and continuous.

The procedure for analyzing a junction of the type being considered is to express the fields in terms of the modes and coordinates on both sides of the junction. The modes on the right side of the junction are then presumed to be expressible in terms of the coordinates and modes on the left side of the junction. These results should be equal to the expansion on the left side of the junction. As a convenient artifice, the modes on the right side of the junction were subdivided into a constituent that is related to the totality of E-modes on the left side of the junction and a constituent that is related to the totality of \( n \)-modes on the left side of the junction. The resulting complicated equations hold in the junction region. On the junction aperture surface these equations and outward going
directional derivatives of these equations can, in principal, be used to solve the junction problem. By solving for ratios, it is usually possible to characterize the junction independent of the source and load conditions.

From a practical point of view, engineers usually are interested in the effect that the junction has on propagating modes rather than the fields in the vicinity of the aperture surface. Thus, they usually consider two surfaces, one sufficiently to the right of the junction and one sufficiently to the left of the junction such that nonpropagating modes to have attenuated to negligible amplitudes. By using the transmission line equation for each region for each of the propagating input and output modes, the scatter parameters for the region involved may be determined. For M input propagating modes and N output propagating modes, an \((M + N)\) order scatter parameter matrix results. One advantage of introducing scatter parameters is that these parameters can often be determined experimentally.

For the special case in which one can choose the Hertz vector potentials to be in the same direction on both sides of the junction and there is no cross coupling between E-modes and H-modes, the more complicated junction aperture process yields equations that reduce to
\[ \pi_{ea} = \pi_{eb} \]  
(4.5-1)

\[ \frac{\partial \pi_{ea}}{\partial u_a^3} = \frac{\partial \pi_{eb}}{\partial u_a^3} \]  
(4.5-2)

\[ \pi_{ha} = \pi_{hb} \]  
(4.5-3)

\[ \frac{\partial \pi_{ha}}{\partial u_a^3} = \frac{\partial \pi_{eb}}{\partial u_a^3} \]  
(4.5-4)

This specialization can usually be achieved for the broad class of cases in which one of the coordinate surfaces are sufficiently smooth across the waveguide junction by choosing the Hertz vector to be normal to this surface. The junction between uniform waveguides and sectorial wedges are illustrative of the above specialization. The sectorial wedge to uniform waveguide junction was used to illustrate the details of "transferring" model constants across the junction.
A nonuniform waveguide is initially analyzed in terms of non-orthogonal generalized coordinates utilizing the Hertz vector potentials and the Riemann metric tensor. When the Hertz potential is expressible as a function of the propagation coordinate, $u^3$, times a function of the transverse ($u^1, u^2$) coordinates (partial separation), then the nonuniform waveguide can be represented by transverse equations and a set of uncoupled nonuniform transmission lines. Propagation is studied along the $u^3$ coordinate by means of the resulting uncoupled nonuniform transmission lines.$^1$ The desired partial separation is achieved with coordinates that facilitate satisfying the boundary conditions when the conditions summarized in Table 5-1$^2$ are satisfied. It was demonstrated that these constraints provide guidelines for deducing a useful coordinate system to describe the nonuniform waveguide. In terms of the resulting coordinate system the nonuniform waveguide may be described by transverse equations and a set of uncoupled transmission lines.

$^1$Appendix A reviews the current nonuniform transmission line theory.

$^2$This table is identical to Table 3.4-1.
Table 5-1

Sufficient Conditions to Factor
Out the $u^3$ Dependence $\frac{1}{\pi} (u^1, u^2, u^3) = \psi (u^1, u^2) \Gamma (u^3) \]

1. $u^1$ or $u^2$ are constants on the waveguide walls.

2. Propagation coordinate, $u^3$, is orthogonal to both transverse coordinates (the transverse coordinates need not be orthogonal to each other).

3. The $g^{33}$ metric coefficient is independent of $u^1$ and $u^2$.
   For convenience, one usually tries to select $g^{33} = 1$.

4. The logarithmic derivative of the determinant of the metric coefficients depends only upon the propagation coordinate.
   It is equal to the logarithmic derivative of the transverse surface area when $g^{33} = 1$.

5. The coordinate surfaces are one-to-one continuous differentiable functions of cartesian coordinates.

6. The transverse Laplacian, $\nabla_t^2$, may be expressed in one of two general forms.

A. $\nabla_t^2 = \xi_1 (u^3) L_1$ where $L_1$ is an operator that is independent of $u^3$. In this case $\psi_n (u^1, u^2)$ must satisfy the eigenvalue equation $L_1 \psi_n + \gamma_{ln}^2 \psi_n = 0$ where $(- \gamma_{ln}^2)$ are the eigenvalues to be determined. The corresponding $u^3$ equation for $l_n (u^3)$ is

$$I_n'' + \frac{f_3 (u^3)}{f_2 (u^3)} I_n' + \kappa_n^2 - \xi_1 (u^3) \gamma_{ln}^2 I_n = 0$$
Table 5-1 (continued)

6. B. $\psi_t^2 = \xi_1(u^3) L_1 + \xi_2(u^3) L_2$ where $L_1$ and $L_2$ are operators that are independent of $u^3$. In this case, $\psi_n(u^1, u^2)$ must simultaneously satisfy eigenvalue equations

$$L_1 \psi_n + \gamma_{2n}^2 \psi_n = 0$$

$$L_2 \psi_n + \gamma_{1n}^2 \psi_n = 0$$

where $(- \gamma_{1n}^2)$ and $(- \gamma_{2n}^2)$ are the eigenvalues to be determined. When this is achieved, the corresponding $u^3$ equation for $I_n(u^3)$ is

$$I''_n + \frac{f_3(u^3)}{f_2(u^3)} I'_n + \kappa_o^2 - \xi_1(u^3) \gamma_{1n}^2 - \xi_2(u^3) \gamma_{2n}^2 I_n = 0$$
nonuniform transmission lines and thereby enables nonuniform transmission line theory to be applied to the study of nonuniform waveguides. These guidelines are also significant because, in general, one does not know what coordinates to choose. Furthermore, when the $g^{33}$ component of the metric tensor is unity, terms in the nonuniform transmission line differential equation and nonuniform transmission line parameters such as characteristic impedance, and the per length admittance and impedance are related to the logarithmic derivative of the transverse surface area. All results reduce to those of the uniform waveguide as a special case.

When the above constraints cannot be satisfied it is often possible to approximate the overall nonuniform waveguide by a cascade of nonuniform waveguides such that each waveguide section satisfies the required constraints. This led to a study of the junction between nonuniform waveguides. The general junction analysis is valid for both multimode and single mode situations. In addition, the theory allows cross-coupling between E-modes and H-modes to occur at the junction. The specialization of the general junction theory to the analysis of junctions which can be solved by choosing the Hertz vector potential to be in the same direction on both sides of the junction, was also considered and illus-
strated. It was also noted that the appropriate waveguide wall boundary conditions depend upon the direction of the Hertz vector potential.
CHAPTER 6

SUGGESTIONS FOR FURTHER INVESTIGATION

Areas for future investigation follow directly from removing or relaxing constraints and assumptions that have been imposed. Thus, for future investigation one may also consider the presence of inhomogenous dielectrics, media losses, and/or waveguide wall losses. One can also attempt to extend the results to open structured nonuniform waveguides, dielectric nonuniform waveguides, slow wave nonuniform waveguide structures and/or leaky wave structures. In addition, the case in which the waveguide boundary is described by more than two sets of surfaces can be considered.¹

Another promising area is to investigate the effect on the solution of small perturbations in the constraints. Such results may justify using the results of Chapter 3 even when the required conditions are only approximately true.

As far as junctions are concerned, the theory presented in this dissertation may be viewed as a stepping stone towards the analysis of more complicated junctions. This

¹The author has initiated further work in this area and initial results are encouraging.
theory would benefit greatly from a further study of the case in which the modes on both sides of the junction do not have overlapping or tangential domains of definition. A study of conditions at the edge and with larger discontinuities would also be helpful. Furthermore, in the engineering analysis of junctions, the infinite sets of equations and variables are truncated to finite sets. In general, however, the specific finite selection is not clearly apparent and further investigation of the methods for choosing the truncated set is in order. This latter problem is already of current interest [22, 30, 54].

It would also be useful to obtain greater insight about which specific geometries are solvable by the techniques proposed in this dissertation. Towards this end, it will be useful to apply the theory to many examples. The examples presented in this dissertation used a $g^{33}$ metric coefficient of unity. These examples should also investigate non-unity values of this metric coefficient. Insight may also be gained by investigating the analytic properties of the solutions by function theoretic methods and by experimental measurements on various nonuniform waveguides and junctions. These studies may form the basis of nonuniform waveguide synthesis procedures.
APPENDIX
APPENDIX A

ANALYSIS OF NONUNIFORM TRANSMISSION LINES

A1. Introduction

One of the goals of Chapter 3 is to represent the non-uniform waveguide by a set of uncoupled nonuniform transmission lines. This appendix reviews the techniques for analyzing the nonuniform transmission lines that result.¹

Nonuniform transmission lines have many significant practical applications. T.E.M. wave nonuniform transmission lines finds application as a broadband matching device [13], directional coupler [51], and specialized filters [13] (especially the all-pass variety [58]). These devices find a great deal of application in microwave radar and communication systems. Waveguide types were discussed in Chapter 1.

The analysis techniques to be discussed are broadly classified as exact solution techniques and approximate solution techniques.

A2. Exact Solution Techniques

Exact solutions to the non-uniform transmission line are obtained either by direct solution (when the problem

¹Additional bibliography is indicated in reference [19].
is simple enough) or by means of transformations. This section will discuss these approaches. Only sinusoidal excitation is considered.

The problem is to solve

\[ \frac{\partial I}{\partial x} = -y(x)V \]  \hspace{1cm} (A-1)

and

\[ \frac{\partial V}{\partial x} = -z(x)I \]  \hspace{1cm} (A-2)

where \( V = V(x) \) and \( I = I(x) \) are the steady state sinusoidal phasor voltage and current, respectively, along the transmission line; \( z(x) \) and \( y(x) \) are the series impedance per length and shunt admittance per length, respectively, along the transmission line, and \( x \) is the distance measured along the line. Equations 1 and 2 can be written in terms of current or voltage alone by differentiating one equation with respect to \( x \) and substituting the value of the first derivative from the other equation. When this is done, it results that

\[ V'' = \frac{z'}{z} V' + yzV \]  \hspace{1cm} (A-3)

and

\[ I'' = \frac{y'}{y} I' + yzI \]  \hspace{1cm} (A-4)
where primes denote differentiation with respect to position, \( x \). These equations are often rewritten as

\[ V = (\ln z)' V' + yzV \quad (A-5) \]
\[ I = (\ln y)' I' + yzI \quad (A-6) \]

One observes that for a lossless transmission line, the admittance per length becomes the capacity per length and that the impedance per length becomes the inductance per length.

With this as background, consider the exponential line \([13, 57]\) defined such that the impedance and admittance per length are given by

\[ z(x) = z_1 e^{ax} \quad (A-7) \]
\[ y(x) = y_1 e^{-ax} \quad (A-8) \]

where the constant, \( a \), (or its negative) is called the "flare" constant of the line and \( z_1 \) and \( y_1 \) are constants. One observes that for this specific variation, Equation 3 (or 5) and Equation 4 (or 6) become

\[ V'' = aV' + z_1 y_1 V \quad (A-9) \]
and

\[ I'' = -aI' + z_1 y_1 I \quad (A-10) \]

respectively. Since these are constant coefficient equations, the problem is readily solvable.

If Equations 7 and 8 are substituted into Equations 1 and 2, one obtains

\[ \frac{\partial I}{\partial x} = -y_1 e^{-ax} V \quad (A-11) \]

\[ \frac{\partial V}{\partial x} = -z_1 e^{ax} I \quad (A-12) \]

These equations are often used as an alternate definition of the exponential line. Also note that the characteristic impedance (and admittance) also varies exponentially since

\[ Z_o(x) = \sqrt{\frac{z_0}{y_0(x)}} = \sqrt{\frac{z_1 e^{ax}}{y_1 e^{-ax}}} = \sqrt{\frac{z_1}{y_1}} = \frac{l}{y_0(x)} \]

\[ (A-13) \]

In a similar manner, some other types of variations are observed to yield differential equations that are directly solvable. One such nonuniform transmission line is the Bessel line defined by
where \( z_1, y_1, \alpha \) and \( \beta \) are constants.

Recently, Berger [5] succeeded in extending any of the solved problems into a whole set of solved problems by means of transformation of variables. He observed that if a nonuniform transmission line that is characterized by

\[
\begin{align*}
z &= A(x) \\
y &= B(x)
\end{align*}
\]

(A-16)

has a solution

\[
V(x) = K_1 V_1(x) + K_2 V_2(x)
\]

(A-17)

where \( V_1(x) \) and \( V_2(x) \) are linearly independent functions and \( K_1 \) and \( K_2 \) are constants, then the problem

\[
\begin{align*}
z &= f'(x) A [f(x)] \\
y &= f'(x) B [f(x)]
\end{align*}
\]

(A-18)

where \( f(x) \) is an arbitrary differentiable function, has a solution

\[
V(x) = K_1 V_1(f(x)) + K_2 V_2(f(x))
\]

(A-19)
For example the uniform transmission line

\[ V' = -z_1 I \quad ; \quad I' = -y_1 V \]  \hspace{1cm} (A-20)

has a solution

\[ V(x) = K_1 e^{\sqrt{z_1 y_1} x} + K_2 e^{-\sqrt{z_1 y_1} x} \]  \hspace{1cm} (A-21)

The solution to the more general problem

\[ V' = -z_2 f'(x) \quad ; \quad I' = -y_2 f'(x) \]  \hspace{1cm} (A-22)

(where \( f(x) \) is relatively arbitrary and \( z_2 \) and \( y_2 \) are constants) is seen by Equations 19 and 21 to be

\[ V(x) = K_1 e^{\sqrt{z_2 y_2 f(x)}} + K_2 e^{-\sqrt{z_2 y_2 f(x)}} \]  \hspace{1cm} (A-23)

In a similar manner, Berger extends the solutions to the exponential and Bessel line to encompass a broader class of problems.

The idea of transforming to a new set of variables can also be used to transform Equations 3 and 4 into a Riccatian type of Equation [4] which, because of its non-linearity, is often solved either by the numerical or by the
approximation techniques that will be discussed subsequently. In order to obtain this Riccatian type equation, define a new variable, \( \mathcal{Z}(x) \), by

\[
\mathcal{Z}(x) = -\frac{1}{y(x)} \frac{I'(x)}{I(x)} \quad \text{or} \quad I' = -y \mathcal{Z} I \quad \text{(A-24)}
\]

Then

\[
I' = (y \mathcal{Z})^2 I - y' \mathcal{Z} I - y \mathcal{Z}' I \quad \text{(A-25)}
\]

By substituting Equations 24 and 25 into Equation 4 one obtains

\[
\mathcal{Z}'(x) = -[z(x) - y(x) \mathcal{Z}^2(x)] \quad \text{(A-26)}
\]

This is in the desired form. If \( \ell \) is the length of the nonuniform line and \( d \) is the distance from its end, then \( d = \ell - x \). At a specified point on the line \( \mathcal{Z}'(d) = -\mathcal{Z}'(\ell - x) \) by virtue of the different direction being considered positive. Furthermore, one should observe that Equation 26 is satisfied by an initial value problem. From Equation 1, Equation 24 can be rewritten as

\[
\mathcal{Z}(x) = \frac{V}{I} \quad \text{(A-27)}
\]
One observes that \( \mathcal{Z}(x) \) is the impedance seen looking towards the load at any point on the nonuniform transmission line. Thus, \( \mathcal{Z}(l) = Z_L \) = load impedance. (In terms of variable "d" this is \( \mathcal{Z}(0) = Z_L \) = load impedance.)

Once one has solved for \( \mathcal{Z}(x) \) (more precisely if one can solve for \( \mathcal{Z}(x) \)), \( I(x) \) is obtained from Equation 24 and then \( V(x) \) can be obtained from Equation 2.

In passing, it should be noted that Bellman derived the equivalent of Equation 26 in terms of distances from the load by a slightly different procedure than the one presented above. He stratifies the problem in the x direction and uses the principle of invariant imbedding to derive his result. He considers the impedance looking toward the load at an arbitrary point and also at a second point that is a differential stratum distance away. By assuming smooth variations and expanding the impedance at the second point in a Taylor series about the first point and neglecting higher order terms, the desired non-linear Riccatian type differential equation is derived.

By working with accumulated inductance and accumulated capacitance (notice that this is also an invariant imbedding) the L-C transmission line has been transformed into Sturm-Liouville equations [40]. A similar technique has also
been used on the R-C transmission line [39].

A3. **Approximate Solution Techniques**

Approximate solution techniques can be broadly subdivided into techniques requiring stratification of the medium and techniques that do not require stratification of the medium. The techniques that do not require stratification of the medium can be classified as perturbation, iteration, and variational techniques. Techniques requiring stratification of the medium include the WKB approximation, the Bremmer series solution, and infinite cascade of two port box techniques. Numerical analysis can be applied to both of these classifications.

The most common approximate solution techniques that have found application in the analysis of nonuniform transmission lines use the principle of stratification. The remainder of this appendix discusses stratification techniques.

The basic idea behind stratification is to assume that the parameters describing the situation remain constant over a sufficiently small interval. These parameters vary from interval to interval. The problem can be thought of as being "layered" in the direction of propagation with
respect to the parameters involved. (In its most common sense, one usually reserves this term for medium variations. When this is done the medium is called a "layered Medium").

The WKB approximation [4] (which is sometimes referred to as the Liouville approximation) is obtained by only considering the transmitted wave and ignoring all reflections. (This, in effect, assumes a slowly varying geometry). Let $K_1, K_2$ and $K_n$ be the propagation constants in the first, second and nth stratum, respectively. Then the forward wave (neglecting multiple reflection) in the second stratum (assuming that the wave in the first stratum is $e^{jK_1x}$) is

$$a_2 = \frac{2K_1}{K_1+K_2} e^{jK_2x} \quad \text{for } x_1 < x < x_2 \quad (A-28)$$

In the third stratum

$$a_3 = \left(\frac{2K_1}{K_1+K_2}\right) e^{jK_2 \Delta x_2} \left(\frac{2K_2}{K_2+K_3}\right) e^{jK_3 (x-x_2)}$$

$$\text{for } x_2 < x < x_3 \quad (A-29)$$

By continuing this process and taking the limit as the interval, $\Delta x_1$, approaches zero (as the number of inter-
vals, $n$, approaches infinity) in such a manner that $\sum \Delta x_1 = x$, it follows that the approximate solution, $U_0$, to the equation

$$U'' + k^2(x)U = 0 \quad (A-30)$$

is

$$U_0(x) = \left( \frac{k_1}{k(x)} \right)^{1/2} e^{\int_0^x k(s)ds}; \quad j = \sqrt{-1} \quad (A-31)$$

This is the WKB approximation.

The physical model of the WKB approximation that has just been presented can be refined by considering the effects of successive reflections. Let $U_1(x)$ be the contribution of those waves which are the result of exactly one reflection (and neglecting higher reflections as was done in the WKB approximation). Similarly, let $U_n(x)$ be the contribution of those waves which are the result of exactly $n$ reflections. The general solution, $U(x)$, is seen to be the infinite sum of the sequence of functions generated by the above procedure.

$$U(x) = \sum_{i=0}^{\infty} U_i(x) \quad (A-32)$$
This series is called the Bremmer series. In practical problems this series often converges fast enough to use a few terms. The general term of the Bremmer series can be shown to be given by

$$U_k(x) = (-1)^k \frac{1}{2k(x)} \int_0^\infty \frac{k'(s)}{k(s)} U_{k-1}(s) e^{j \int k(t) dt} ds$$  

(A-33)

Another class of techniques that uses stratification describes each stratum by a set of "black box" parameters and then cascades these "boxes" in order to determine the "black box" parameters of the overall nonuniform transmission line. For example, the ABCD matrix parameters of a differential stratum may be used to determine the ABCD matrix parameters of the overall nonuniform transmission line by matrix multiplication [40]. By using this technique in the limiting process some properties of the ABCD parameters have been determined. The scatter parameters and the z-parameters [21] have also been used for this purpose.

When two T.E.M. nonuniform transmission lines are coupled, it is possible to extend the matrix multiplication technique to 4 x 4 matrices instead of 2 x 2 matrices.
However, it can often be "bi-sected" into two two-port problems by using the bisection theorem with even and odd mode excitation [51]. Each of these problems are then handled by the methods discussed previously. The cited reference applies this technique to analyze directional couplers and all-pass networks with nonuniform T.E.M. coupled transmission lines.
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