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CHAPTER I
INTRODUCTION

In the field of automatic control, the study of system behavior under a variety of initial conditions is often crucial to successful design. One seeks to build a stable system; in a practical sense, this may mean that under all conditions of operation, the system is free of self-oscillations. Conversely, when one designs an oscillator, this may mean all conditions lead to a self-oscillation.

When a system is linear, the problem has been completely solved by such techniques as Nyquist plots and root locus. However, nonlinear systems exhibit phenomena that are entirely absent from their linear counterparts. To begin with, these systems can have drastically different behavior at different points in state space; when the basic form of the solution changes, this is called bifurcation. Moreover, one is rarely able to find a solution for such a system in closed form.

One of the most popular methods of dealing with nonlinear systems is describing function (DF) analysis, an easy to apply method that gives approximate information. Some degree of intuition must be used to decide whether or not a system will oscillate.

Mathematicians have developed topological and functional analysis techniques for examining the qualitative properties of solutions to a nonlinear differential equation. In certain cases these methods may be applied to answer the question of whether or not a solution of a specific form exists, but it may tell little about the numerical values associated with it. The techniques to be used include fixed point theorems and topological degree.
The goal of this study is to obtain conditions under which the oscillatory properties of a system may be rigorously ascertained. In addition, when a limit cycle exists, it is desired to estimate a region in some suitable parameter space, as small as possible, that contains the oscillation. As a basis for the analysis, describing functions will be used.

Some work has already been done toward substantiating the describing function method analytically [10, 15-19, 45, 51]. In particular, the work of Mees and Bergen [93] provides conditions for oscillation in cases when the slope of the nonlinearity is bounded. Most other results to date deal with systems containing a bounded nonlinearity, or a nonlinearity with bounded derivative.

The present work deals with systems containing a differentiable nonlinearity, but its derivative is not necessarily bounded. A Van der Pol oscillator is an example of a system of this type. In addition, certain discontinuities in the derivative of a nonlinearity will be allowed so that systems that are "almost" discontinuous in a sense to be described later may be examined. Multiple input describing functions will be used to improve the results.

The application of the new methods may result in expressions that are difficult to evaluate by hand. It was always intended that a digital computer would be used to translate the problem into a form useful for analysis or design. Many of the results can be presented graphically in some parameter space, so that the user might be better able to interpret them.
Chapter II gives a review of the current state of the art. In Section A relevant mathematical terminology, including that involving state space, periodic solutions and describing functions, are covered along with other pertinent concepts from classical stability theory. Section B covers more mathematical background necessary including the concepts of metric spaces, Banach spaces, fixed points and areas of functional analysis. A review of recent work done in oscillation theory is given in Section C.

Chapter III contains a detailed description of the problem. In Section A the system to be studied is defined. Describing functions are rigorously defined in Section B. Section C contains two basic theorems that will be used throughout the work to analyze the existence or nonexistence of oscillations from homotopic considerations. All three subsections define notation used in the remaining sections.

A graphical method for examining systems for power law nonlinearities is given in Chapter IV. It is shown that, if the linear element is sufficiently low pass, the technique will yield useful results. Illustrative examples are included.

Chapter V gives an analytic method which, while more conservative than the method of the previous chapter, is very easy to apply. It appears to be useful in designing oscillators.

The basic results are expanded in Chapter VI. A theorem is presented in Section A for proving oscillations with multiple input describing functions. Results obtained with dual input describing
functions are compared to their single input counterparts. Section B deals with extending the results to nonlinearities that may be represented by polynomials.

Some systems with jump discontinuities can be approximated by continuous systems. The analysis of these systems is covered in Chapter VII. It is shown that an ideal relay, a relay with deadzone, and a staircase function can all be analyzed using the methods outlined in Chapter III. Some of the techniques are applied to nonlinearities which are the sum of a staircase function and a polynomial.

Chapter VIII is the final chapter and contains some conclusions based upon the work done and recommendations for future study.
A. Stability Theory

Attention is focused upon a system that is autonomous and time-invariant. Let the state of the system be defined as a set of numbers that uniquely represents the condition of the system at a given instant. Then a Euclidean n-space \( X \) which represents the change in state with time is called a state space. If the co-ordinates of \( X \) are represented by \( x_1, x_2, \ldots, x_n \), then the system may often be represented by the set of \( n \) first order differential equations

\[
\frac{dx_i}{dt} = f_i(x_1, x_2, \ldots, x_n); \quad i = 1, 2, \ldots, n
\]  

(2-1)

which is equivalent to the vector differential equation

\[
\dot{x} = -f(x).
\]  

(2-2)

Consider a point \( x_0 \) in state space. The function \( f(x) \) is said to satisfy a Lipschitz condition at \( x = x_0 \) if there exists positive numbers \( \alpha \) and \( \beta \) such that

\[
||f(x) - f(x_0)|| \leq \alpha ||x - x_0||
\]  

(2-3)

provided that \( ||x - x_0|| < \beta \). Let a solution of (2-2) passing through \( x_0 \) at \( t = 0 \) be denoted by \( x = \xi(x_0, t) \). It can be shown \([100], [107]\) that a sufficient condition for the existence of a unique solution is that \( f(x) \) satisfy a Lipschitz condition about \( x_0 \).
When the solution $x = \xi(x_0, t)$ is plotted in $n$-dimensional space, it is called a trajectory. If the entire trajectory passing through a point consists of the point itself, then the point is a singular point of the differential equation and an equilibrium point of the system. Singular points are solutions of the equation

$$f(x_e) = 0. \quad (2-4)$$

The concept of stability of a singular point was rigorously formulated by the Russian mathematician A. M. Lyapunov shortly before the turn of the century [69]. Singular points are either stable, if all trajectories in a neighborhood of the point stay within a neighborhood of the point, or unstable if some trajectories starting within any neighborhood of a point leave this neighborhood. More precisely, for stability, if $\delta$ and $\varepsilon$ are positive numbers, where $\delta$ depends on $\varepsilon$, then

$$||x_0 - x_e|| \leq \delta \rightarrow ||\xi(t, x_0) - x_e|| \leq \varepsilon, \forall t > 0 \ (\varepsilon) \quad (2-5)$$

If, in addition to being stable, the trajectories within a neighborhood of a singular point converge to that point as $t \to \infty$, then the point is asymptotically stable. The stability of a singular point can be ascertained from perturbation analysis (Lyapunov's first method) by examining the eigenvalues of the system

$$\delta \dot{x} = \frac{\partial f(x)}{\partial x} \bigg|_{x = x_e} \delta x$$

and using standard linear analysis techniques.
While perturbation analysis is sufficient to examine the stability of a point, it is not sufficient to show global stability of a system or even stability in some large region of operation. In these cases, Lyapunov's second (or direct) method may be applied. The appeal of this method lies in the fact that the system trajectory need not be known explicitly to apply it.

Consider a system whose total energy function is known. If it can be shown that, in some region (possibly global), the energy is always decreasing with time, then the motion of the system must tend toward a single equilibrium state contained in the region. Lyapunov generalized this concept to substitute for the energy of the system a scalar function $V(x)$ that is continuous and has continuous derivatives and in addition, within some region,

$$V(0) = 0; V(x) > 0, V_x \neq 0. \tag{2-7}$$

Mathematically, such a function is termed positive definite in the region. The equilibrium state is stable within the region if, in addition,

$$\dot{V}(0) = 0; V(x) \leq 0, V_x \neq 0 \tag{2-8}$$

or the time derivative of $V$ is negative semi-definite. A function $V(x)$ that satisfies the continuity conditions and (2-7), (2-8) is called a Lyapunov function. By translating the state plane so that the equilibrium state of the system is at the origin, this approach may be used to examine the stability of an arbitrary system.
The main drawback to the approach is that there is no general method of determining the existence of Lyapunov functions for arbitrary systems. However, when such functions can be found, it is the most general method of stability analysis available [107].

Let the system motion start at some arbitrary point in state space; then, for a system of engineering interest, there are four possibilities for the resulting trajectory. It can tend toward a singular point, it can tend toward infinity, it can tend toward a closed trajectory, or it can itself be a closed trajectory. The last case represents curves which, like singular points, are steady state solutions of the system. If all trajectories in the vicinity of a closed curve trajectory (other than the closed trajectory) of a system are not themselves closed curves, then the closed curve is called a limit cycle.

If a system admits a periodic solution, then, for any \( x_0 \) on this solution and all \( t \),

\[
\xi(t, x_0) = \xi(t - \tau, x_0)
\]  

(2-9)

(where \( \tau > 0 \) is the period) and hence the trajectory in state space is closed. It is possible for such a system to be conservative (i.e., the total energy of the system remains constant, as in an LC circuit) and the motion is represented by an infinite number of closed curves in the phase plane. However, most of the systems to be studied do not have the conservative property and their periodic solutions can be represented in the phase plane as limit cycles.

The definition of stability and instability in the sense of Lyapunov can be extended from singular points to limit cycles. When the trajectory
starts slightly perturbed from the limit cycle, it may stay in some neighborhood of it, or not. In the former case, one has a stable limit cycle, and in the latter case an unstable one. Note also that a limit cycle may be semi-stable; stable if approached from one direction in the state plane and unstable if approached from another. If a periodic solution is known for a system, then its stability can be checked by perturbation analysis.

Work on the existence or non-existence of limit cycles has yielded a reasonably general theory only in the case of second order systems. Such systems are easier to analyze because of their geometric simplicity in state space. A theorem of Poincaré and Bendixson states that, in the state plane of a second order system, if a trajectory remains inside a finite region and does not approach a singular point, it must approach a limit cycle or itself be periodic [69].

A theorem by Bendixson gives a sufficient condition for nonexistence of limit cycles in planar (second order) differential equations. Let the system be described by

\[
\dot{x}_1 = f_1(x_1, x_2), \quad \dot{x}_2 = f_2(x_1, x_2). \tag{2-10}
\]

If, for some region, \(\partial f_1/\partial x_1 + \partial f_2/\partial x_2\) does not change sign, then no limit cycle can exist within that region [174].

Another method due to Poincaré for showing oscillations in a planar differential equation is the use of 'successor functions'. Successor functions are mappings of the intersection of a trajectory and some fixed transverse hyperplane into the next intersection of the trajectory
with the same hyperplane. As an example, let it be assumed that a second order system has a solution dependent on a parameter, \( \lambda \), and, when \( \lambda = 0 \), the solution is a circle in the phase plane.

If the motion starts at some point \( r_0 \), where \( r \) is a distance measured along a particular arc, then the distance between successive intersections of the arc and the trajectory is denoted as \( \psi \). For the trajectory to be periodic,

\[
\psi(r_0, \lambda) = r(t, r_0, \lambda) - r(0, r_0, \lambda) = 0. \tag{2-11}
\]

That is, at the end of one complete cycle the trajectory should return to its starting point. By expanding \( \psi \) as a power series in the parameters \( r_0, \lambda \) one can find periodicity equations by direct substitution. The main difficulty with the method is that solving for coefficients of the power series is only possible in very simple cases [100].

While the Poincaré-Bendixon theorem can only be used to show limit cycles in the planar case, the principle of the torus may be used to topologically demonstrate limit cycles in \( n \) dimensional state space. Let there be defined a toroidal region in state space, which contains no equilibrium state, such that all trajectories pass through the boundaries of the torus and remain inside as time increases. It is possible to take a cross sectional slice of the torus that is perpendicular to the assumed direction of the closed trajectory, call it \( S \). If it can be shown that all trajectories passing through \( S \) at some time, say \( t_0 \), move around the torus in such a manner as to intersect \( S \) at time \( t_0 + \tau \) and further \( S \) is homeomorphic to a ball of dimension \( (n - 1) \), then (by Brouwer's fixed point theorem) there exists a trajectory that closes upon itself, or a periodic solution [121].
One of the most popular engineering methods for examining periodic motion is the describing function method. A solution of the form (2-9) can be represented by a Fourier series

\[ x(t) = \sum_{k=1}^{\infty} a_k \cos \left( \frac{2\pi k t}{\tau} + \theta_k \right) \]  

(2-12)

where \( a_k \) and \( \theta_k \) are constants that depend on the system structure and \( x_0 \). In this case \( x \) is a scalar that represents only one component of the state vector. It is assumed that (2-12) may be approximated by

\[ x(t) = a \cos \left( \frac{2\pi t}{\tau} \right). \]  

(2-13)

This is substituted into the differential equation of the system and the constants \( a \) and \( \tau \) are computed. It is assumed that the frequency response of the linear elements of the system is such that the higher harmonics generated by the nonlinearity are sufficiently attenuated and may be neglected. Then the 'equivalent gain' of a nonlinear element to a sinusoidal signal of frequency \( \omega = 2\pi/\tau \) is computed as a function of the amplitude \( a \). This is substituted in the differential equation of the system and the resulting equations solved.

As an example, if a system contains one nonlinear element represented by \( n(x) \) and one linear element represented by \( G(s) \), then the describing function \( N(a) \) for the nonlinearity is

\[ N(a) = \frac{1}{\pi a} \int_{0}^{2\pi} e^{-j\theta} n(a \cos \theta) \, d\theta. \]  

(2-14)

The describing function method states that if the equation

\[ [G(j\omega) N(\hat{a}) + 1] \hat{a} = 0 \]  

(2-15)
has a solution \((\hat{\omega}, \hat{a})\) then the system 'probably' has a limit cycle close in frequency and amplitude to \((\hat{\omega}, \hat{a})\). Conversely, if no solution exists other than \(\hat{a} = 0\), the system 'probably' has no limit cycle oscillations [69].

It is possible to consider two or more harmonically related frequencies when using the describing function method. A two harmonic or dual input describing function uses two complex equations of the form (2-15) to solve for fourier coefficients both at the fundamental and higher harmonic frequencies [69].

A system capable of sustaining limit cycle behavior may have different self-excitation properties. If all trajectories (except for the singular points) lead to a stable limit cycle, the system is said to exhibit soft self-oscillation. However, if only trajectories within a certain region of state space lead to a stable limit cycle, then the system exhibits hard self-oscillation. The minimum value of initial conditions (when the initial conditions may be stated as some displacement of the system) is termed the threshold value [100].

The domain of attraction of a singular point is also of interest because, if it can be shown to be global, then no limit cycles can exist. The absolute stability problem was proposed by Lur'e and Postnikov for studying autonomous systems. They studied a system that is linear except for a single nonlinear element \(n(x)\) which is restricted by the inequality

\[ xn(x) > 0. \quad (2-16) \]

Such a system is shown in Figure 2-1, and is sometimes called a 'direct' control system to distinguish it from other configurations studied later.
by Lasalle, Lefschetz and Popov [69]. Lur'e proposed finding constraints on the linear element, \( G(s) \), such that the system would be stable for any nonlinear element \( n(x) \) [107].

A significant contribution of Lur'e and Postnikov is the introduction of the candidate Lyapunov function

\[
V(x) = \frac{1}{2} x^T P x + \beta \int_0^y f(\xi) \, d\xi
\]

where \( P \) is a symmetric positive definite matrix and \( \beta \) is a scalar.

The Rumanian mathematician V. M. Popov introduced frequency domain criteria that could be applied to problems of the Lur'e type. These criteria provide sufficient conditions for asymptotic stability of control systems of the form of Figure 2-1. The original work of Popov was improved upon by Desoer [41] and others so that the following generalized theorem has evolved.

Let the nonlinear element be restricted to lie in the sector \([0, k]\); that is

\[
0 \leq \frac{n(x)}{x} \leq k.
\]

Further if the linear element is output stable (i.e., the impulse response of \( G(s) \) is both absolute and square integrable and the initial condition response is square integrable for every set of initial conditions) and if a real number \( q \) exists and some small \( \delta > 0 \) such that

\[
\text{Re} \left[ (1 + j\omega q) G(j\omega) \right] + \frac{1}{k} \geq \delta > 0.
\]

Then the system is "absolutely control and output asymptotic" (i.e., \( \int_0^\infty x^2(t) \, dt < \infty \) and \( \int_0^\infty n(t) \, dt < \infty \) for every set of initial conditions) subject to the following conditions on the real number \( q \):
1) if \( n(x) \) is single valued and time invariant:
   \[ \text{if } 0 < k < \infty, \text{ then } -\infty < q < \infty \]
   \[ \text{if } k = \infty, \text{ then } 0 < q < \infty \]

2) if \( n(x) \) contains passive hysteresis:
   \[ 0 < k < \infty \text{ and } -\infty < q \leq 0 \]

3) if \( n(x) \) contains active hysteresis:
   \[ 0 < k \leq \infty \text{ and } 0 < q < \infty \]

4) if \( n(x) \) is a general nonlinearity:
   \[ 0 < k \leq \infty \text{ and } q = 0 \]

Passive and active hysteresis may be defined in terms of the path directions taken (counter clockwise or clockwise) when the nonlinearity is subjected to a periodic input and its output plotted [122, 123, 69].

Inequality (2-19) may be interpreted in terms of a nyquist plot of \( G(s) \). Then, for stability when \( q = 0 \), \( G(j\omega) \) must stay to the right of a line parallel to the imaginary axis intersecting the real axis at \(-1/k\). It is harder to work graphically with the nyquist plot when \( q \neq 0 \); however (2-19) may be rewritten as

\[
\text{Re } G(j\omega) > -\frac{1}{k} + \omega q \text{ Im } G(j\omega).
\]

(2-20)

Now the locus of points of the function \( G^*(j\omega) = \text{Re } G(j\omega) + j\omega \text{ Im } G(j\omega) \) may be plotted in the complex plane and (2-20) states that Popov's theorem is satisfied if this locus is to the right of a line passing through the point \( \text{Re } G(j\omega) = -1/k \) and making an angle of \( \tan^{-1} q \) with the vertical axis [69].
From this theorem, other theorems have been derived; for example, a theorem applicable for nonlinearities limited by \( a \leq \frac{n(x)}{x} \leq b \). A simple extension of this theorem applied for "degree of stability" in the sense of limitation of the response by an exponential \( Me^{-at} \) [69].

B. Mathematical Background

The output of a system often belongs to the set of real numbers, \( \mathbb{R} \). If \( y \) is a vector of dimension two, then elements of \( y \) are represented by ordered pairs \((y_1, y_2)\) and belong to the product set \( \mathbb{R} \times \mathbb{R} \), or \( \mathbb{R}^2 \). And so on with higher dimensional vectors.

A metric space consists of some nonempty set \( X \) and a metric \( d \). The metric represents a generalized notion of distance between two points, and is a single-valued, non-negative, real function satisfying the following three conditions for arbitrary \( x, y, z \in X \):

1) \( d(x, y) = 0 \) if and only if \( x = y \)

2) \( d(x, y) = d(y, x) \) (axiom of symmetry)

3) \( d(x, y) + d(y, z) \geq d(x, z) \) (triangle inequality)

Note that for a given set \( X \) the metric is not unique; different metrics may be associated with the same set yielding different metric spaces.

The notion of convergence of an infinite sequence can be defined in terms of a metric. Consider the sequence \( \{x_n\} = \{x_1, x_2, \ldots\} \) which converges to the point \( x \), if, for any \( \varepsilon > 0 \), there exists an \( n(\varepsilon) \) such that \( n > n(\varepsilon) \) implies that \( d(x, x_n) < \varepsilon \). In many cases the limit point \( x \) is not known; however, the relation between any two elements in some cases be shown to satisfy \( d(x_m, x_n) < \varepsilon \) for all \( n, m \geq n(\varepsilon) \). The latter relationship is called a Cauchy criterion, but it is not true that all
sequences satisfying the Cauchy criterion are convergent. A metric space in which every Cauchy sequence is convergent is called a complete space.

A set of elements $A$ is said to form a linear space if the operations of addition and scalar multiplication are defined and satisfy the following conditions.

I) For any $x, y \in A$, there is a uniquely defined $z = x + y$ called their sum, $z \in A$, such that

1) $x + y = y + x$
2) $x + (y + z) = (x + y) + z$
3) There exists an element $0 \in A$ such that $x + 0 = x$ for all $x \in A$
4) For every $x \in A$, there is an element $-x \in A$ such that $x + (-x) = 0$.

II) For some arbitrary number $\alpha$ and an element $x \in A$ there is defined an element $\alpha x$ (the product of $\alpha$ and $x$) such that

1) $\alpha(\beta x) = (\alpha\beta)x$
2) $1 \cdot x = x$

III) Addition and multiplication are related in the following manner

1) $(\alpha + \beta)x = \alpha x + \beta x$
2) $\alpha(x + y) = \alpha x + \alpha y \quad \forall y \in A$

Note that a linear space may also be a metric space. A linear space $X$ is said to be a normed linear space if each element $x \in X$ there is a corresponding nonnegative number $||x||$, called its norm, satisfying the following conditions.
1) \(||x|| = 0\) if and only if \(x = 0\)

2) \(||\alpha x|| = |\alpha| ||x||\)

3) \(||x + y|| \leq ||x|| + ||y||\) (triangle inequality)

A normed linear space that is also complete is called a Banach space. The spaces \(\mathbb{R}\) and \(\mathbb{C}\) (complex plane) are Banach spaces.

Consider two arbitrary nonempty sets \(X\) and \(Y\). If, for each element \(x \in X\) there is a unique corresponding element \(y \in Y\), denoted by \(f(x)\), then \(f\) is a mapping of \(X\) into \(Y\). \(f\) may also be called a function or transformation or operator. \(X\) is called the domain of \(f\) and \(Y\) is called the range of \(f\); if the range of \(f\) is only a subset of \(Y\) then \(f\) is said to map \(X\) into \(Y\). A point \(y\) is called the image of \(x\) under the mapping \(f\) if \(f(x) = y\); in this case one also says \(x\) belongs to the inverse image of \(y\) denoted by \(x \in f^{-1}(y)\).

When \(X\) and \(Y\) are metric spaces, then, if a sequence \(\{x_n\}\) converges to the point \(x\) implies that \(\{f(x_n)\}\) converges to \(y = f(x)\), the mapping \(f\) is continuous. If a mapping \(f\) is one-to-one and both \(f\) and \(f^{-1}\) are continuous, then \(f\) is called a homeomorphism.

As a matter of notation, when writing functions, the parenthesis will be omitted when no confusion results. Thus \(f(x)\) is written \(fx\). Two functions may succeed each other as in \(g(f(x))\) which will be written \(gfx\). This is called a composition.

A function is said to be linear if

\[ f(\alpha x_1 + \alpha_2 x_2) = \alpha_1 f(x_1) + \alpha_2 f(x_2) \]

where \(\alpha_1\) and \(\alpha_2\) are scalars. The norm of a linear function \(f\) on a normed linear space can be defined by
\[ ||f|| = \sup ||fx|| = \sup ||fx|| = \sup \frac{||fx||}{||x||}. \quad (2-22) \]

Any element that satisfies the equation \( x = F(x) \) where \( x \in X \) is called a fixed point of the mapping \( F \). A mapping may have more than one fixed point. If \( F \) is defined on a metric space \((X, d)\), then it is said to be a contraction if there exists a number \( \alpha < 1 \) such that

\[ d(Fx, Fy) \leq \alpha d(x, y) \quad (2-23) \]

for any two points \( x, y \in X \). Every contraction mapping is continuous.

Theorem (contraction mapping theorem). Every contraction mapping defined in a complete metric space \( X \) has one and only one fixed point \([77]\).

If \( x_0 \) is any point in \( X \) and \( x^* \) is the fixed point, then

\[ x^* = \lim_{n \to \infty} F^n(x_0), \quad \text{where} \quad F^n = F \circ F \circ \ldots \circ F \quad (2-24) \]

and further

\[ d(x^*, x_0) \leq \frac{d(x_1, x_0)}{1 - \alpha} \quad (2-25) \]

where \( x_1 = F(x_0) \). If the derivative of the mapping exists, it may be used to show contraction by the following theorem

Theorem (derivative of contracting mapping). Let \( F \) map a closed convex subset \( \Omega \) of a Banach space into itself and have a derivative at every point of \( \Omega \). Then if
\[
\sup_{x \in \Omega} ||F'(x)|| = \alpha < 1 \tag{2-26}
\]

there exists a unique fixed point of \( F \) in \( \Omega \) \[68\].

Now let \( x = -f(x) \) be a real valued differentiable function with \( \alpha \leq f'(x) \leq \beta \) for all \( x \). Then, if \( c \) is any number \( \neq -1 \),

\[
x = -[f(x) - cx] - cx = -(1 + c)^{-1} [f(x) - cx] = m(x) \tag{2-27}
\]

and the condition for the mapping \( x = m(x) \) (which has the same fixed points as \( x = f(x) \)) to be a contraction is

\[
|m'(x)| \leq |1 - c|^{-1} \max \{|\beta - c|, |c - \alpha|\} < 1. \tag{2-28}
\]

It may be seen that if \( \alpha > -1 \) the minimum value of (2-28) occurs at \( c = 1/2 (\alpha + \beta) \) in which case

\[
|1 + c|^{-1} \max \{|\beta - c|, |c - \alpha|\} = \frac{\beta - \alpha}{2 + \beta + \alpha} < 1. \tag{2-29}
\]

Let \( 1 < p < \infty \). \( L_p \) space is defined as the space of all real-valued measurable functions \( f \) for which

\[
\int_{-\infty}^{\infty} |f(t)|^p \, dt < \infty \tag{2-30}
\]

(where integration is in the sense of Lebesgue). It is a Banach space \[68\] with norm

\[
|f|_p = \left( \int_{-\infty}^{\infty} |f(t)|^p \, dt \right)^{1/p}. \tag{2-31}
\]

A periodic function is one which satisfies \( x(t) = x(t + \tau), \forall t \), where \( \tau \) is the period of the function. Such a function may be represented in \( L_2 \) space by the Fourier series

\[
\text{Fourier series of } x(t) = \sum_{n=-\infty}^{\infty} c_n e^{i\omega_n t},
\]

where \( \omega_n = \frac{2\pi n}{\tau} \) and \( c_n = \frac{1}{\tau} \int_{0}^{\tau} x(t) e^{-i\omega_n t} \, dt \).
\[ x(t) = \sum_{k=1}^{\infty} a_k \cos (k\omega_0 t + \theta_k) \]  \hspace{1cm} (2-32)

where \( \omega_0 = \frac{2\pi}{\tau} \) is the fundamental frequency. An \( L_p \) space of periodic functions may be defined where integrability takes place over one period so that

\[ \int_{0}^{T} |f(t)|^p \, dt < \infty. \]  \hspace{1cm} (2-33)

A linear space is called an inner product space if, for any \( x, y \in X \) there is a number, called the inner product \( \langle x, y \rangle \), such that

1) \( \langle y, x \rangle = \langle x, y \rangle^* \) \hspace{1cm} (* denotes complex conjugation)

2) \( \langle \lambda x_1 + \mu x_2, y \rangle = \lambda \langle x_1, y \rangle + \mu \langle x_2, y \rangle \)

3) \( \langle x, x \rangle \geq 0 \) and \( \langle x, x \rangle = 0 \) if and only if \( x = 0 \).

A complete inner product space is called a Hilbert space. Two elements \( (x, y) \) of a Hilbert space are said to be orthogonal if \( \langle x, y \rangle = 0 \).

The set of real-valued periodic functions of period \( T \) which are square integrable form a Hilbert space with inner product

\[ \langle x, y \rangle = \frac{1}{T} \int_{0}^{T} x(t) y(t) \, dt. \]  \hspace{1cm} (2-34)

A complete orthogonal set consists of sines and cosines which can be represented in the usual way in terms of cosines of the form \( \cos kw_0 t \), \( k = 1, \ldots, \infty \). Then one may define a projection operator so that

\[ p^1 x(t) = a \cos \omega t \]  \hspace{1cm} (2-35)
and so on. Finally, the $L_2$ norm may be expressed in terms of the Fourier coefficients using Parseval’s identity

$$
||x||^2 = \frac{1}{2\pi} \int_0^{2\pi} x^2(\theta) d\theta = \sum_{k=1}^{\infty} |a_k|^2. \quad (2-36)
$$

Let $S$ be the closure of an open set in $\mathbb{R}^n = \{x = (x_1, \ldots, x_n): x_i \in \mathbb{R}, 1 \leq i \leq n\}$. Define a continuous vector field $\phi$ on $S$ as the map

$$
\psi: S \rightarrow \mathbb{R}^n \quad (2-37)
$$

where $\phi = (\phi_1, \ldots, \phi_n)$ (2-38)

and each $\phi_i$ is continuous on $S$. It is assumed that $\phi$ is differentiable, as every continuous function can be approximated by a polynomial. A point $x_0$ is a singular point of $\phi$ if $\phi(x_0) = 0$. Further, $x_0$ is isolated if there are no other singular point in

$$
|x - x_0| < \varepsilon
$$

for some $\varepsilon > 0$. A point $y \in \mathbb{R}^n$ is said to be a regular value of $\phi$ if, for all $x$ such that $\phi(x) = y$, the Jacobian determinant

$$
J\left(\frac{\phi}{x}\right) = \det\left(\frac{\partial\phi_i}{\partial x_j}\right)_x \neq 0. \quad (2-39)
$$

If $y$ is a regular value, there are only finitely many $x$ such that $\phi(x) = y$, or

$$
x_1, \ldots, x_m \in \phi^{-1}(y). \quad (2-40)
$$

A singular point $x_0$ is termed nondegenerate if the Jacobian determinant of $\phi$ evaluated at $x_0$ is nonzero. If $x_0$ is an isolated singular point,
there exists \( y \) arbitrarily close to \( 0 \) such that \( y \) is a regular value of \( \phi \). The index of \( \phi \) at \( x_0 \) is defined as

\[
I_{x_0}(\phi) = \lim_{y \to 0, y \text{ regular}} \sum_{x \in \phi^{-1}(y)} \text{sgn} \left( \frac{\phi'(x)}{x} \right)
\]  

(2-41)

where \( \text{sgn}(x) = \begin{cases} +1 & x > 0 \\ -1 & x < 0 \end{cases} \).

Now suppose that \( \phi \) has only isolated singular points, \( x_1, \ldots, x_m \) in \( S \). The index of \( \phi \) on \( S \) is defined as

\[
I_S(\phi) = \sum_{i=1}^{m} I_{x_i}(\phi).
\]  

(2-42)

If \( \phi \) is merely continuous on \( S \), having singular points which may not all be isolated, then given \( \varepsilon > 0 \) there exists a differentiable vector field \( \phi_\varepsilon \) on \( S \) having only isolated singular points and satisfying

\[
|\phi - \phi_\varepsilon| \sup_{S} < \varepsilon.
\]

The index of \( \phi \) on \( S \) is defined as

\[
I_S(\phi) = \lim_{\varepsilon \to 0} I_S(\phi_\varepsilon).
\]  

(2-43)

Let \( \phi \) be a vector field on \( S \subset \mathbb{R}^n \) and \( \Omega \subset S \) be such that \( \phi \neq 0 \) on \( S \). Let \( \psi \) be another vector field on \( \Omega \) such that \( \psi \neq 0 \) on \( S \). A homotopy \( F \) from \( \phi \) to \( \psi \) is a continuous function \( F(x, t) \), \( 0 \leq t \leq 1 \), such that

\[
F(x, 0) = \phi(x) \land F(x, 1) = \psi(x) \forall x \in \Omega, \land F(x, t) \neq 0, 0 \leq t \leq 1, x \in S. \]

If such a homotopy exists, \( \phi \) and \( \psi \) are termed homotopic on \( S \).
Theorem (basic homotopy lemma). Let $\Omega$ be any set homeomorphic to the disc $\sum_{k=1}^{n} x_k^2 < 1$. Let $\phi$ and $\psi$ be continuous vector fields on $\Omega$, neither of which vanish on $\partial \Omega$. Then if $\phi$ and $\psi$ are homotopic on $\partial \Omega$, it follows that $I_\Omega(\phi) = I_\Omega(\psi)$. [36]

It is said that the vector function $\psi(x)$ is a principal part of $\phi(x)$ if $\phi(x)$ can be written as

$$\phi(x) = \psi(x) + \omega(x) \quad (2-44)$$

where $\omega$ is a function such that, along the boundary of some region

$$||\omega(x)|| < ||\psi(x)||. \quad (2-45)$$

Theorem (Rouche). A vector field is homotopic to its principal part [80].

C. Current Work on Oscillation Theory

Most of the recent work in stability theory of nonlinear systems concerns the development of frequency domain relations to guarantee absolute stability. The introduction of the Popov criterion stimulated interest in obtaining less conservative estimates of stability regions of the system by taking into account characteristics of the nonlinearity. Two techniques are generally used in proving stability criteria.

In the first method, a Lyapunov function is found for the system, generally of the Lur'e-Postnikov form. This may be related to frequency domain criteria using a form of the Kalman-Yakubovich Lemma.
A transfer function $G(s)$ is defined as positive real if $G(\sigma)$ is real when $\sigma$ is real and $\text{Re} \ G(s) > 0$ for all $\text{Re} \ s > 0$. Brockett and Willems [21, 22] expand on the Popov criterion by showing absolute stability of a system if a positive real function exists of the form

$$H(s) = Z(s) \left( G(s) + \frac{1}{k} \right)$$

(2-46)

where $G(s) =$ Transfer function of the linear part of the system

$k =$ Maximum gain of the nonlinearity

$Z(s) =$ Multiplier whose form depends on the nonlinear element

where, for the Popov criterion, $Z(s) = (1 + \alpha s)^{+1}$.

If the nonlinearity, denoted $n$, belongs to the class of functions limited only to the first quadrant, i.e. $0 < xn(x) < \infty$, then one writes $n \in A_k$ and the Popov criterion appears to be the least conservative stability estimate. If, in addition, $n$ is monotonic, $0 < dn/dx < \infty$, $n(0) = 0$, $n^{-1}$ exists, then one writes $n \in M_k$ and $Z(s)$ may take on values

$$Z(s) = a_0 s + \sum_{i=1}^{n} a_i (s + z_i)/(c_i s + z_i); c_i \leq 1.$$  

(2-47)

Equation (2-47) represents the most general driving point impedance which can be constructed from inductors and resistors.

Further, if the nonlinearity is odd monotonic, one writes $n \in O_k$, then $Z(s)$ can take on values given by (2-47) except $C_i \leq 2$. When $n$ can be expressed as a power law, then

$$n(x) = k |x|^u \text{sgn}(x).$$

(2-48)

This is denoted by $n \in P_k$ and the multiplier $Z(s)$ can be obtained from (2-47) except $C_i \leq \phi(u)$ where $\phi(u) > 2$ and approaches 2 as $u \to 0$. 
The proofs of the above criteria are based on Lyapunov functions translated to frequency domain relations. Other authors with a similar approach include O'Shea [118, 119], Dewey [44], Thathachar and Srinath [160], Thathachar, Srinath, and Ramapriyan [159], Thathachar [161], and Narendra and Neuman [105].

The second technique involves functional analysis, as exemplified by Zames [189, 190]. The analysis is done in the extended $L_2$ space which contains functions that, when truncated to exist over some finite time interval, belong to the $L_2$ space. When the complete function does not have an $L_2$ norm, its extended $L_2$ norm is defined as infinity.

After defining gain and incremental gain as $g(G) = \sup (||Gx||/||x||)$ and $\tilde{g}(G) = \sup(||Gx - Gy||/||x - y||)$ respectively, a simple theorem states that, if the open loop gain of a system is less than one the system motion is bounded, and if the open loop incremental gain of a system is less than one, the system is input-output stable. The concepts of conicity (restriction of a function to a sector of an input-output graph), positivity (function lies only in the first and third quadrant) and similar incremental quantities are introduced. These are used to prove a circle condition similar to the Popov condition. If the nonlinearity is contained in the sector $\{\alpha, \beta\}$ and the linear function is $G(j\omega)$ then the circle conditions are satisfied if there exists a $\delta > 0$ and the following hold:

1) If $\alpha > 0$, $|G(j\omega) + 1/2(1/\alpha + 1/\beta)| \geq 1/2(1/\alpha - 1/\beta) + \delta$, \[\omega \in (-\infty, \infty)\] (2-49)
and the nyquist diagram of $H(j\omega)$ does not encircle $-1/2(1/\alpha - 1/\beta)$
2) If $\alpha < 0$, 
\[ |G(j\omega) + 1/2 \left(1/\alpha + 1/\beta\right)| \leq 1/2 \left(1/\alpha - 1/\beta\right) - \delta \]  
(2-50)

3) If $\alpha = 0$, 
\[ \text{Re} \{G(j\omega)\} \geq - (1/\beta) + \delta, \omega \in (-\infty, \infty). \]

If the circle criterion holds (incrementally), then the system is $L_2$ bounded ($L_2$ - continuous).

Other authors proving stability inequalities using functional analysis are Narendra and Cho [106], Towle and Kazda [163], Sundaresham and Thathachar [156], Cho and Narendra [31], and Zames and Falb [191].

Noldus [111, 112, 114] deals with finding the existence of oscillations using the torus principle. The torus Noldus chooses consists of an $n$-dimensional ellipsoid intersecting a cone whose vertex is at the origin. The origin is omitted from the torus. By using the Kalman-Yakubovich Lemma, he proved that the trajectory will remain within the torus if

1) There exists real scalars $K_1$, $K_2$, $K_3$, $K_4$ and a function $h(u)$ such that $|n(u) - h(u)|$ is bounded for all $u$ and
\[ K_1 u^2 \leq uh(u) \leq K_2 u^2 \]  
(2-51)
\[ K_3 u^2 \leq un(u) \leq K_4 u^2 \]  
(2-52)

2) $(1 + K_2 G(s))/(1 + K_1 G(s))$ is strictly positive real, where $G(s)$ is the transfer function of the linear portion.

3) The linearized equivalent system has at the origin $n$ characteristic values in the right half $s$ plane.
4) For some scalar function \( r \)

\[
\text{Re} \left\{ \frac{1 + K_4 G(j\omega - r)}{1 + K_3 G(j\omega - r)} \right\} > 0, \forall \omega \in \mathbb{R} \quad (2-53)
\]

With some additional conditions on the numerator of the transfer function, the Brouwer fixed point theorem is used to prove the existence of an oscillation.

Williamson [175] sets out to define conditions for proving oscillations using the torus principle and the notion of 1-forms. A 1-form is defined by

\[
\zeta(x) = \sum_{j=1}^{n} g_j(x) \, dx_j \triangleq <g(x), dx> . \quad (2-54)
\]

A 1-form is termed exact if it represents the derivative of some function, i.e. \( \zeta(x) = df(x) \). If the system is described by

\[
x = G(x) \quad x(0) = x_0, \quad x \in \mathbb{R}^n \quad (2-55)
\]

then \( G \) carries a closed nonexact 1-form if

\[
<g(x), G(x)> > \varepsilon > 0, \forall x, \quad (2-56)
\]

i.e. \( (dg(x)/dx) (dx/dt) > \varepsilon > 0 \) while the rate of travel along some trajectory is positive. By applying Poincaré's method of successor functions, then a function called a continuous one parameter semigroup can be shown to intersect some surface of section repeatedly. If this surface of section is a Brouwer set, (2-55) has a nontrivial periodic oscillation.

Fitts [47], in a study of systems that violate the Aizerman conjecture, documents a class of systems that are fourth order, oscillate,
but have no describing function solution. They do, however, have a dual input describing function solution. Also given are some third order nonlinear systems that exhibit this characteristic.

Garber [51] examines the problem of determining the error inherent in using the describing function method (when applied to nonautonomous systems) by considering the impulse response of the linear portion of the system defined as

\[
R(t - \tau) = -\frac{\omega}{\pi} \left\{ \frac{G(0)}{2} + \sum_{k = 1}^{\infty} \Re G(jk\omega) \cos k(t - \tau) - \Im G(jk\omega) \sin k(t - \tau) \right\}.
\] (2-57)

He shows if a Lipschitz constant for the nonlinearity \( f(z) \) is equal to \( M \), a bound on the DF error is

\[
|z - \hat{z}| < \max \left\{ \int_{0}^{2\pi/\omega} (R - \hat{R}) f(\hat{z}) \, d\tau + \max |\psi - \hat{\psi}| \right\} \frac{2\pi/\omega}{1 - M \int_{0}^{2\pi/\omega} |R| \, d\tau}.
\] (2-58)

Note that \( \psi \) is the input to the system, \( \hat{z}, \hat{R}, \hat{\psi} \) are terms of the DF solution, and the auxiliary condition

\[
\int_{0}^{2\pi/\omega} |R| \, d\tau < 1
\] (2-59)

must be satisfied. By using a similar approach, Garber and Rozenvasser [52] show that, for autonomous systems, when the equation of the higher order harmonics is given by
The error, \( \Delta \), due to higher order harmonics is given by

\[
\Delta < N e(\omega); \quad |f(x)| \leq N \tag{2-61a}
\]

\[
\Delta < \frac{A M_0 e(\omega)}{1 - M_0 e(\omega)}; \quad |f(x)| \leq M_0 |x| \tag{2-61b}
\]

\[
\Delta < \frac{M_1 A e^*(\omega)}{1 - M_1 e(\omega)}; \quad |f'(x)| \leq M_1 = \text{const} \tag{2-61c}
\]

where \( e(\omega) = \int_0^{T/2} |\phi_h(u)| \, du; \quad \phi_h(u) = \frac{\omega}{\pi} \sum_{k=-\infty}^{\infty} G[(2k+1)j\omega] e^{(2k+1)j\omega} \)

\[ e^*(\omega) = \int_0^{T/2} \frac{1}{\pi} \sum_{k=-\infty}^{\infty} \frac{G[(2k+1)j\omega]}{(2k+1)^3} e^{(2k+1)j\omega} \, du \tag{2-62} \]

Using these values, the following error bands may be plotted in the complex plane to give the describing function error as

\[
\left| \frac{1}{G(j\omega)} - N(A) \right| \leq \frac{4M_1 \Delta}{\pi A} \tag{2-63}
\]

Bergen and Franks [10] study the problem using functional analysis in an \( L_2 \) space. They show that if the following conditions are satisfied:

1) \( G(j\omega) \rightarrow 0 \) as \( \omega \rightarrow \infty \)

2) \( n, G \) have continuous derivatives
3) \( \frac{dn}{dx} \neq 0, x = \hat{x} \)

4) \( \frac{dG}{dw} \neq 0, \omega = \hat{\omega} \)

5) The \( G \) and \(-1/n\) locus are not tangent at \((\hat{x}, \hat{\omega})\)

and, if \( ||n|| < \infty \)

6) \( ||n|| \leq M \)

7) \( \rho_{\omega} = M \max |\{G(j\omega k)|; K = 3, 5, \ldots | < 1 \)

or, if the norm of \( n \) is not bounded,

8) there exists a number \( M' \), \( ||nx - ny|| \leq M' ||x - y||_\infty \)

9) \( k|G(j\omega k)| \rightarrow 0 \) as \( k \rightarrow \infty \)

10) \( \rho'_{\omega} = (M'\pi/\sqrt{8}) \max \{k|G(j\omega k)|; k = 3, 5, \ldots \} < 1 \)

and furthermore, there exists an open, bounded, set \( \Omega \) such that

1) \((\hat{\omega}, \hat{a}) \in \Omega \)

2) for \( \forall (\omega, a) \in \Omega \)

\( B(\omega) T(a) < |\frac{1}{N(a)} + G(j\omega)| \) \hspace{1cm} (2-64)

where

\begin{equation}
T(a) \triangleq \left( \frac{|n(a \sin \theta)|^2}{|a N(a)|^2} - 1 \right)^{1/2} \hspace{1cm} (2-65)
\end{equation}

\begin{equation}
B(\omega) = \begin{cases} 
|G(j\omega)| \rho_{\omega} & \text{if } ||n|| < \infty \\
\frac{1 - \rho_{\omega}}{1 - \rho'_{\omega}} & \text{otherwise,}
\end{cases} \hspace{1cm} (2-66)
\end{equation}

then there exists an oscillation with \((\omega, a) \in \Omega \).
Mees and Bergen [93] expand on the above work by considering the DF solution to be an approximation to the exact solution

\[ [G(j\omega) N(a) + 1] \dot{a} = E(\omega, a). \]  

(2-67)

If the term \( E(\omega, a) \) can be bounded, then the existence or nonexistence of oscillations can be analyzed. If it is assumed that the nonlinearity satisfies the slope conditions

\[ \alpha(x_1 - x_2) \leq (nx_1 - nx_2) \leq \beta(x_1 - x_2) \]  

(2-68)

for all \( x_2, x_1 \) with \( x_2 > x_1 \), then it follows that

\[ |E(\omega, a)| \leq |G(j\omega)| \frac{\beta - \alpha}{2} \frac{\lambda(\omega)}{1 - \lambda(\omega)} a \]

where

\[ \lambda(\omega) = \sup_{k > 1 \text{ odd}} \left| \frac{G(jk\omega)}{1 + \beta + \frac{\alpha}{2} G(jk\omega)} \right| \frac{\beta - \alpha}{2} < 1. \]  

(2-69)

These equations have a simple geometric interpretation which allows error bands to be drawn around the DF locus. When the error bands completely intersect the real axis, the Leray-Schauder theorem is used to prove the existence of an oscillation.

In a series of papers on harmonic balance justification, Braverman et al. [17, 18, 19] derive a set of error expressions for a DF solution in the time domain. When the nonlinear function satisfies a Lipschitz condition with constant \( \beta \), and an M harmonic DF solution, they find

\[ |x(t) - \hat{x}(t)| \leq \varepsilon^{1/2} R \phi_\alpha(\hat{\omega}), \quad t \in [t_0, t_0 + \sin \left( \frac{1}{\varepsilon^{1/2}} \right)] \]  

(2-70)

where

\[ \varepsilon = \max \{ \varepsilon_1, \varepsilon_2, \varepsilon_3 \} \]
\[ \varepsilon_i = \frac{\int |d^i / d\omega^i G(j\omega)| \, d\omega}{|\omega| > (M + \alpha)\hat{\omega}}, \quad (i = 0, 1, 2) \quad (2-71) \]

\[ a \varepsilon(0, 1) \]

\[ R = \left[ \max_k \beta \sum_{k=1}^{M} |a_k| \right] \int_{-\infty}^{\infty} \left[ |G(j\omega)| + 2\left| \frac{dG(j\omega)}{d\omega} \right| + \left| \frac{d^2G(j\omega)}{d\omega^2} \right| \right] \, d\omega \quad (2-72) \]

\[ S = \left( \beta \int_{-\infty}^{\infty} |G(j\omega)| \, d\omega \right)^{-1} \quad (2-73) \]

\[ \phi_d(\omega) = \max \left\{ \frac{2}{(1 - \alpha)\omega}, \frac{7}{(1 - \alpha)^2\omega^2}, 1 \right\} \cdot \left(2-74\right) \]

A similar theorem is given for the bounds on the DF solutions in a relay system, with relay limit parameter A, and single harmonic DF solution, namely

\[ 0 \leq t \leq \left[ \frac{1}{2 \ln [R(1 + \phi)]} - 1 \right] \pi \frac{\hat{\omega}}{\omega}, \quad |x(t) - \hat{x}(t)| \leq \varepsilon^{1/2} \]

\[ \leq \min \left\{ \sqrt{\frac{3}{2}} a, \frac{a\hat{\omega}\theta}{2} \right\} \quad (2-75) \]

where

\[ \varepsilon = \max \{\varepsilon_0, \varepsilon_1, \varepsilon_2\}, \quad \varepsilon_i = \frac{\int |d^i / d\omega^i G(j\omega)| \, d\omega}{|\omega| > 2\hat{\omega}}, \quad (i = 0, 1, 2) \]

\[ \int_{|\omega| \leq 2\hat{\omega}} |d^i / d\omega^i G(j\omega)| \, d\omega \quad (2-76) \]
\[
R = A \max \left\{ \frac{2}{\hat{\omega}}, \frac{6}{\hat{\omega}^2}, 1 \right\} \int_{-\infty}^{\infty} \left[ |G(j\omega)| + 2 \left| \frac{dG(j\omega)}{d\omega} \right| \right. + \\
\left. \left| \frac{d^2G(j\omega)}{d\omega^2} \right| \right] d\omega
\]

(2-77)

\[
\phi = 1 + \frac{4A}{a\hat{\omega}} \int_{-\infty}^{\infty} |G(j\omega)| d\omega.
\]

(2-78)
CHAPTER III

STATEMENT OF THE PROBLEM

A. System Description

The system $S$ is an autonomous feedback configuration of the Lur'e-Postnikov type, and is shown in Figure 3-1. It is assumed the only equilibrium state occurs at $x = 0$. The nonlinear element has no memory, has bounded derivative on any closed bounded set, and has odd symmetry. It is assumed that $g$ satisfies the condition

$$\sup_{0 < m < \infty} |m G(j\omega)| < \infty, \forall \omega > 0.$$  (3-1)

As an example of the type of system being considered, the linear element $g$ can be represented by the state equations

$$\dot{x} = Ax + Bu$$
$$y = c^T x$$  (3-2)

where $A, B, C$ are suitably defined matrices. Further, (3-2) must be completely controllable and completely observable; that is, given an arbitrary initial condition $(x_0, t_0)$ and an arbitrary final condition $(x_f, t_f)$, it is possible to find a control function $u(t)$ to take the system from $(x_0, t_0)$ to $(x_f, t_f)$ (provided $t_f > t_0$). Also, given the output $y(t)$ and the input $u(t)$ it is possible to construct the state history, $x(t)$. From (3-2) then it is possible to represent the transfer function of $g$ as

$$G(s) = c(sI - A)^{-1} B = \frac{p(s)}{q(s)},$$  (3-3)
FIGURE 3-1
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where \( p \) and \( q \) are polynomials in \( s \). From the form of (3-2) it is guaranteed that the degree of \( p \) exceeds that of \( q \), and controlability and observability guarantee that \( p \) and \( q \) have no common factors.

The objective of the study is to investigate conditions under which the system will or will not oscillate. An oscillation is represented by a solution to the functional equation

\[
x = -gnx
\]

that is periodic; moreover it is assumed that such a solution is \( \pi \)-symmetric, so it can be written in the form

\[
x = a \cos \omega t + \sum_{k=3}^{\infty} a_k \cos(k\omega t + \theta_k).
\]

It is convenient to represent this as \((a, \theta)\) where

\[
a = (a, a_3, \ldots, a_{2n+1}, \ldots)
\]

\[
\theta = (\theta_1, \theta_3, \ldots, \theta_{2n+1}, \ldots).
\]

It is also convenient to introduce \( x_m \), where

\[
x_m = a \cos \omega t + \sum_{k=3}^{m} a_k \cos(k\omega t + \theta_k)
\]

which may be represented by \((a_m, \theta_m)\), where

\[
a_m = (a, a_3, \ldots, a_m)
\]

\[
\theta_m = (\theta_1, \theta_3, \ldots, \theta_m).
\]
B. Describing Function Approach

In the DF approach, the solution of (3-4) is assumed to be of the form

\[ x(t) = \sum_{k=1}^{m} \hat{a}_k \cos(k\omega t + \hat{\theta}_k); \hat{\theta}_1 = 0. \]  

(3-9)

Here the symbols \( \hat{x}, \hat{a}_k, \hat{\omega}, \hat{\theta}_k \) are used to distinguish the DF solution from the actual solution, (3-5). When (3-9) is substituted in (3-4) one obtains, in transform notation,

\[ \left[ 1 + G(jk\hat{\omega}) N_k(\hat{\alpha}, \hat{\theta}) \right] \hat{a}_k = 0, \quad k = 1, \ldots, m \]  

(3-10)

where

\[ \hat{\alpha} = (\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_m) \]

\[ \hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_m). \]  

(3-11)

This represents 2m real simultaneous nonlinear equations in 2m unknowns: \( \hat{\omega}, \hat{a}_1, \ldots, \hat{a}_m, \hat{\theta}_2, \ldots, \hat{\theta}_m \). The quantity \( N_k(\hat{\alpha}, \hat{\theta}) \) is the describing function of \( n \) and may be calculated from

\[ N_k(\hat{\alpha}, \hat{\theta}) = \frac{1}{\pi \hat{a}_k} \int_{\alpha + 2\pi}^{\alpha} n(\hat{x}(t)) \cos k\hat{\omega} t \, d\hat{\omega} \]  

(3-12)

where \( \alpha \) is an arbitrary real number.

Usually, one takes \( m = 1 \), although it may be advantageous in certain cases to allow \( m > 1 \). When \( m > 1 \) the DF is called a multiple input describing function (MIDF). It is not true in general that all systems exhibiting oscillatory behavior have DF solutions when \( m = 1 \); this is related to Aizerman's conjecture and was disproved by counterexamples [47].
C. Topological Analysis

A π-symmetric, periodic, solution of (3-4) will be represented by

\[
x(t) = \sum_{k=1}^{\infty} a_k \cos(k\omega t + \theta_k) = \sum_{k = -\infty}^{\infty} A_k e^{jk\omega t}
\]  \hspace{1cm} (3-14)

where \(a_k \in \mathbb{R}, A_k \in \mathbb{C}, A_{-k} = \overline{A_k}, A_j \in \mathbb{R}\) and \(\theta_1 = 0\). At times, it will be convenient to make a change of variables so that \(x = x(\phi)\) where \(\phi = \omega t\) and \(\omega\) corresponds to a particular solution. As a matter of notation, one may represent

\[
|x|_s = \sup_{0 < \phi < 2\pi} |x(\phi)|.
\]  \hspace{1cm} (3-15)

Let \(X\) be the Hilbert space of real valued, periodic functions of period \(2\pi\). Two projection operators, \(P\) and \(P_*\), may be defined so that

\[
P^m x(t) = \sum_{k=1}^{m} a_k \cos(k\omega t + \theta_k) = x_m
\]  \hspace{1cm} (3-16)

\[
P_*^m x(t) = \sum_{k = m + 1}^{\infty} a_k \cos(k\omega t + \theta_k) = x - P^m x = x_*.
\]  \hspace{1cm} (3-17)

A space of this type leads naturally to the use of the \(L_2\) norm, which will be defined as

\[
(|x|_2)^2 = \frac{1}{2\pi} \int_{0}^{2\pi} x^2(\phi) \, d\phi = \sum_{k=1}^{\infty} |a_k|^2.
\]  \hspace{1cm} (3-18)
Moreover, use will also be made of the $| |_1$ norm, which is defined as

$$
|x|_1 = \sum_{k=1}^{\infty} |a_k|.
$$

(3-19)

Since

$$
\sum_{k=1}^{\infty} |a_k|^2 \leq \left( \sum_{k=1}^{\infty} |a_k| \right)^2
$$

(3-20)

it follows that boundedness of (3-19) implies boundedness of (3-18). The converse, however, is not true in general. When $|x|_1 < \infty$, its relation to $|x|_s$ is

$$
|x|_s = \left| \sum_{k=1}^{\infty} a_k \cos(k\phi + \theta_k) \right| \leq \sum_{k=1}^{\infty} |a_k| = |x|_1.
$$

(3-21)

In the theorems that follow, when either norm is used, it will be represented by $|| | |$.

Both the DF solution and (3-14) will be shown to exist in some region $\Omega$ of a suitable parameter space. One chooses $\Omega$ so that it is homeomorphic to the disc $\sum_{k=1}^{m} x_k^2 = 1$. Henceforth, when the term disc is used, it will mean any region homeomorphic to a disc. It is further assumed that $\Omega$ is small enough to contain only one nontrivial DF solution.

When $m = 1$, the following theorem can be used to examine the validity of DF solutions:

**Theorem I:** Consider a system $S$ represented by $x = -gnx$ and let $-gn$ map points of $X$ into itself. Suppose there exists a metric $d(x', x'')$, such that
\[ d(p_{g}^{1}g_{n_{1}}, p_{g}^{1}g_{n_{2}}) \leq \gamma d(x_{n_{1}}, x_{n_{2}}) \]

\[ \gamma < 1, \text{ for all } x_{n_{1}}, x_{n_{2}} \in X \] (3-22)

holds whenever \((a, \omega)\) belongs to a disc \(\Omega\) in the \((a, \omega)\) plane.

1) If there exist a DF solution \((\hat{a}, \hat{\omega}) \in \Omega\) and in addition

\( a) |1/G(j\omega) + N(a)| > \)

\[ \frac{||P_{g}[n(a \cos \omega t + x_{n}) - n(a \cos \omega t)]||}{a} = \sigma \] (3-23)

on \(\partial \Omega\), where \(x_{n} = x_{n}(a, \omega)\) is the unique fixed point of 

\(-P_{g}g_{n}\) (it is easy to see that the same value results 

on the right side of (3-23) with either \(|_{1}\) or \(|_{2}\) and 

\( b) |\frac{\partial N(a)}{\partial a}| a = \hat{a} \neq 0 \) and 

\( c) -1/G(j\omega) \) is not parallel to \(N(a)\) at \(\omega = \hat{\omega}\)

then an oscillation exists with \((a, \omega) \in \Omega\).

2) If (3-22) and (3-23) are satisfied for \(\forall (a, \omega) \in \Omega\), then no oscillation exists with \((a, \omega) \in \Omega\).

Proof: The orthogonality of the fourier series allows (3-4) 

to be seperated into simultaneous equations of harmonic balance, 

i.e.

\[ [a_{k} + \eta_{k}(a, \theta) G(jk\omega)] = 0, \ k = 1, \ldots \] (3-24)

where \(\eta_{k}(a, \theta)\) is the output of \(n\) at the \(k^{th}\) harmonic. The DF equation 

is related to the equation of first harmonic balance by .
\[ [a + \eta_1(a, \omega) G(j\omega)] = \left[ I + N(a) G(j\omega) \right] a + H(a, \omega) \]  
(3-25)

where \( H(a, \omega) \) is the error in using the DF.

Applying \( P^* \) to (3-4), one obtains

\[ x_* = - P^* gn(x_1 + x_*) . \]  
(3-26)

It follows from (3-22) that (3-26) has the contractive property in \( \Omega \); hence \( x_* \) can be determined as a unique function of \( (a, \omega) \). Substituting this in (3-25) one obtains the following

\[ [a + \eta_1(a, \omega) G(j\omega)] = \left[ I + N(a) G(j\omega) \right] a + H(a, \omega). \]  
(3-27)

It may not be possible to calculate the function \( H(a, \omega) \), but it is possible to find a bound. Apply \( P \) to (3-4) and see that

\[ x_1 = - P^* gn(x_1 + x_*). \]  
(3-28)

Adding \( P^* gnx_1 \) to both sides yields

\[ x_1 + P^* gnx_1 = P^* g(nx_1 - n(x_1 + x_*)). \]  
(3-29)

Taking norms on both sides, and converting to transform notation, one obtains (3-23) which is equivalent to

\[ |1/G(j\omega) + N(a)| > \sigma(a, \omega) > \left| \frac{H(a, \omega)}{aG(j\omega)} \right|. \]  
(3-30)

One may define vector fields

\[ \Phi(a, \omega) = [a + \eta_1(a) G(j\omega)] \]  
(3-31)

\[ \psi(a, \omega) = [I + N(a) G(j\omega)] a. \]  
(3-32)
From (3-30) and (3-31), $\psi(a, \omega)$ is the principal part of $\Phi(a, \omega)$ on $\mathbb{D}$. Then $\Phi(a, \omega)$ and $\psi(a, \omega)$ are homotopically equivalent on $\mathbb{D}$ and have identical indices by the basic homotopy lemma given in Chapter II. If the function $\psi(a, \omega)$ has only one singularity in $\Omega$ which is non-degenerate, then the index of $\psi$ is nonzero. Since $\psi$ is homotopic to $\Phi$, $\Phi$ also has nonzero index and hence must have at least one zero in $\Omega$. Under these conditions, a DF solution implies an oscillation of the system.

The DF has a non-degenerate singularity if its Jacobian evaluated at the singularity is nonzero. For the DF equation

$$J \left( \begin{array}{c} \psi(a, \omega) \\ \frac{\partial \psi}{\partial a} \\ \frac{\partial \psi}{\partial \omega} \end{array} \right) \bigg|_{a = \hat{a}, \omega = \hat{\omega}} = 0,$$

(3-33)

noting that use has been made of

$$\left[ 1 + N(\hat{a}) G(j\hat{\omega}) \right] = 0. \quad (3-34)$$

When working with $S$, $N(a)$ is always real; hence $\text{Im}(G(j\omega)) = 0$. Then (3-33) is nonzero if

$$\hat{a} \left( \text{Re} \left[ \frac{dN(a)}{da} \right] \big|_{a = \hat{a}} G(j\hat{\omega}) \right) \left( \text{Im} \left[ N(\hat{a}) \frac{dG(j\omega)}{d\omega} \big|_{\omega = \hat{\omega}} \right] \right) \neq 0. \quad (3-35)$$

Each term of (3-35) must be nonzero; $N(\hat{a})$ and $G(j\hat{\omega})$ are nonzero from (3-34). It is necessary to insure that
\[
\frac{dN(a)}{da} \bigg|_{a = \hat{a}} \neq 0
\]

\[
\text{Im} \left( \frac{dG(j\omega)}{d\omega} \right) \bigg|_{\omega = \hat{\omega}} \neq 0
\]

The last relation is equivalent to saying -1/G(j\omega) is not parallel to \( N(a) \) at \( \omega = \hat{\omega} \). This proves condition 1 of the theorem. When (3-22) and (3-23) are satisfied at all point of \( \Omega \), then the (3-27) cannot have any solution with its right side equal to zero. Hence \( a = 0 \). Then \( x_* = 0 \) is an equilibrium solution of the system, and since (3-28) is a contractive mapping, it is the unique solution. Hence condition 2 of the theorem is proved. \( \blacksquare \)

The following result may be applied to examine the validity of MIDF solution:

Theorem II: Let \( S \) have a nontrivial MIDF solution.

Suppose \( x_* \) is contractively mapped into itself by (3-26) so that (3-22) holds (with \( P_*^m \) replacing \( P_1^m \)) over a disc \( \Omega \) defined in the parametric space \( (a_m, \theta_m, \omega) \). If, on \( \Omega \)

\[
\sigma = \frac{||P^m[\eta(x_m + x_*) - n(x_m)]||}{||a_m||} \geq \frac{\sigma(a_m, \theta_m, \omega)}{||a_m||}
\]
where in (3-38) the norm of a vector is defined as either
\[ |a_m|_1 = \sum_{k=1}^{m} |a_k| \]
\[ |a_m|_2 = \sqrt{\sum_{k=1}^{m} a_k^2} \]

corresponding to the norm used in (3-39), and
\[ N(a, \theta) = \text{diag} \left[ N_1(a, \theta), \ldots, N_m(a, \theta) \right] \]
\[ G(\omega) = \text{diag} \left[ G(j\omega), \ldots, G(jm\omega) \right] \]

and
\[ J \left( \frac{[1 + N(a_m, \theta_m) G(\omega)]}{a_m, \theta_m, \omega} \right) \neq 0. \]

Then an oscillation exists with \((a_m, \theta_m, \omega) \in \Omega\).

Proof: When working with the MIDF, the equations of harmonic balance may be written in vector form
\[ [a_m + \eta(a, \theta) G(\omega)] = [1 + N(a_m, \theta_m) G(\omega)] a_m + H(a, \theta, \omega) \]

where
\[ \eta(a, \theta) = [\eta_1(a, \theta), \ldots, \eta_m(a, \theta)]^T \]
\[ H(a, \theta, \omega) = [H_1(a, \theta, \omega), \ldots, H_m(a, \theta, \omega)]^T \]
Again the higher order harmonics are uniquely determined from contraction mapping considerations, allowing (3-43) to be written as

\[ [a_m + \eta(a_m, \theta_m) G(\omega)] = [I + N(a_m, \theta_m) G(\omega)] a_m + H(a_m, \theta_m, \omega). \]

(3-44)

Define two vector fields in 2m dimensions as

\[ \phi(a_m, \theta_m, \omega) = [a_m + \eta(a_m, \theta_m) G(\omega)] \]

(3-45)

\[ \psi(a_m, \theta_m, \omega) = [I + N(a_m, \theta_m) G(\omega)] a_m. \]

(3-46)

then from (3-38) and (3-39)

\[ ||\psi(a_m, \theta_m, \omega)|| > ||H(a_m, \theta_m, \omega)||, \forall(a_m, \theta_m, \omega) \in \Omega. \]

(3-47)

which, as in the previous case, implies \( \psi \) and \( \Omega \) are homotopic on \( \partial \Omega \).

Hence if the singularity is non-degenerate, which is implied by (3-42), the conclusion follows.
CHAPTER IV

GRAPHICAL RESULTS FOR SINGLE INPUT DF

The first result presents a graphical technique that gives sufficient conditions for oscillation when the nonlinear function is an odd power law. Generalization to other odd functions follows in Chapter VI. Conditions are also given for absence of oscillations.

Theorem III: Let S satisfy (3-1) and have nonlinearity
\[ n(x) = x^p; \quad p \text{ odd.} \]

Let there be a region \( \Omega \) in the \((a, \omega)\) plane, homeomorphic to a disc.

1) Suppose there is a DF solution \((a, \omega) \in \Omega\) and
\[
|1/G(j\omega) + N(a)| > \sigma(a, \omega) \text{ on } \mathbb{R} \Omega
\]

where \( \sigma \) is a positive solution to
\[
\lambda = p(1 + \frac{2\sigma}{\lambda}) p - 1 \quad p - 1
\]

\[
\frac{2\sigma}{\lambda} = \inf_{k > 1} \left[ \frac{2}{G(3k\omega)} + p(1 + \frac{2\sigma}{\lambda}) \frac{p - 1}{p - 1} \frac{p - 1}{a} \right]
\]

and \(-1/G(j\omega)\) is not parallel to \(N(a)\) at \(\omega = \hat{\omega}\), then a \(\pi\)-symmetric oscillation exists with \((a, \omega) \in \Omega\).

2) Suppose that
\[
|1/G(j\omega) + N(a)| > \sigma(a, \omega) \forall (a, \omega) \in \Omega
\]
where \( \sigma(a, \omega) \) is given by (4-2), (4-3). Then there is no oscillation with amplitude and frequency \((a, \omega)\) in \( \Omega \).

**Proof:** Suppose an oscillatory solution (3-14) exists and \(|x(t)|_s < \infty\), then \(|x|_1 < \infty\). To see this, take \( \lambda \) to be any positive number satisfying

\[
\lambda > \left| \frac{dn(x)}{dx} \right|_s .
\]

(4-5)

Solutions with convergent Fourier series satisfy \(|x|_2 < \infty\). One finds, using the mean value theorem,

\[
\frac{1}{2\pi} \int_0^{2\pi} n^2(x(\phi)) \, d\phi \leq \frac{\lambda^2}{2\pi} \int_0^{2\pi} |x^2(\phi)| \, d\phi .
\]

(4-6)

Hence \(|n(x)|_2 < \infty\). Set

\[
y = n(x(t)) = \sum_{k = -\infty}^{\infty} B_k e^{jkw t} .
\]

If the linear element has a transform \( G(j\omega) \),

\[
\sum_{k = -\infty}^{\infty} A_k e^{jkw t} = \sum_{k = -\infty}^{\infty} G(jk\omega) B_k e^{jkw t}
\]

since, from orthogonality, \( A_k = G(jk\omega) B_k \). Observe that

\[
\sum_{k = -\infty}^{\infty} |A_k| = \sum_{k = -\infty}^{\infty} |G(jk\omega) B_k| .
\]

(4-7)

and, applying the Cauchy-Schwarz inequality, .
\[
\sum_{k=-\infty}^{\infty} |A_k| \leq \left( \sum_{k=-\infty}^{\infty} |G(jk\omega)|^2 \right)^{1/2} \left( \sum_{k=-\infty}^{\infty} |B_k|^2 \right)^{1/2}. \tag{4-8}
\]

It was stated in Chapter III that \( g \) satisfies

\[
\sup_{0 < m < \infty} |mG(jm\omega)| < \infty
\]

so that

\[
\left( \sum_{k=1}^{\infty} |G(jk\omega)|^2 \right)^{1/2} < \infty. \tag{4-9}
\]

Hence \(|x|_1 < \infty\).

The operator \( P^* \) may be applied to (3-4) yielding

\[
x^* = P^* g n(x_1 + x^*). \tag{4-10}
\]

Consider two points, \( x^*, x^{*''} \), with the metric \(|x^{*''} - x^*|_2 \). From (4-10) one obtains

\[
\left( \int_0^{2\pi} (x^{*''}(\phi) - x^*(\phi))^2 \, d\phi \right)^{1/2} = \left( \int_0^{2\pi} \left( P^* g \{ n(x'(\phi)) \} \right)^2 \, d\phi \right)^{1/2}.
\]

The mean value theorem implies that

\[
|n(x'') - n(x')| \leq \lambda |x'' - x'|
\]

and since \( P^* g \) is linear, one sees that
Applying Parseval's identity, it follows that
\[
\left( \sum_{|k| > 1}^{\infty} |A_k - A_k'|^2 \right)^{1/2} \leq \lambda \left( \sum_{|k| > 1}^{\infty} |G(jk\omega) (A_k'' - A_k')|^2 \right)^{1/2}
\]
and hence
\[
\left( \sum_{|k| > 1}^{\infty} |A_k - A_k'|^2 \right)^{1/2} \leq \lambda \sup_{k > 1} |G(jk\omega)| \left( \sum_{|k| > 1}^{\infty} |A_k'' - A_k'|^2 \right)^{1/2} \tag{4-11}
\]
Hence one sees that \(|P x_n - P x_n'|_2 \leq \lambda \sup_{k > 1} |G(jk\omega)| |x'' - x'|_2\).

Now obtain a bound on \(|x|_s\) by using the norm \(|x|_1\). From (4-10) one obtains
\[
|x|_s \leq \sum_{|k| > 1} |A_k| \leq \sup_{k > 1} |G(jk\omega)| \sum_{|k| > 1} |B_k|.
\]
For a power law nonlinearity, take
\[
\lambda \geq p|x|_{-1}^{p-1} \geq \left| \frac{dn(x)}{dx} \right|, \tag{4-12}
\]
which satisfies (4-5). It is easy to verify that
\[
\sum_{|k| > 1} |B_k| \leq (|x|_1)^p \leq \lambda |x|_1 -
\]

so that

$$\sum_{|k| > 1} |A_k| \leq \lambda \sup_{|k| > 1} |G(jk\omega)| \left( \sum_{k = -\infty}^{\infty} |A_k| \right).$$

(4-13)

Comparing (4-11) and (4-13) it can be seen that

$$|x^{(n)} - x^{(n-1)}| \leq |f|_s |x^{(n)} - x^{(n-1)}|_2$$

(4-14)

$$|x^{(n)}| \leq |f|_s |x^{(n-1)}| + |f|_s |x^{(n)}|_1$$

(4-15)

with $|f|_s = \lambda \sup_{|k| > 1} |G(jk\omega)|$.

Note that, if $|f|_s < 1$, then (4-10) is contractive under the $L_2$ norm by (4-11) and (4-13) bounds the value of $|x^{(n)}|$, as a function of $|x^{(n-1)}|$. By applying the contraction mapping theorem, one may obtain bounds on $|x|_2$.

Similarly, one may solve (4-15) for $|x|_1$.

The slope of the nonlinearity may vary from 0 to $\lambda(|x^{(n)}|)$ for a particular solution; Holtzman [58] shows that a sharper contraction results, in this case, if a quantity equal to half the norm of a recursive mapping is added to both sides. From (4-10) one obtains

$$x_\ast \left(1 + \frac{1}{2} p_\ast g \frac{\lambda(|x^{(n)}|)}{2} \right) = p_\ast g \left( \frac{\lambda(|x^{(n)}|)}{2} x_\ast - n(x^{(n-1)} + x_\ast) \right).$$

(4-16)

Provided that

$$\inf_{|f|_s > 1 + G(jk\omega) \lambda(|x^{(n)}|)/2|} k \neq 0,$$

it may be shown that (4-16) yields the relation
The map \((4-10)\) is contractive if

\[
\rho = \inf_{k > 1} \frac{2}{G(jk\omega) + \lambda(|x|)} < 1. \tag{4-19}
\]

For a certain region in \((a, b)\) space, (4-19) is satisfied. Then (4-10) has a unique fixed point in this region satisfying

\[
|x_* - x_0^*| \leq \frac{|x_*^1 - x_0^*|}{1 - \rho} \tag{4-20}
\]

where \(x_0^*\) is a starting point and \(x_*^1\) is obtained by applying the map to \(x_0^*\). Take \(x_0^* = 0\), and from (4-20) and (4-16) one obtains

\[
||x_*|| \leq \frac{\lambda(|x|)}{1 - \rho} \left( \frac{p_*^1 g \left[ \frac{\lambda(|x|) x_1 - n(x_1)}{2} \right]}{1 + p_*^1 g \lambda(|x|)} \right) \tag{4-21}
\]

where use has been made of \(p_*^1 g \lambda(|x|) x_1 = 0\). Hence a bound on \(||x_*||\) exists as a function of \(||x_1||\) and \(\lambda(|x|)\).

One now finds an expression for the DF harmonic error. Applying \(p^1\) to (3-4) yields
The equation of harmonic balance is related to the DF equation by

\[ x_1 + P_1 g (x_1 + x_*) = [x_1 + p g n x_1] + P_1 g [n(x_1 + x_*) - n x_1]. \]  

(4-23)

When (4-22) holds, it is seen that the DF error is given by

\[ P_1 g [n x_1 - n(x_1 + x_*) + A(\|x_h\| x_*) - \frac{\lambda(|x_1|)}{2} x_*]. \]  

(4-24)

where use has been made of \( P_1 g \frac{\lambda(|x_1|)}{2} x_* = 0 \). Taking norms on both sides of (4-24) yields

\[ |1/G(j\omega) + N(a)|a \leq ||n(x_1 + x_*) - nx_1 - \frac{\lambda(|x_1|)}{2} x_*|| \]  

(4-25)

and the right side of (4-25) is evaluated from the mean value theorem as

\[ ||n(x_1 + x_*) - nx_1 - \frac{\lambda(|x_1|)}{2} x_*|| \leq \left| \frac{dn}{dx} x_* - \frac{\lambda(|x_1|)}{2} x_* \right| \]

\[ \leq \frac{\lambda(|x_1|)}{2} ||x_*||. \]

The last step follows since \( 0 < \frac{dn}{dx} < \lambda \). Combining (4-25) with (4-20) yields

\[ |1/G(j\omega) + N(a)| \leq \inf_{k > 1} \left| 1/G(jk\omega) + \frac{\lambda(|x_1|)}{2} - \frac{\lambda(|x_1|)}{2} \right| \]  

(4-26)
The right hand side of (4-26) may be interpreted as an error distance, and for convenience define \( \sigma \) by

\[
\sigma = \frac{\lambda^2(|x|_1)/4}{\inf_{k > 1} \left| \frac{\lambda(|x|_1)}{2} - \frac{\lambda(|x|_1)}{2} \right|}.
\]

(4-27)

A suitable value for \( \lambda \) will now be determined for the power law non-linearity. One may write

\[
n(x) = x^p; \quad \frac{dn}{dx} = px^{p-1}.
\]

Equation (4-21) gives bounds on \( |x^*_1| \) in terms of \( |x_1|_1 \), and, from (4-27), one obtains

\[
|x_1| \leq |x_1|_1 + |x^*_1| \leq (1 + \frac{2\sigma}{\lambda}) a.
\]

(4-28)

Choose \( \lambda \) to be the positive solution of

\[
\lambda = p\left(1 + \frac{2\sigma}{\lambda}\right)^{p-1}a \geq \frac{dn}{dx} \geq \frac{dn}{dx},
\]

(4-29)

which will be assumed to exist. It follows that (4-29) satisfies (4-4) and (4-10). Substituting (4-29) in (4-27) one obtains

\[
\frac{2\sigma}{\lambda} = \frac{p\left(1 + \frac{2\sigma}{\lambda}\right)^{p-1}a}{\inf_{k > 1} \left| \frac{2}{G(j\omega)} + p\left(1 + \frac{2\sigma}{\lambda}\right)^{p-1}a \right| - p\left(1 + \frac{2\sigma}{\lambda}\right)^{p-1}}.
\]

(4-30)

or after some rearrangement,
\[ \frac{2\sigma}{\lambda} = \inf_{k > 1} \left( \frac{2}{G(3k\omega)} + p(1 + \frac{2\sigma}{\lambda}) \frac{p - 1}{a} \right) \quad (4-31) \]

A positive solution for \( \frac{2\sigma}{\lambda} \) in (4-30) implies that (4-17) is satisfied; hence the conditions for contraction are verified and \( x^* \) is unique.

Hence the conditions of Theorem I are satisfied. The proof is complete. \[ \Box \]

It is possible to show that (4-3) has a positive solution when \( \frac{2\sigma}{\lambda} \) is small. Let it be assumed that \( k \) can be found independent of \( \lambda \).

It is intended to solve iteratively on a computer the equation

\[ \frac{2\sigma}{\lambda} = F\left(\frac{2\sigma}{\lambda}\right) \quad (4-32) \]

which is equivalent to (4-3). Now (4-32) can be sketched as the parametric equations

\[ \frac{2\sigma}{\lambda} = F(x); \ x = \frac{2\sigma}{\lambda} \].

The first equation has a positive solution when \( x = 0 \); if its slope is less than one for a long enough distance along the \( x \) axis, then (4-32) will have a solution; if not, the iterations will soon lead to a negative denominator in (4-3). The situation has been sketched in Figure 4-2. A sufficient condition for the procedure to be successful is that

\[ |F'(x)| < 1. \quad (4-33) \]

The derivative of \( F \) with respect to \( x \) can be computed, yielding
\[
x = \frac{2\sigma}{\lambda}
\]

\[
\frac{2\sigma}{\lambda} = F(x)
\]

\[
x = \sqrt{\frac{|2/G(jk\omega)|}{-2a^p - \frac{1}{p} \text{ Re } |2/G(jk\omega)|}}
\]

a) solution exists

\[
x = \sqrt{\frac{|2/G(jk\omega)|}{-2a^p - \frac{1}{p} \text{ Re } |2/G(jk\omega)|}}
\]

b) no solution exists

FIGURE 4-1 CONDITIONS FOR SOLUTION OF \( F\left(\frac{2\sigma}{\lambda}\right) = \frac{2\sigma}{\lambda} \)
\[ F'(x) = \frac{pF(x)}{1+x} - \left( \frac{F(x)}{1+x} \right)^2 \]

\[ \cdot (p - 1) \cdot \frac{2 \text{Re} \left( \frac{2}{G(jk\omega)} + \frac{p(1+x)^p - 1}{a} \right)}{\left| \frac{2}{G(jk\omega)} + \frac{p(1+x)^p - 1}{a} \right|} \quad (4-34) \]

Note that \( \text{Re} \left( \frac{2}{G(jk\omega)} \right) < 0 \), and from (4-17), (4-34) is always positive. A sufficient condition for (4-33) to hold is

\[ x = F(x) \leq \frac{2}{3p} \quad (4-35) \]

i.e., one can expect the technique to work when the percentage harmonic content is on the order of (4-35).

It turns out, because the system is usually low pass, the infimum required (assuming a \( \pi \)-symmetric solution) in (4-3) usually occurs at \( k = 3 \). A computer can be used to sketch the region \( \Omega \) in the \((a, \omega)\) plane, and examples of the technique are shown in Figures 4-2 to 4-6 for various combinations of linear function and odd power law.
FIGURE 4.3 PROOF OF OSCILLATION BY THEOREM II

\[ g(x) = \frac{1}{3} x^3 \]
FIGURE 4-4 PROOF OF OSCILLATION BY THEOREM III

\[ n(x) = \frac{1}{3x^3} \]

\[ G(s) = \frac{.09s^2}{s^4 - .6s^3 + 1.81s^2 - .6s + 1} \]
FIGURE 4-5 PROOF OF OSCILLATION BY THEOREM III

\[ n(x) = .1x^5 \]

\[ G(s) = \frac{.02s}{s^2 - .02s + 1} \]
\[ \begin{align*}
\omega^2 L^2 & = 655\,400\text{ Nm}^2 \\
\omega^2 C & = 1\,280\text{ Nm} \\
\omega^2 R & = 295\,000\text{ Nm} \\
\phi & = 1\,100^\circ
\end{align*} \]
CHAPTER V

ANALYTIC RESULTS FOR SINGLE INPUT DF

By using more conservative conditions, the existence of an oscillation can be verified analytically. In particular, the next theorem may be applied when the nonlinearity is an odd power law.

Theorem IV: Let $S$ satisfy (3-1) and have nonlinearity

$$n(x) = x^p; \ p \text{ odd.}$$

Suppose

1) there is a DF solution $(\hat{a}, \hat{\omega})$ and $-1/G(j\omega)$ is not parallel to the real axis at $\omega = \hat{\omega}$, and

2) there is an interval along the $\omega$ axis

$$w = \{\omega : \omega_1 < \omega < \omega_2\} \text{ for which}$$

$$|\text{Im}(1/G(j\omega))| \geq \left(1/2 + \frac{\sqrt{c_2 + c_2^2/4}}{4 + c_2}\right) |1/G(j\omega)|, \omega \in \omega w \tag{5-2}$$

where $c_2$ is a positive solution of

$$c_2 = (p + 1) \frac{(p - 1)(p - 3)}{(p - 2)(p - 4)} \ldots \frac{4}{3} (1 + 1/c_2)^{p - 1}. \tag{5-3}$$

3) If there is a $k$ such that

$$\inf_{i > 1} \left| \frac{2}{G(j\omega) + \lambda} \right| = \left| \frac{2}{G(jk\omega) + \lambda} \right| \tag{5-4}$$
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where \( \bar{\lambda} \) is defined by

\[
\bar{\lambda} = \max_{\omega \in \mathbb{W}} \left[ \left( c_2 + \frac{2c_2\sqrt{c_2 + c_2^2/4}}{4 + c_2} \right) \right] 1/G(j\omega) \]  \hspace{1cm} (5-5)

and for that \( k \)

\[
\frac{|1/G(jk\omega)|}{|1/G(j\omega)|} \geq \left( c_2 + \frac{c_2^2/2}{4 + c_2} \right) \forall \omega \in \mathbb{W} \] \hspace{1cm} (5-6)

then there is a \( \pi \)-symmetric oscillation with \( \omega \in \mathbb{W} \) and

\[
a < \max_{\omega \in \mathbb{W}} N^{-1} \left[ 1 + \frac{2\sqrt{c_2 + c_2^2/4}}{4 + c_2} \right] |1/G(j\omega)| \] \hspace{1cm} (5-7)

Proof: Define a rectangular region \( \Omega^- \) in the \( (a, \omega) \) plane of convenient size by

\[
\Omega^- = \{ a, \omega : a_1 < a < a_2, \omega_1 < \omega < \omega_2 \} \] \hspace{1cm} (5-8)

such that \( (\hat{a}, \hat{\omega}) \in \Omega^- \). It will be demonstrated that under conditions (5-2) to (5-6) \( \Omega^- \) contains a disc \( \Omega \) that satisfied Theorem III, see Figure 5-1.

The analysis will be done in the \( (N, \omega) \) plane, where \( N = N(a) \) is the DF. There is a one-to-one relationship between the set \( N = \{ N : N \in \mathbb{R}, N > 0 \} \) and the set \( a = \{ a : a \in \mathbb{R}, a > 0 \} \), and \( \Omega^- \) will also be used to denote the image of (5-8) in the \( (N, \omega) \) plane. As a matter of notational convenience, the linear transfer functions will be represented by

\[
|1/G(j\omega)| = G^{-1}; |1/G(jk\omega)| = G_k^{-1}. \]
FIGURE 5-1 RELATION BETWEEN $\Omega$ AND $\Omega'$.
First, the existence of a positive solution to (4-2) and (4-3) will be verified from (5-1) through (5-6). The following holds for $c_2 > 0$:

$$\frac{1}{c_2} \geq \frac{1}{c_2} \left( \frac{2 + c_2/2 + \sqrt{c_2 + c_2^2/4}}{2 + c_2/2 + \sqrt{c_2 + c_2^2/4 + \sqrt{4/c_2 + 1}}} \right) = \frac{4c_2 + c_2^2 + 2c_2\sqrt{c_2 + c_2^2/4}}{2(4 + c_2)(c_2^2/2 + c_2\sqrt{c_2 + c_2^2/4}) - 2(4c_2 + c_2^2 + 2c_2\sqrt{c_2 + c_2^2/4})}$$

(5-9)

In particular, when $c_2$ is chosen to satisfy (5-3), it follows by comparing (5-9) with (5-5) and (5-6) that

$$\frac{\bar{\lambda}/2}{G_k^{-1} - \bar{\lambda}} = \frac{\bar{\lambda}/2}{(G_k^{-1} - \bar{\lambda}/2) - \bar{\lambda}/2} \geq \frac{\bar{\lambda}/2}{1/\sqrt{G(j\omega)} + \frac{\bar{\lambda}}{2} - \frac{\bar{\lambda}}{2}}$$

(5-10)

provided, of course, that $G_k^{-1} - \bar{\lambda} > 0$. The expression on the right-hand side of (5-10) was identified in (4-27) so that

$$\frac{2\sigma}{\lambda} < \frac{1}{c_2}.$$  

(5-11)

By referring to any table of describing functions, e.g. [69], it may be seen that (5-3) can be written as

$$c_2 = \frac{pa^p - 1}{N(a)} (1 + 1/c_2)^p - 1$$

(5-12)

and, from (5-11), one obtains the relation

$$N(a) c_2 \geq pa^p - 1 \left(1 + \frac{2\sigma}{\lambda}\right)^p - 1 \frac{1}{\lambda} = \lambda.$$  

(5-13)
The equality portion of (5-13) comes from (4-29).

It can now be shown that $\Omega^-$ contains a region $\Omega$ on whose boundary $|1/G(j\omega) + N(a)| > \sigma$. In view of (4-1) and (5-11) it suffices to show that the following holds on $\partial\Omega$:

$$|\text{Im}(1/G(j\omega))| > \sigma > \frac{\lambda}{2c_2}. \quad (5-14)$$

Clearly if (5-2) holds then (5-14) is obtained. Along the $N$ axis one finds the boundary of the region from (4-26) and (5-10) as

$$|1/G(j\omega) + N(a)| \geq \frac{\lambda^2/4}{G_k^{-1} - \lambda} \quad (5-15)$$

which, from (5-13), yields the relation

$$|G^{-1} - N| \geq \frac{c_2^2N^2/4}{G_k^{-1} - c_2N}. \quad (5-16)$$

This in turn requires examining solutions of

$$G^{-1} G_k^{-1} - (G_k^{-1} + c_2 G^{-1}) N + (c_2 + c_2^2/4) N^2 = 0 \quad (5-17a)$$

$$G^{-1} G_k^{-1} - (G_k^{-1} + c_2 G^{-1}) N + (c_2 - c_2^2/4) N^2 = 0. \quad (5-17b)$$

The minimum and maximum of the solutions on $\Omega^-$ can be shown to be

$$N_1 = \min_{\omega \in \Omega^-} \left\{ \frac{(G_k^{-1} + c_2 G^{-1}) - \sqrt{(G_k^{-1} + c_2 G^{-1})^2 + (c_2^2 - 4c_2) G^{-1} G_k^{-1}}}{2(c_2 - c_2^2/4)} \right\} \quad (5-18a)$$
Now $N_1$ is always real and positive if $c_2 > 4$. $N_2$ will be real and positive if

\[
\left( \frac{G_k^{-1}}{G^{-1}} \right) - (2c_2 + c_2^2) \frac{G_k^{-1}}{G^{-1}} + c_2 > 0
\]

which in turn requires

\[
\frac{G_k^{-1}}{G^{-1}} > \frac{(2c_2 + c_2^2) + \sqrt{(2c_2 + c_2^2)^2 - 4c_2}}{2}
\]

which is equivalent to (5-6).

All the requirements of Theorem III, condition 1, have been satisfied; hence an oscillation exists. The maximum value of $N_2$ may be computed from (5-13) and (5-5) as (5-7). I

A graph of the parametric equations

\[
c_2 = c_1(1 + x)^p - 1
\]

\[
x = 1/c_2
\]

where $c_1$ is a positive constant, shows that there is a unique solution for $c_2$. This is illustrated in Figure 5-2.

It is convenient to tabulate the values of $c_2$ and other pertinent parameters as functions of $p$; this is done in Figure 5-3.
$c_2 = c_1(1 + x)^p - 1$

$x = 1/c_2$
<table>
<thead>
<tr>
<th>POWER</th>
<th>C7</th>
<th>IM(GI)/GI</th>
<th>LAMBDA/GI</th>
<th>GKI/GI</th>
<th>NMAX/GI</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>5.566316</td>
<td>0.88149077</td>
<td>9.812310</td>
<td>41.3675</td>
<td>1.76280154</td>
</tr>
<tr>
<td>5</td>
<td>11.247496</td>
<td>0.92943621</td>
<td>20.907659</td>
<td>148.1472</td>
<td>1.85887242</td>
</tr>
<tr>
<td>7</td>
<td>17.775694</td>
<td>0.95174909</td>
<td>33.836001</td>
<td>350.6255</td>
<td>1.90349818</td>
</tr>
<tr>
<td>9</td>
<td>25.019318</td>
<td>0.96426307</td>
<td>48.250408</td>
<td>675.0777</td>
<td>1.92852614</td>
</tr>
<tr>
<td>11</td>
<td>32.893728</td>
<td>0.97211770</td>
<td>63.953150</td>
<td>1146.8413</td>
<td>1.94473540</td>
</tr>
<tr>
<td>13</td>
<td>41.338526</td>
<td>0.97743450</td>
<td>80.811402</td>
<td>1790.5964</td>
<td>1.95486900</td>
</tr>
<tr>
<td>15</td>
<td>50.307826</td>
<td>0.98123430</td>
<td>98.727525</td>
<td>2630.5307</td>
<td>1.96246859</td>
</tr>
<tr>
<td>17</td>
<td>59.765247</td>
<td>0.98406350</td>
<td>117.525587</td>
<td>3690.4468</td>
<td>1.96812701</td>
</tr>
<tr>
<td>19</td>
<td>69.681024</td>
<td>0.98623861</td>
<td>137.444232</td>
<td>4993.8348</td>
<td>1.97247722</td>
</tr>
<tr>
<td>21</td>
<td>80.030247</td>
<td>0.98795443</td>
<td>158.132474</td>
<td>6563.9252</td>
<td>1.97590885</td>
</tr>
<tr>
<td>23</td>
<td>90.791646</td>
<td>0.98933684</td>
<td>179.647041</td>
<td>8423.7277</td>
<td>1.97867369</td>
</tr>
<tr>
<td>25</td>
<td>101.946797</td>
<td>0.99047049</td>
<td>201.950588</td>
<td>10596.0622</td>
<td>1.98094098</td>
</tr>
<tr>
<td>27</td>
<td>113.479539</td>
<td>0.99141416</td>
<td>225.010445</td>
<td>13103.5821</td>
<td>1.98282833</td>
</tr>
<tr>
<td>29</td>
<td>125.375545</td>
<td>0.99220988</td>
<td>248.797708</td>
<td>15968.7940</td>
<td>1.98441976</td>
</tr>
<tr>
<td>31</td>
<td>137.672000</td>
<td>0.99288837</td>
<td>273.286567</td>
<td>19214.0731</td>
<td>1.98577675</td>
</tr>
<tr>
<td>33</td>
<td>150.207354</td>
<td>0.99347262</td>
<td>298.453786</td>
<td>22861.6769</td>
<td>1.98694524</td>
</tr>
<tr>
<td>35</td>
<td>163.121126</td>
<td>0.99398008</td>
<td>324.278299</td>
<td>26933.7561</td>
<td>1.98796015</td>
</tr>
<tr>
<td>37</td>
<td>176.353750</td>
<td>0.99442425</td>
<td>350.740892</td>
<td>31452.3638</td>
<td>1.98884850</td>
</tr>
<tr>
<td>39</td>
<td>189.986647</td>
<td>0.99481573</td>
<td>377.823946</td>
<td>36439.4640</td>
<td>1.99063146</td>
</tr>
<tr>
<td>41</td>
<td>203.741126</td>
<td>0.99516292</td>
<td>405.511228</td>
<td>41916.9386</td>
<td>1.99032584</td>
</tr>
<tr>
<td>43</td>
<td>217.880297</td>
<td>0.99547257</td>
<td>433.787717</td>
<td>47906.5933</td>
<td>1.99094514</td>
</tr>
<tr>
<td>45</td>
<td>232.306997</td>
<td>0.99575016</td>
<td>462.639457</td>
<td>54430.1635</td>
<td>1.99150031</td>
</tr>
<tr>
<td>47</td>
<td>247.014739</td>
<td>0.99600017</td>
<td>492.053445</td>
<td>61509.3188</td>
<td>1.99200034</td>
</tr>
<tr>
<td>49</td>
<td>261.997452</td>
<td>0.99622632</td>
<td>522.017519</td>
<td>69165.6873</td>
<td>1.99245265</td>
</tr>
</tbody>
</table>

FIGURE 5-3 TABLE OF PARAMETERS VS. P
As an example of the use of Theorem IV, consider the system to be a Van der Pol oscillator whose transfer function is

\[ G(s) = \frac{.03s}{s^2 - .03s + 1} \]

and the nonlinear function is

\[ n(x) = \frac{1}{3}x^3. \]

The describing function solution is \( \hat{\omega} = 1, \hat{a} = 2 \). The value of \( c_2 \) can be calculated from (5-3) as

\[ c_2 = 4(1 + 1/c_2)^2; c_2 = 5.566. \]

One computes from (5-2)

\[ \text{Im}|1/G(j\omega)| = .8814|1/G(j\omega)| \quad (5-26) \]

which, by using a trigonometric substitution can be shown equal to

\[ \frac{\text{Im}|1/G(j\omega)|}{\text{Re}|1/G(j\omega)|} = 1.865 = \frac{\omega^2 - 1}{.03\omega} \quad (5-27) \]

or \( \omega^2 + .05595\omega - 1 = 0 \)

yielding

\[ \omega_1 = .05595 + \sqrt{(0.05595)^2 + 4} = 1.0283662 \]

\[ \omega_2 = -.05595 + \sqrt{(0.05595)^2 + 4} = .9724162. \]

Now compute \( \bar{\lambda} = \max \left[ 9.812|1/G(j\omega)| \right] = 44.1. \) It is easy to see that, when the solution is assumed \( \pi \)-symmetric, the infimum is
satisfied at $K = 3$. The final requirement of the theorem is that

$$\frac{|1/G(j3\omega)|}{|1/G(j\omega)|} > 41.36$$

is satisfied in the region

$$w = \{\omega: 0.9724162 \leq \omega \leq 1.0283662\}.$$  

This is easily verified. The bound (5-7) is then found to be

$$a \leq N^{-1}[1.7628|1/G(j\omega)|] = 3.9485.$$  

As a comparison, one might easily solve the problem graphically by applying Theorem III. This was done by computer in Figure 5-4, and the regions obtained by the two methods may be compared.
FIGURE 5.4: A plot of the region surrounding the DP solution when \( m(x) = 1/3x^3, G(s) = \frac{s}{s^2 + 0.3s + 1} \).
A. Multiple Input Describing Functions

The results obtained for DF can be extended to multiple input describing functions (MIDF). One needs to deal with some higher dimensional spaces and use homotopy arguments to show the existence of a solution. It is also desired to define a more general set of characteristics that a nonlinearity must have for the method of Theorem III or IV to be applicable, and to determine the modifications necessary to the theorems.

The next result represents the MIDF analogue of Theorem III.

Theorem V: Let $S$ satisfy (3-1) and have nonlinearity

$$n(x) = x^p; \ p \ \text{odd.}$$

Let there be a disc $\Omega$ in $(a_m, \theta_m, \omega)$ space.

1) Suppose there is an MIDF solution $(\hat{a}_m, \hat{\theta}_m, \omega) \in \Omega$ and on $\partial \Omega$

$$\| (G^{-1}(\omega) + N(a_m, \theta_m)) a_m \| > \| a_m \| \sigma \quad (6-1)$$

where $\sigma$ is a positive quantity satisfying

$$A = \sum_{k=1}^{m} a_k \quad (6-2)$$

$$\lambda = p(1 + \frac{2\sigma p - 1}{p - 1} \ \frac{1}{A}) \quad (6-3)$$
\[ \frac{2\sigma}{\lambda} = \frac{p(1 + \frac{2\sigma}{\lambda})}{\inf_{k > m} \left| \frac{2}{G(jk\omega)} + p(1 + \frac{2\sigma}{\lambda}) \right|} \tag{6-4} \]

and

\[ J \left( \frac{[1 + G(\omega) N(a_m, \theta_m)] a_m}{a_m, \theta_m, \omega} \right) \neq 0 \tag{6-5} \]

\[ a_m = \hat{a}, \quad \theta_m = \hat{\theta}, \quad \omega = \hat{\omega} \]

then an oscillation exists with \((a_m, \theta_m, \omega) \in \Omega\).

2) Suppose (6-1) is satisfied for \(\forall (a_m, \theta_m, \omega) \in \Omega\), where \(\sigma\) is given by (6-2) to (6-4). Then no oscillation with parameters \((a_m, \theta_m, \omega) \in \Omega\) exists.

Proof: The scenario for analysis rigorously defined in Theorem III applies here; the system definition is the same and hence the applicability of \(|x|_1\) and \(|x|_2\) follows. Of course, \(P_\ast\) is defined as the summation of harmonics greater than \(m\), and the contractive property of \(x_\ast\) is obtained by the same method as before, except only harmonics greater than \(m\) are considered. Let \(|x_m|_1 = A\) which is given in (6-2) and used to estimate \(|x|_1\).

Applying the \(p^m\) operator to (3-4) in this case yields

\[ x_m = -p^m gn(x_m + x_\ast). \tag{6-6} \]

One adds a quantity \(p^m gn x_m\) to both sides and since \(p^m g(\lambda|x|_1) x_\ast = 0\), one obtains
\[ x_m + P^m g n x_m = P^m g [n x_m - n(x_m + x_*) - \frac{\lambda(|x|^2)}{2} x_*]. \] (6-7)

Now (6-7) actually represents \( m \) coupled complex equations. After dividing by \( G \) and taking the norm on both sides, either \( |l| \) or \( |2| \), one obtains the necessary condition for oscillation as

\[ ||G^{-1}(\omega) + N(a_m, \theta_m)|| a_m || \leq \frac{\lambda(|x|^2)}{2} ||x_*|| \]

where the norm of a vector is evaluated as in Theorem II. Then condition 2 follows from this and the fact that \( ||x_*|| \leq \frac{2\sigma}{\lambda} ||x_m|| \). If \( \sigma \) satisfies (6-2) through (6-4) it can be shown that it is greater than or equal to the \( \sigma \) of Theorem III. Hence condition 1 follows.

The application of Theorem V implies plotting a region in a space of dimension greater than two. This is inconvenient. A sufficient set of conditions for applying part one of the theorem is to examine a region in the \( (a, \omega) \) plane given by

\[ \frac{|1/G(j\omega) + N(a_m, \theta_m)|}{a_m} > \frac{||a_m||}{a} \sigma \] (6-8)

subject to the conditions

\[ (1/G(jk\omega) + N_k(a_m, \theta_m)) = 0, \ k = 3, \ldots, m. \] (6-9)

Suppose (6-9) is solvable for \( (a_3, \ldots, a_m), (\theta_3, \ldots, \theta_m) \) in terms of \( (a, \omega) \) (this is not always the case). It can be seen that (6-9) and (6-8) together imply (6-2). If the planar plot is bounded, then so is the multidimensional plot required by the theorem.

An example of the technique will now be discussed using the dual input describing function (DIDF). By (6-8) and (6-9), \( \Omega \) is described by the relations
\[ |1/G(j\omega) + N_1(a, a_3, \theta)| > \sqrt{\frac{a^2 + a_3^2}{a}} \sigma \] (6-10)

\[ 1 + G(j3\omega) N_3(a, a_3, \theta) = 0 \] (6-11)

A = a + a_3. 

Continuing with the example, (6-10) and (6-11) are applied to \( n(x) = x^3 \) whose DIDF is

\[ N_1(a, a_3, \theta) = \frac{3}{4}(a^2 + 2a_3^2 - aa_3 \cos\theta + jaa_3 \sin\theta) \] (6-13a)

\[ N_3(a, a_3, \theta) = \frac{3}{4}(2a_3^2 + a_3^2 - \frac{a_3^3}{3a_3^3} \cos\theta - j \frac{a_3^3}{3a_3^3} \sin\theta). \] (6-13b)

From (6-13b) and (6-11) it is possible to find \( a_3 \) given \( a, \omega \) by solving

\[ a^6 - [16|1/G(j3\omega)|^2 + 36a^4 + 48a^2 \text{Re}1/G(j3\omega)|]a_3^2 \]

\[-(24 \text{Re}1/G(j3\omega)| + 36a^2) a_3^4 - 9a_3^6 = 0 \] (6-14)

and \( \theta \) is obtained from

\[ \theta = \sin^{-1} \left[ \frac{4a_3}{a^3} \text{Im}1/G(j3\omega)| \right]. \] (6-15)

Now (6-10) is plotted in the \( (a, \omega) \) plane with the aid of (6-14) and the theorem is applied.

It is possible to check the non-degeneracy of a solution in this example from the relation
A number of systems were analyzed using the DIDF method; each contains a cubic nonlinearity and different linear transfer functions. In each case the system was analyzed using the DF method of Theorem III, and the results compared. The \((a, \omega)\) plots are shown in Figures 6-1 through 6-4, and the results are tabulated in Figure 6-5. Note that in some cases it is possible to show oscillation with the DIDF method when the DF method is inconclusive.

**B. More General Nonlinearities**

Next, the nonlinearity will be generalized to a polynomial that is odd and nondecreasing. The minimum slope is required to be zero. Theorems III and IV can now be restated in the following manner.

**Theorem VI:** Let \(S\) satisfy (3-1) and have nonlinearity

\[
n(x) = \sum_{p=3}^{Q} b_p x^p; \quad b_p \in \mathbb{R}, \quad n(x) \text{ odd},
\]

(6-17)
FIGURE 6-1  PROOF OF OSCILLATION BY THEOREM V

\[ n(x) = \frac{1}{3x^3} \]

\[ G(s) = \frac{0.05s}{s^2 - 0.05s + 1} \]
Figure 6-2: Proof of Oscillation by Theorem V

\[ \frac{g(x)}{s} = \frac{1}{3x^3} \]

\[ n(x) = \frac{1}{s} \left( \frac{1}{s^3} \right) \]
Figure 6.3 Proof of Oscillation by Theorem V

\[ n(x) = \frac{1}{3} x \]

\[ G(s) = \frac{-7 s^2 + 12 s - 1}{s^2} \]
Figure 6-4  Proof of Oscillation by Theorem V

\[ n(x) = \frac{1}{3}x^3 \]

\[ G(s) = \frac{0.09s^2}{s^4 - 0.6s^3 + 1.91s^2 - 0.6s + 1} \]
<table>
<thead>
<tr>
<th>G(s)</th>
<th>DF METHOD</th>
<th>DIDF METHOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{0.05s}{s^2 - 0.05s + 1} )</td>
<td>1.93 &lt; a &lt; 2.12</td>
<td>1.96 &lt; a &lt; 2.07</td>
</tr>
<tr>
<td></td>
<td>0.9977 &lt; ( \omega ) &lt; 1.0022</td>
<td>0.9988 &lt; ( \omega ) &lt; 1.0008</td>
</tr>
<tr>
<td>( \frac{0.1s}{s^2 - 0.1s + 1} )</td>
<td>-</td>
<td>1.93 &lt; a &lt; 2.17</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>0.9937 &lt; ( \omega ) &lt; 1.0055</td>
</tr>
<tr>
<td>( \frac{s - 1}{s^4 + s^3 - 12s^2 - 12} )</td>
<td>1.90 &lt; a &lt; 2.20</td>
<td>1.99 &lt; a &lt; 2.02</td>
</tr>
<tr>
<td></td>
<td>0.9949 &lt; ( \omega ) &lt; 1.0084</td>
<td>0.998 &lt; ( \omega ) &lt; 1.0016</td>
</tr>
<tr>
<td>( \frac{0.09s^2}{s^4 - 0.6s^3 + 1.91s^2 - 0.6 + 1} )</td>
<td>1.96 &lt; a &lt; 2.06</td>
<td>1.99 &lt; a &lt; 2.02</td>
</tr>
<tr>
<td></td>
<td>0.9957 &lt; ( \omega ) &lt; 1.0042</td>
<td>0.9988 &lt; ( \omega ) &lt; 1.0011</td>
</tr>
</tbody>
</table>

**FIGURE 6-5**

A Comparison of \( \Omega \) for \( n(x) = \frac{1}{3}x^3 \) when
Computed by DF Method (Theorem III) and DIDF Method (Theorem V)
with $0 < \frac{dn}{dx} < \infty$. Let $\Omega$ be a disc in $(a_m, \theta_m, \omega)$ space.

1) Suppose there is an MDF solution $(\hat{a}_m, \hat{\theta}_m, \omega) \in \Omega$ and on $\partial \Omega$

$$
\| (g^{-1}(\omega) + N(a_m, \theta_m)) a_m \| > \| a_m \| \sigma
$$

(6-1)

where $\sigma$ satisfies

$$
A = \sum_{k=1}^{m} a_k;
$$

$$
x_s = (1 + \frac{2\sigma}{\lambda}) A
$$

(6-18)

$$
\lambda \geq \max_{x < x_s} \left| \sum_{p=3}^{Q} pb_p x_p \right|, \quad \lambda \geq \sum_{p=3}^{Q} |b_p| x_s^{p-1}
$$

(6-19)

$$
\frac{2\sigma}{\lambda} = \inf_{k > m} \left| \frac{2}{g(3k\omega) + \lambda} \right| \lambda
$$

(6-20)

and

$$
J \begin{pmatrix}
[1 + g(\omega) N(a_m, \theta_m)] a_m
\end{pmatrix} a_m = 0
$$

(6-5)

then an oscillation exists with $(a_m, \theta_m, \omega) \in \Omega$.

2) Suppose (6-1) is satisfied for $\forall (a_m, \theta_m, \omega) \in \Omega,$ where $\sigma$ is given by (6-18) to (6-20). Then no oscillation exists with parameters $(a, \theta, \omega) \in \Omega.$
Proof: The proof is the same as Theorem V except it must be shown that \( \lambda \) satisfies (4-5) and (4-12). Since

\[
|x|_s \leq |x|_1 \leq (1 + \frac{2\sigma}{\lambda}) A
\]

and, from (6-17) one obtains

\[
\frac{dn}{dx} = \sum_{p = 3}^{Q} p b_p x^p - 1.
\]

Hence it follows that \( \lambda \geq \frac{dn}{dx} \). Now relate \( |n(x)|_1 \) to \( |x|_1 \). Noting that \( |x|^p_1 \leq (|x|_1)^p \), it is seen that, from the triangle inequality,

\[
|n(x)|_1 = \left| \sum_{p = 3}^{Q} b_p x^p \right|_1 \leq \sum_{p = 3}^{Q} |b_p| |x|_1^p.
\]  

Hence (4-12) is satisfied also.

Two special cases are worth mentioning. When \( b_p > 0 \), \( n(x) \) is slope monotonic, and (6-19) may be written

\[
\lambda = \sum_{p = 3}^{Q} p b_p (1 + \frac{2\sigma}{\lambda})^p - 1 p - 1.
\]  

The theorem requires \( \frac{dn}{dx} \) to be in the range \([\alpha, \infty]\). When finding a bound on \( ||x*|| \), a pole shifting technique was used to sharpen the results. The median slope was required, and the minimum slope was set equal to zero. Rather than restate the results, when \( \frac{dn}{dx} \in [\alpha, \infty] \) or \( \frac{dn}{dx} \in [-\infty, \alpha] \), the system may be rearranged to meet the requirements. In the latter case, multiply \( n(x) \) and \( G(s) \) by -1 so \( \frac{dn}{dx} \in [\alpha, \infty] \). A new function, \( n'(x) \), is constructed so that
\[ n'(x) = n(x) - \alpha x \quad (6-23) \]

and a linear function, \( g' \), is obtained from

\[ G'(s) = \frac{G(s)}{1 + \alpha G(s)}. \quad (6-24) \]

The transformation is shown diagramatically in Figure 6-6, and it can be seen that the two systems are equivalent.

One may apply Theorem IV to systems whose nonlinear elements satisfy (6-17) with \( b_p > 0 \). To do so requires the following theorem.

**Theorem VII:** Let \( S \) satisfy (3-1) and have nonlinearity

\[ n(x) = \sum_{p = 3}^{Q} b_p x^p; \quad b_p > 0. \quad (6-25) \]

If \( S \) has a DF solution and if Theorem IV predicts oscillation for a system \( S' \) in a region \( \Omega' \) whose linear element \( g' \) is the same as \( g \) and whose nonlinear element is

\[ n'(x) = x^Q \]

then \( S \) has an oscillation with \((N, \omega)\) in \( \Omega' \).

**Proof:** Define two quantities, \( c_{2}' \) and \( c_{2}'' \), which are solutions to the equations

\[ c_{2}' = \max_{(a, \omega) \in \Omega'} \left| \sum_{p = 3}^{Q} b_p \alpha_p (c_{2}') a^p - 1 \right| \]

\[ \left| \sum_{p = 3}^{Q} b_p \beta_p a^p - 1 \right| \quad (6-26) \]
Figure 6-6: Transforming the system to have a minimum slope of zero.
where

\[ \alpha_p(c_2) = p(1 + 1/c_2)^p - 1 \]  \hspace{1cm} (6-28)

\[ \beta_p = \frac{N(a)}{a^p - 1} = \frac{p}{(p + 1)} \frac{(p - 2)}{(p - 1)} \ldots \frac{3}{4} . \]  \hspace{1cm} (6-29)

It will be shown that \( c_2'' > c_2' \); it is sufficient to show that, for all \( c_2 \)

\[ \frac{\alpha_Q(c_2)}{\beta_Q} > \sum_{p=3}^{Q} \frac{b_p \alpha_p(c_2) a^p - 1}{\sum_{p=3}^{Q} b_p \beta_p a^p - 1} , \forall (a, \omega) \in \Omega. \]  \hspace{1cm} (6-30)

Now

\[ \frac{\alpha_p}{\beta_p} = \frac{(p + 1)(p - 1)}{(p - 2)} \ldots \frac{3}{4} (1 + 1/c_2)^p - 1 > 0 \]  \hspace{1cm} (6-31)

from (6-28) and (6-29), and examining (6-31) one finds that for any \( c_2 \)

\[ \frac{\alpha_p + 1}{\beta_p + I} > \frac{\alpha_p}{\beta_p} , I > 0. \]

Since \( a^p - 1 > 0 \), this leads to

\[ \alpha_p + I \beta_p a^p - 1 > \alpha_p \beta_p + I a^p - 1 \]  \hspace{1cm} (6-32)

which may be used to form the sum of terms
\[
\sum_{p = 3 \atop p \text{ odd}}^Q b_p \alpha_Q \beta_p a^p - 1 > \sum_{p = 3 \atop p \text{ odd}}^Q b_p \beta_Q \alpha_p a^p - 1. \tag{6-33}
\]

On dividing both sides by \( \beta_Q \sum_{p = 3 \atop p \text{ odd}}^Q b_p \beta_p a^p - 1 \), (6-30) follows.

From (5-12), one sees that for the system \( S' \), one may write

\[
N(a) c_2'' > \lambda \tag{6-34}
\]

while from (6-22) and (5-11) one sees for the system \( S \) that

\[
N(a) c_2' \geq \lambda. \tag{6-35}
\]

But \( c_2'' > c_2' \); hence for \( S \), equation (6-34) also holds. Then applying Theorem IV with (5-3) replaced by (6-27) yields a region \( \Omega' \) in the \((N, \omega)\) plane for the system \( S \); however, this is equivalent to applying Theorem IV to \( S' \).

The use of Theorem VI is illustrated in Figure 6-7.
\[ n(x) = 0.00571x^7 + 0.02x^5 + 0.2x^3 \]

\[ G(s) = \frac{-j}{s^2 + s} \]
Many cases of nonlinear systems can best be modeled as discontinuous. A simple example is the ideal relay shown in Figure 7-1.

However, a differential equation that is discontinuous need not have a unique solution. For the purposes of this analysis, the ideal relay may be approximated arbitrarily closely by a limiter as shown in Figure 7-2. From the figure, the gain about the point \( x = 0 \) is \( A/\varepsilon \); note that the ideal relay is the limit as \( \varepsilon \to 0 \) of the limiter.

Definition: \( n(x) \) \( \in \mathcal{J}_\varepsilon \) if \( \frac{dn}{dx} \) is zero except on finitely many intervals of the form \( (x_0 - \varepsilon, x_0 + \varepsilon) \). The points of discontinuity of \( \frac{dn}{dx} \) are finite jump discontinuities which occur in pairs with distance between pairs \( 2\varepsilon \).

Step functions occur naturally as limits \( n_\varepsilon \) as \( \varepsilon \to 0 \) with \( n_\varepsilon \in \mathcal{J}_\varepsilon \). It is convenient to represent \( n_\varepsilon \) for very small \( \varepsilon \to 0 \) by its limit. Two other important functions that are limits as \( \varepsilon \to 0 \) of \( n_\varepsilon \in \mathcal{J}_\varepsilon \) are a relay with deadzone and a staircase function, shown in Figure 7-3 and 7-4.

The analysis that follows deals with a single input describing function approach. This is similar to work done by Blackmore [15], although the scope of the system and the method of proof differ.

It is convenient to define a function \( \Gamma \) which will be used extensively in the work that follows.

Definition: Let \( \Gamma \) be a function of three real numbers, \( a, b, c \), such that
FIGURE 7-1  IDEAL RELAY
FIGURE 7-2  LIMITER WITH HIGH GAIN
FIGURE 7-3  RELAY WITH DEADZONE
FIGURE 7-4  STAIRCASE FUNCTION
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\[ \Gamma(a, b, c) = \begin{cases} 
0 & (b + c) > a \\
\sqrt{1 - \left(\frac{b + c}{a}\right)^2} & 0 < (b + c) \leq a \\
1 & (b + c) \leq 0 
\end{cases} \] (7-1)

The first theorem in this section deals with some special functions belonging to \( J_\varepsilon \).

Theorem VIII: Let \( S \) contain \( n(x) \in J_\varepsilon \) represented by one of the following:

a) Ideal Relay
\[
\lim_{\varepsilon \to 0} n_\varepsilon(x) = \begin{cases} 
A & x > 0 \\
-A & x < 0 
\end{cases}
\]

b) Relay with Deadzone
\[
\lim_{\varepsilon \to 0} n_\varepsilon(x) = \begin{cases} 
A & x > B \\
0 & -B < x < B \\
-A & x < -B 
\end{cases}
\]

c) Staircase Function
\[
\lim_{\varepsilon \to 0} n_\varepsilon(x) = \begin{cases} 
A_i, & B_i < x < B_i + 1 \\
-A_i, & -B_i + 1 < x < -B_i \\
\text{and suppose } \varepsilon \text{ is sufficiently small (determined in the proof).}
\end{cases}
\]

1) Suppose there is a DF solution \((\hat{a}, \hat{\omega}) \in \Omega\) where \( \Omega \) is a disc in \((a, \omega)\) and on \( \partial \Omega \)

\[ |1/G(j\omega) + N(a)| > \sigma(a, x_h) \] (7-2)

where \( x_h(a, \omega) \) satisfies
\[ y_h = n (a + y_h) \sqrt{\sum_{|k| > 3} |G(jk\omega)|^2}; \quad x_h = y_h + \varepsilon \quad (7-3) \]

and, for the functions mentioned \( \sigma \) is given as follows:

a) Ideal Relay

\[ \sigma(a, x_h) = \frac{4A}{\pi a} \left[ 1 - \Gamma(a, x_h, 0) \right] \quad (7-4) \]

b) Relay with Deadzone

\[ \sigma(a, x_h) = \frac{4A}{\pi a} \left[ \Gamma(a, B, -x_h) - \Gamma(a, B, x_h) \right] \quad (7-5) \]

c) Staircase Function

\[ \sigma(a, x_h) = \frac{4}{\pi a} \sum_{i=1}^{k} (A_i - A_{i-1}) \left[ \Gamma(a, B_i, -x_h) - \Gamma(a, B_i, x_h) \right] \quad (7-6) \]

In addition, let

\[ \sum_{|k| > 3} |G(jk\omega)| < \infty \quad (7-7) \]

- and

\[ \left| \frac{\sum_{|k| > 3} |G(jk\omega)|}{2\alpha} \sqrt{1 - \left( \frac{\beta + x_h}{a} \right)^2} \right| < 1, \forall (a, \omega) \in \Omega \quad (7-8) \]
where for

a) Ideal Relay \( \alpha = A, \beta = 0 \)

b) Relay with Deadzone \( \alpha = A, \beta = B \)

c) Staircase Function \( \alpha = A_i, \beta = B_i \)

\[ i = \min \{ j | a - B_j > 0 \} . \]

Then an oscillation exists with \( (a, \omega) \in \Omega \).

2) If, for all points within a disc \( \Omega \) in \( (a, \omega) \) (7-7) is satisfied and (7-2) is satisfied, then no oscillation can exist having \( (a, \omega) \) in \( \Omega \).

Proof: The analysis will be done in the Hilbert space of \( L_2 \) functions; however, the \( || \cdot ||_1 \) norm is also used. Note that \( |n(x)|_1 \) may not be bounded, independent of \( \varepsilon \). Employing the usual orthogonal projections, the system can be represented by

\[
x_* = -p_*^1g\varepsilon(x_1 + x_*)
\]

\[
x_1 + p^1\varepsilon x_1 = p^1g[n_{\varepsilon}x_1 - n_{\varepsilon}(x_1 + x_*)]. (7-10)
\]

If \( x \) is a solution of (3-4), then \( |x_*|^1 \) is bounded; to see this proceed as follows. Representing \( n(x) \) by a Fourier series one obtains

\[
y = n(x) = \sum_{k = -\infty}^{\infty} B_k e^{jk\omega t}, \quad B_k \in \mathbb{C}
\]

which, when passed through \( g \) becomes

\[
x = \sum_{k = -\infty}^{\infty} C_k e^{jk\omega t} = -g\varepsilon x = \sum_{k = -\infty}^{\infty} g(jk\omega) B_k e^{jk\omega t}. (7-12)
\]
Applying $P_*$ to both sides and taking absolute values of each term of the sum yields

$$
\sum_{|k| > 3} |C_k| = \sum_{|k| > 3} |g(jk\omega) B_k| \quad (7-13)
$$

which, from the Cauchy-Schwarz inequality, becomes

$$
\sum_{|k| > 3} |C_k| \leq \left( \sum_{|k| > 3} |g(jk\omega)|^2 \right)^{1/2} \left( \sum_{k = -\infty}^{\infty} |B_k|^2 \right)^{1/2}. \quad (7-14)
$$

Since $n_\varepsilon$ is bounded and continuous, $\left( \sum_{k = -\infty}^{\infty} |B_k|^2 \right)^{1/2} < \infty$. Let

$$
\tau = 2\pi/\omega \quad \text{be the assumed period of oscillation and}
$$

$$
\alpha = |n_\varepsilon(x)|_S \quad (7-15)
$$

then from Parseval's theorem

$$
\sum_{k = -\infty}^{\infty} |B_k|^2 = \frac{1}{\tau} \int_0^\tau [n(x)]^2 \, dt \leq \alpha^2. \quad (7-16)
$$

All three functions considered are nondecreasing; hence

$$
|n_\varepsilon(x)|_S \leq n_\varepsilon(x_\ast) \leq n_\varepsilon(|x|_1) \leq n_\varepsilon(|x_1| + |x_\ast|_1) \leq n_\varepsilon(a + b) \quad (7-17)
$$

for any $b \geq |x_\ast|_1$. Then from (7-3), (7-14), (7-16), and (7-17) it follows that one can set $b = x_h$.

That (7-9) can be solved for $x_\ast$ as a unique function of $(a, \omega)$ may be shown by investigating the contractive properties of (7-9). Take two
points, $x_*, x_*'$ and $x_*''$, with the metric $|x_*'' - x_*'|$. Substituting, one obtains

$$\left| [P^*G_n e(x_1 + x_*')] - [P^*G_n e(x_1 + x_*')] \right|_1 \leq |P^*G(j\omega)|_1 F \quad (7-18)$$

where

$$F = \sup_{|k| > 1} \left| \frac{1}{2\pi} \int_0^{2\pi} [n_e(x_1 + x_*''') - n_e(x_1 + x_*')] e^{jk\theta} d\theta \right|. \quad (7-19)$$

It is easy to see that

$$|P^*G(j\omega)|_1 = \sum_{|k| > 3} |G(j\omega)| \quad (7-20)$$

and

$$F \leq \left| \frac{1}{2\pi} \int_0^{2\pi} |n(x_1 + x_*''') - n(x_1 + x_*')| d\theta \right|. \quad (7-21)$$

The integral on the right side of (7-21) can be estimated when $|x_*|_S << |x_1|_S$. Let the nonlinearity be represented in its limit (as $\varepsilon \to 0$) by a jump of magnitude $\alpha$ at an input of $\beta$ (with a symmetrical jump of $-\alpha$ at an input of $-\beta$). The integrand of (7-21) must be zero over intervals for which $|x_1 + x_*| > \beta + \varepsilon$ when $x_* = x_*'$ and also $x_* = x_*''$. Likewise it is zero on intervals for which $|x_1 + x_*| < \beta$. For intervals on which $|x_1 + x_*''| > \beta + \varepsilon$ and $|x_1 + x_*'| < \beta$, the integrand is equal to $\alpha$. Finally, on the interval $|x_1 + x_*| = \beta$ to $|x_1 + x_*| = \beta + \varepsilon$ the integrand is either $\alpha(x_1 + x_*)/\varepsilon$ or $\alpha(1 - x_1 - x_*)/\varepsilon$.

Let $|x_*|_\beta$ be the value of $x_*$ when $|x_1 + x_*| = \beta$. By using the limits enumerated above, (7-21) can be estimated by
While the integrand in the last two integrals in (7-22) cannot be evaluated without knowing the exact form of $x_*$, it does possess certain characteristics which may be used to bound the integrals:

1) It is zero at the lower limit of integration.

2) It is continuous, as all solutions $x(t)$ are continuous.

3) The maximum value of $(x_1 - x_*''')$ as an integrand in (7-22) must be $|x_*' - x_*'''|_{\text{max}}$ as this is the maximum input the nonlinearity sees.

Accordingly, each of the last two integrals in (7-22) can be represented, after a transformation of variables, by

$$\frac{\sin^{-1} \beta + |x_*'|}{\beta + \varepsilon} = \frac{1}{\varepsilon} \int \frac{(x_1 + x_*)}{\Delta(\zeta)} \, d\zeta$$

$$\frac{\sin^{-1} \beta + |x_*'|}{\beta + \varepsilon} = \int (x_1 + x_*) \, d\theta$$
where $\Delta(\zeta)$ is a suitable continuous function which, from characteristic 3, has the property $|\Delta|_S \leq 1$. One may then estimate the integral as
\[
\frac{|x_\ast'' - x_\ast'|}{\epsilon} \int_0^\epsilon \Delta(\zeta) \, d\zeta \leq \sup_{0 < \zeta < \epsilon} |\Delta(\zeta)| \cdot |x_\ast'' - x_\ast'|_S.
\]

Returning to (7-22), one obtains
\[
F \leq \frac{2\alpha}{\pi} \left[ \sin^{-1} \frac{\beta + |x_\ast'|_B + \epsilon}{a} - \sin^{-1} \frac{\beta + |x_\ast''|_B + \epsilon}{a} \right.
\]
\[
+ \sup_{0 < \zeta < \epsilon} |\Delta(\zeta)| \cdot |x_\ast'' + x_\ast'|_S \right].
\]

Applying the mean value theorem one obtains
\[
F \leq \frac{2\alpha}{\pi} \left[ \sqrt{1 - \left( \frac{\beta + |x_\ast'|_B + \epsilon}{a} \right)^2} \left( |x_\ast'|_B - |x_\ast''|_B \right)
\]
\[
+ \sup_{0 < \zeta < \epsilon} |\Delta(\zeta)| \cdot |x_\ast'' - x_\ast'|_S \right]
\]
which, when substituted into (7-18) becomes
\[
|[P^1_gn(x_\ast + x_\ast'')] - [P^1_gn(x_\ast + x_\ast')]_1|
\]
\[
\leq \left( \frac{2\alpha}{\pi a} \sum_{|k| > 3} |G(jk\omega)| \right) \left( \sqrt{1 - \left( \frac{\beta + |x_\ast'|_B + \epsilon}{a} \right)^2} \right)
\]
\[
+ \sup_{0 < \zeta < \epsilon} |\Delta(\zeta)| \cdot |x_\ast'' - x_\ast'|_1. \quad (7-23)
\]
However, as $\varepsilon \to 0$, so does $\sup_{0 < \zeta < \varepsilon} |\Delta(\zeta)|$ from characteristic 1. Then if (7-8) is satisfied, the higher harmonics are contractive for $\varepsilon$ sufficiently small from (7-23), and $x^*$ is unique.

Now turn to the DF equation. As $P$ and $g$ are linear, one may write from (7-10)

$$|x_1 + P g n_1 x_1| \leq |P g \sigma(a, x_h)| a$$

where

$$\sigma(a, x_h) = \left| \frac{P \left[ n_1 x_1 - n_1 (x_1 + x_*) \right]}{a} \right|$$

$$= \frac{1}{a} \left| \int_0^{2\pi} \left[ n_1 (a \sin \theta) - n_1 (a \sin \theta + x_*) \right] \sin \theta d\theta \right|.$$ (7-24)

The integral is evaluated using the same techniques as (7-21); one computes the function in brackets due to error in switching point and takes the first Fourier coefficient.

a) Ideal Relay - one has two switching regions

$$\sigma(a, |x_*|) \leq \frac{2A}{\pi a} \left[ \int_0^{\pi} \frac{\sin^{-1} \left( \frac{|x_*| + \varepsilon}{a} \right)}{\sin \theta} d\theta + \int_{\pi}^{2\pi} \frac{\sin^{-1} \left( \frac{|x_*| + \varepsilon}{a} \right)}{\sin \theta} d\theta \right]$$

$$= \frac{4A}{\pi a} \left[ 1 - \sqrt{1 - \left( \frac{|x_*| + \varepsilon}{a} \right)^2} \right].$$ (7-26)
b) Relay with Deadzone - one now has four switching regions with two possible conditions on $|x_\star|_1$

$$\sigma(a, |x_\star|_1) = \frac{4A}{\pi a} \int \sin^2 \theta \, d\theta$$

$$= \frac{4A}{a} \left[ \sqrt{1 - \left( \frac{B - |x_\star|_1 - \varepsilon}{a} \right)^2} - \sqrt{1 - \left( \frac{B + |x_\star|_1 + \varepsilon}{a} \right)^2} \right]$$

$$|x_\star|_1 < B + \varepsilon \quad (7-27)$$

$$\sigma(a, |x_\star|_1) = \frac{4A}{\pi a} \int \sin^2 \theta \, d\theta$$

$$= \frac{4A}{a} \left[ 1 - \sqrt{1 - \left( \frac{B + |x_\star|_1 + \varepsilon}{a} \right)^2} \right]$$

$$|x_\star|_1 > B + \varepsilon \quad (7-28)$$

c) Staircase Function - This is just a sum of functions of class b.

Then all conditions of Theorem I have been verified and the results follow.
A word of comment on the solution of (7-3) is in order. The theorem may be used to prove a periodic solution exists when a DF solution predicts oscillation; however, in the case of a staircase function, the DF method may predict multiple modes of oscillation. To meet the uniqueness requirement on $x_*$, it is necessary for this type of analysis that solutions be sufficiently separated so that $\Omega$ contains only one DF solution. The relay system has only one output while the staircase function may 'change steps'. In the latter case, the uniqueness of solution may not be preserved, and the method would have to be modified accordingly.

Some examples of the application of Theorem VIII on systems with ideal relay, relay with deadzone, and staircase function are given in Figures 7-5, 7-6, and 7-7 respectively.

The preceding theorem is implemented graphically, similar to Theorem III. The following corollary can be applied algebraically in the case of an ideal relay.

**Corollary VIII:** Let $S$ satisfy (3-1) and contain an ideal relay with $n(x) \in J_c$ and there is a DF solution $(\hat{a}, \hat{\omega})$.

Let there exist an interval $W$ along the $\omega$ axis

$$W = \{\omega : \omega_1 < \omega < \omega_2, \omega_1 < \hat{\omega} < \omega_2\}$$  \hspace{1cm} (7-29)

such that everywhere along $W$ the set

$$N'(\omega) = \left\{ N(a) : N(a) > N(\hat{a}), \frac{1}{|G(j\omega)|} \right\}$$

such that

$$\frac{\pi^2}{16} N^3(a) \sum_{|k| > 1} \frac{|G(jk\omega)|^2}{|G(jk\omega)|^2}$$  \hspace{1cm} (7-30)
FIGURE 7-5  PROOF OF OSCILLATION BY THEOREM VIII

IDEAL RELAY, $A = 1.57$

$$G(s) = -\frac{s - 1}{s^4 + s^3}$$
FIGURE 7-6 PROOF OF OSCILLATION BY THEOREM VIII

\[ G(s) = \frac{-4s}{s^4 + s} \]

\[ G(\omega) = \frac{1}{\omega^4} \]

\[ G(\omega) = \frac{1}{\omega^4} \]

RELAY WITH DEADZONE, \( A = 1.62, B = .5 \)
FIGURE 7-7 PROOF OF OSCILLATION BY THEOREM VIII

\[ A_1 = 0.75, \quad B_1 = 0.0 \]

STAIRCASE FUNCTION, \( A_2 = 1.25, \quad B_2 = 0.5 \)
\[ A_3 = 1.6378, \quad B_3 = 1.0 \]

\[ G(s) = \frac{s - 1}{s^3 + s} \]
is not empty. Suppose the following quantities exist

\[ \tilde{N}(\omega) = \inf_{N \in N'(\omega)} |N(a)| \]

\[ \tilde{N} = \sup_{\omega \in W} \tilde{N}(\omega). \]

Then if

\[ |\text{Im}(1/G(j\omega))| > \pi^2 \frac{N^2(\omega)}{16} \sum_{|k| > 1} [G(j\omega)]^2, \quad \omega = \omega_1 \]

and

\[ \frac{\tilde{N}}{2} \sqrt{1 - \pi^2 \frac{N^2(\omega)}{16} \sum_{|k| > 1} [G(j\omega)]^2} < 1, \quad \forall \omega \in W \]  

(7-32)

and \(-1/G(j\omega)\) is not parallel to \(N(a)\) at \(\omega = \hat{\omega}\), an oscillation exists with \((a, \omega)\) in the region \(\omega_1 < \omega < \omega_2\),

\(0 < N(a) < \tilde{N}\).

Proof: It can be shown that the DF of a limiter approaches that of a relay as \(\varepsilon \rightarrow 0\) in Figure 7-2. Then

\[ N_{\varepsilon}(a) = \frac{4A}{\pi a} c(\varepsilon), \quad \text{where} \quad c(\varepsilon) \rightarrow 1 \quad \text{as} \quad \varepsilon \rightarrow 0 \]

(7-33)

and, substituting in the second condition in (7-30), one obtains

\[ |1/G(j\omega) - N(a)| > |c|^3 \left| \frac{4A}{\pi a} \left( \frac{1}{a^2} \right) \right| \sum_{|k| > 1} [G(j\omega)]^2. \]

(7-34)
From Theorem VIII, \( x_h = A \left( \sum_{|k| > 1} [G(jk\omega)]^2 \right)^{1/2} + \varepsilon \). Then (7-34)

can be written

\[
|1/G(j\omega) - N(a)| > |c|^3 \frac{4A}{\pi a} \left( \frac{x_h - \varepsilon}{a} \right)^2. \tag{7-35}
\]

Now

\[
1 - \sqrt{1 - \left( \frac{x_h - \varepsilon}{a} \right)^2} = \frac{\left( \frac{x_h - \varepsilon}{a} \right)^2}{1 + \sqrt{1 - \left( \frac{x_h - \varepsilon}{a} \right)^2}} \leq \left( \frac{x_h - \varepsilon}{a} \right)^2.
\]

Hence by (7-30)

\[
|1/G(j\omega) - N(a)| > \frac{4A}{\pi a} \left( 1 - \sqrt{1 - \left( \frac{x_h}{a} \right)^2} \right)
\]

\[
> \frac{4|c|^3 A}{\pi a} \left( 1 - \sqrt{1 - \left( \frac{x_h - \varepsilon}{a} \right)^2} \right) \tag{7-36}
\]

for \( \varepsilon \) sufficiently small. Consider a square region bounded on three sides by \( \omega_1, \omega_2, \tilde{N} \) which contains \( (\tilde{N}, \omega) \); these boundaries have been shown to exist from (7-30) and (7-31). Now let \( N(a) \to 0 \) in (7-36).

One obtains \( |1/G(j\omega)| > 0 \) which is surely true; hence the fourth side of the square boundary must exist.

Equation (7-32) guarantees uniqueness of \( x_* \) within the square, and by Theorem VIII, an oscillation exists.

An example of the use of this corollary is given in Figure 7-8.

For some nonlinearities, one may derive sharper estimates by representing it as the sum of two nonlinear functions, one a staircase function and the second a polynomial. An example of a function that would be a
**LINEAR TRANSFER FUNCTION, LOW ORDER TERMS FIRST**

<table>
<thead>
<tr>
<th>Numerator</th>
<th>0.0000</th>
<th>0.0000</th>
<th>1.0000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denominator</td>
<td>1.0000</td>
<td>-0.2500</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$W$</th>
<th>$N(w)$</th>
<th>$\text{Sup}(G)$</th>
<th>$L_2(G)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9600</td>
<td>1.0300</td>
<td>0.4143</td>
<td>0.0420</td>
</tr>
<tr>
<td>0.9700</td>
<td>1.0300</td>
<td>0.5031</td>
<td>0.0401</td>
</tr>
<tr>
<td>0.9800</td>
<td>1.0300</td>
<td>0.4922</td>
<td>0.0384</td>
</tr>
<tr>
<td>0.9900</td>
<td>1.0300</td>
<td>0.4818</td>
<td>0.0367</td>
</tr>
<tr>
<td>1.0000</td>
<td>1.0300</td>
<td>0.4716</td>
<td>0.0352</td>
</tr>
<tr>
<td>1.0100</td>
<td>1.0300</td>
<td>0.4818</td>
<td>0.0337</td>
</tr>
<tr>
<td>1.0200</td>
<td>1.0300</td>
<td>0.4523</td>
<td>0.0323</td>
</tr>
<tr>
<td>1.0300</td>
<td>1.0200</td>
<td>0.4431</td>
<td>0.0309</td>
</tr>
</tbody>
</table>

The contraction constant is 0.45155028

**FIGURE 7-8  PROOF OF OSCILLATION BY COROLLARY VIII**

$G(s) = \frac{s^2}{(s^4 - 25s^3 + s^2 - 25s + 1)}$
candidate for such a procedure is shown in Figure 7-9. Let the two functions comprising \( n \) be termed \( n_1 \) and \( n_2 \), with \( n_1 \) a staircase function.

Consider the case where \( n_2 \) may be represented by

\[
n_2(x) = \sum_{k=3}^{Q} b_k x^k.
\]

(7-37)

If \( n_2 \) is odd, non-decreasing, and with non-decreasing slope, then one writes \( n_2 \in \mathcal{M} \).

The next theorem gives conditions under which the existence of oscillations can be verified for \( n \) which is the sum of a function in \( \mathcal{J}_f \) and one in \( \mathcal{M} \).

Theorem IX: Let \( S \) satisfy (3-1) and contain a nonlinearity that can be represented by the sum of a staircase function \( n_1 \) and \( n_2 \in \mathcal{M} \), and let \( \varepsilon \) be sufficiently small.

1) Suppose there is a DF solution \((\hat{a}, \hat{\omega}) \in \Omega \) where \( \Omega \) is a disc in \((a, \omega)\), and on \( \partial \Omega \)

\[
|1/G(j\omega) + N(a)| > \sigma
\]

(7-38)

where

\[
\sigma = \frac{4}{\pi a} \sum_{i=1}^{k} (A_i - A_{i-1}) [\Gamma(a, B_i, x_1) - \Gamma(a, B_i, -x_1)]
\]

\[+ \frac{\lambda x_h}{2a}, A_0 = 0 \]

(7-39)
\[ |2/G(jk\omega) + \lambda| = \inf_{L > 1} \left| \frac{2}{G(jL\omega)} + \lambda \right| \] (7-40)

and there is a solution to the system of equations

\[
\lambda a + 2N \epsilon (a + y_h) \sqrt{\sum_{|L| > 1} \frac{[G(jL\omega)]^2}{|G(jk\omega)|}} \frac{y_h}{|2/G(jk\omega) + \lambda| - \lambda} ;
\]

\[
x_h = y_h + \epsilon
\] (7-41)

\[
\lambda = \sum_{p = 3}^{Q} p b_p (a + x_h)^p - 1,
\] (7-42)

with \( \frac{2}{|G(jk\omega)|} + \lambda - \lambda > 0 \).

Further, let

\[
|\left( \frac{2A_i}{\lambda + \pi a \sqrt{1 - \left( \frac{B_i + x_h}{a} \right)^2}} \right) \sum_{|k| > 3} |G(jk\omega)| | < 1 \quad \forall (a, \omega) \in \Omega
\] (7-43)

where \( i = \min \{ j |a - B_j > 0 \} \). Then an oscillation exists with \( (a, \omega) \in \Omega \).

2) If, for all points within a disc \( \Omega \) in \( (a, \omega) \) (7-38) is satisfied and (7-43) is satisfied, then no oscillation with \( (a, \omega) \in \Omega \) exists.
FIGURE 7-9  NONLINEARITY UNDER CONSIDERATION
Proof: A series of block diagram manipulations allows the system to be represented as shown in Figure 7-6. The composition $g_{n_2}$ is represented by the symbol $r$. Figure 7-10 satisfies the functional equation

$$x = -g_{n_2}x - r(x). \quad (7-44)$$

Let $x$ be a periodic solution of (7-44). It was shown in Theorem VIII, (7-3) that $|r(x)|_1 < \infty$, and (4-11) shows that $|g_{n_2}x| < \infty$. One may associate a quantity $\lambda$ with $n_2$ such that $\lambda \geq |dn_2/dx|_s$. Taking the usual projection operators on (7-44) yields

$$x_\ast = -p_\ast g_{n_2}(x_1 + x_\ast) - p_\ast r(x_1 + x_\ast) \quad (7-45)$$

$$x_1 + p_\ast gn_1 = p_\ast (n_2 x_1 - n_2 (x_1 + x_\ast)) + p_\ast (g_{n_2} x_1 - r(x_1 + x_\ast)). \quad (7-46)$$

First one shows the uniqueness of $x_\ast$ as a function of $(a, \omega)$ by investigating the contractive properties of (7-45). Consider the two points $x_\ast'$, $x_\ast''$ with the metric $|x_\ast'' - x_\ast'|_1$. Let

$$y = n_2(x) = \sum_{k = -\infty}^{\infty} B_k e^{jk\omega t}, B_k \in \mathbb{C}.$$ 

Start by evaluating the expression

$$|p_\ast g_{n_2}(x_1 + x_\ast'') - p_\ast g_{n_2}(x_1 + x_\ast')| = \sum_{|k| > 1} |G(jk\omega)(B_k'' - B_k')|$$

$$\leq \left( \sum_{|k| > 1} |G(jk\omega)| \right) \max_{|k| > 1} |B_k'' - B_k'|. \quad (7-47)$$
FIGURE 7-10  EQUIVALENT CONTROL SYSTEM
Examining the last term in (7-47), one sees that

\[ \max_{|k| > 1} |B_k(x') - B_k(x)| = \max_{|k| > 1} \left| \frac{1}{2\pi} \int_0^{2\pi} \left[ n_2(x'') - n_2(x') \right] e^{j\theta} d\theta \right| \]

\[ \leq \left| \frac{1}{2\pi} \int_0^{2\pi} \left| n_2(x'') - n_2(x') \right| d\theta \right| \leq \left| \frac{\lambda}{2\pi} \int_0^{2\pi} |x'' - x'| d\theta \right| \]

\[ \leq \lambda |x'' - x'| \leq \lambda |x_*'' - x_*'| \]

(7-48)

so that (7-47) becomes

\[ |P_1^1 n_2(x_1 + x_*'') - P_1^1 n_2(x_1 + x_*')|_1 \]

\[ \leq \left( \lambda \sum_{|k| > 1} |G(jk\omega)| \right) |x_*'' - x_*'|_1. \]

(7-49)

The quantity \(|P_1^1 r(x_1 + x_*'') - p_1^1 r(x_1 + x_*')|\) was evaluated in Theorem VIII, equation (7-23). From the triangle inequality, and (7-47), (7-23), one obtains

\[ |P_1^1 n_2(x_1 + x_*'') + p_1^1 r(x_1 + x_*'') - P_1^1 n_2(x_1 + x_*') - p_1^1 r(x_1 + x_*')|_1 \]

\[ \leq \left| \left( \lambda |x|_1 + \frac{2A_i}{\pi a} \sqrt{1 - \left( \frac{B_i + x_*}{a} \right)^2} \right) \sum_{|k| > 1} |G(jk\omega)| \right| |x_*'' - x_*'|_1. \]

(7-50)

Hence when (7-43) is satisfied, the map (7-45) is contractive.
An estimate of the bound on \( x_* \) will now be obtained. Let

\[ R_* = p_*^1 r(x). \quad (7-51) \]

From (7-45) one now obtains

\[ x_* = -p_*^{1} n_2(x_1 + x_*) + R_* \quad (7-52) \]

Sharper results are gotten by pole shifting this equation to obtain

\[ x_* \left( 1 + \frac{p_*^{1} \lambda(|x|_1)}{2} \right) = p_*^{1} g \left( \frac{\lambda(|x|_1)}{2} x_* - n_2(x_1 + x_*) \right) + R_* \quad (7-53) \]

which can be put in the form

\[ x_* = \frac{p_*^{1} g \left( \frac{\lambda(|x|_1)}{2} x_* - n_2(x_1 + x_*) \right) + R_*}{1 + \frac{p_*^{1} \lambda(|x|_1)}{2}} \quad (7-54) \]

provided that

\[ \inf_{|k| > 1} |1 + G(j\omega) \lambda(|x|_1)/2| \neq 0; \quad (7-55) \]

which is implied by (7-40). Theorem III, equations (4-16) and (4-18), show how the \( |x|_1 \) may be estimated for the \( n_2 \) function. When (7-50) holds, there is a unique solution to (7-54) satisfying

\[ |x_*| \leq \sup_{|k| > 1} \left| \frac{\lambda(|x|_1)}{2 p_*^{1} g \lambda(|x|_1)} \right| (|x_*|_1 + |x|_1) + R_* \quad (7-56) \]
when
\[
\inf_{k > 1} \frac{\lambda(|x|_1)}{2/G(jkw) + \lambda(|x|_1)} < 1
\] (7-57)

one may solve (7-56) for \(|x^*|_1\) yielding
\[
|x^*|_1 \leq \frac{\lambda(|x|_1) |x|_1 + (2/G(jkw)) |R^*|_1}{|2/G(jkw) + \lambda| - \lambda}
\] (7-58)

where \(k\) is given by (7-40). Note that (7-57) implies (7-55). Finally, \(|R^*|_1\) is a function of \(|x|\); however, it takes on only discrete values corresponding to the steps of the staircase. From (7-3), one obtains
\[
|R^*|_1 \leq A_1 \sum_{|k| > 3} \sum |G(jkw)| \; |x|_1 < B_1
\] (7-59)

which, when combined with (7-58), yields (7-41).

Evaluation of the DF error (the right side of (7-39)) is straightforward, and follows from the sum of the error terms given in Theorem III (4-28) and Theorem VIII (7-6). The computation of \(\lambda\) from \(n_2\) given in (7-37) follows exactly as in Theorem III.

The conditions of Theorem I have been verified and the results follow.

The remarks concerning solutions of (7-3) also apply to solutions of (7-41). Likewise, the remarks concerning solvability of \(2\sigma/\lambda\) for Theorem III. In fact, when \(n_2 = 0\) one obtains Theorem VIII as a corollary, and when \(n_1 = 0\) one obtains a form of Theorem III. An example of the application of Theorem IX is given in Figure 7-11.
\[ G(s) = \frac{s^3 + s^2 - 10s - 10}{s^4 + 3s^3 - 7s^2 + 10s - 10} \]

**Figure 7.11**

Proof of Oscillation by Theorem IX
CHAPTER VIII

CONCLUSIONS AND RECOMMENDATIONS

It has been demonstrated that sufficient conditions for oscillation, as well as for absence of oscillations, in a class of nonlinear systems with differentiable elements can be obtained when the higher harmonics are sufficiently attenuated. This applies even in the case in which the nonlinearity is not bounded. The question of precisely what constitutes sufficient attenuation of the higher harmonics is answered by examining a plot in parameter plane of the error inherent in using the DF approximation. In case that the DF predicts oscillation, and the parameter plot contains a region homeomorphic to a disc, an oscillation is indicated. Further, no oscillation can exist for parameters outside this region.

When the degree of attenuation of the linear portion is not sufficient to give conclusive results with a DF approach, a MIDF approach is used. By constructing a DIDF model of a cubic nonlinearity, significant improvements were demonstrated in estimating the region of oscillation of some example systems. In one case, it was possible to draw conclusions from the DIDF approach, while nothing could be said from the DF alone.

Theorem III is different from theorems in some previous DF justification work [10, 68, 93] in that the error bounds are plotted as functions of both $a$ and $\omega$. This precludes plotting of error bounds in the complex plane containing $N(a)$ and $-1/G(j\omega)$. One plots the region
in the \((a, \omega)\) plane containing the oscillatory parameter values. The notion of error bands is not as natural here, although it is well suited for topological examination of the system solutions.

In Theorem IV the attenuation in the linear portion (sufficient for oscillation) can be represented as a function of the nonlinearity. This leads to a simple method for checking the design of oscillatory systems, although it is conservative. It has also been shown that the term with the highest exponent in the polynomial dominates in such a manner as to allow the application of the simple procedure given in Theorem VII as a design aid.

Applicability of topological techniques to systems with bounded nonlinearities was demonstrated in Theorem VIII. It is seen in Theorem IX that in some cases the error estimates can be sharpened by representing the nonlinearity as the sum of two functions: one which is bounded and has zero slope except in intervals of arbitrarily small width and the other a polynomial.

The methods might be useful tools in analyzing systems which, while lacking a DF solution, have a DIDF solution indicating oscillation. It is probably true that such systems would require an even higher order describing function to apply Theorem V. Application to, say, the Fitts example [47] seems possible, although one would likely need a four or five input DF to do the analysis. Programming this on a digital computer should be possible with a reasonable computation time considering available computers and programming techniques.

Only nonlinearities with odd symmetry were considered in this work; this form allows one to look for \(\pi\)-symmetric oscillations. Such
oscillations have only odd harmonics. It is possible to obtain equivalent results for nonlinearities that are not odd; in this case the Fourier series representing the solution must contain all the harmonics, not just the odd ones. This implies an oscillation whose average value is not zero, and the term $a_0$ must be taken into account. The new theorems would look very much in form like the ones stated, but the computations required to apply them would be increased.

In the course of pursuing a study of this nature, the need for more research in various areas becomes apparent. A method of solving simultaneous nonlinear equations is necessary for allowing Theorem V to be applied to a describing function approach with a large number of harmonics accounted for. The number of calculations required here is large, and for the method to be useful, the algorithm must be efficient.

It would also be informative to extend the results presented to treat the case of systems containing multiple nonlinearities. A method of using describing functions in this case is given in [91], however, no attempt has been made to rigorously show the existence or nonexistence of oscillations.
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