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ABSTRACT

Title of Thesis: Computer Aided Stress Analysis of
Long Bones Utilizing Computed 
Tomography

Shlomo A. Marom, Doctor of Engineering Science, 1986 

Dissertation Director: Dr. Martin J. Linden

A computer aided analysis method, utilizing computed 
tomography (CT) has been developed, which together with a 
finite element program determines the stress-displacement 
pattern in a long bone section. The CT data file pro­
vides the geometry, the density and the material properties 

for the generated finite element model.
A three-dimensional finite element model of a tibial 

shaft is automatically generated from the CT file by a pre­
processing procedure for a finite element program. The 
developed pre-processor includes an edge detection algorithm 

which determines the boundaries of the reconstructed cross- 
sectional images of the scanned bone. A mesh generation 
procedure then automatically generates a three-dimensional 
mesh of a user-selected refinement. The elastic properties 
needed for the stress analysis are individually determined 

for each model element using the radiographic density 
(CT number) of each pixel within the element borders. The 
elastic modulus is determined from the CT radiographic 
density by using an empirical relationship from the



literature. The generated finite element model, together 
with applied loads, determined from existing gait analysis 
and initial displacements, comprise a formatted input for 
the SAP IV finite element program. The output of this 
program, stresses and displacements at the model elements 
and nodes, are sorted and displayed by a developed post­
processor to provide maximum and minimum values at selected 
locations in the model.

The model generation method is verified by applying 
the model generation procedures to an object of simple 
geometry and material properties, and comparing the computer 
aided analysis results with the analutical solution of the 
same model with the same boundary conditions. A convergence 
test was conducted to check the convergence of nodal dis­
placements to asymptotic results as a function of refine­
ments, and to determine an optimal number of selected 
elements for the three-dimensional mesh. A sample problem 
was modeled and analyzed to demonstrate the capabilities 
of the pre- and post-processors, using the scanned tibia 
section for the model. The analysis results were sorted, 
printed and displayed by the designated post-processor, and 
compared with tibia stress analysis results from the 
literature obtained by other methods.

This computer aided analysis method provides an auto­
matic, versatile, noninvasive procedure for long bone 
modeling for finite element stress analysis.
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1. INTRODUCTION

The computer aided analysis procedure which is an 
objective of this study, together with a finite element 
program, determines the stress-displacement pattern in long 
bone sections, utilizing the computed tomography (CT) 
method. The CT data file of the scanned bone provides the 
geometry for the generated finite element model, while the 
CT radiographic densities provide the elastic properties 
for the model.

The next sections in this chapter include a literature 
survey in the areas of bone morphology and mechanical pro­
perties, the finite element method and the CT method. This 
review of the above subjects provides the background for 
this study, organized as follows: Sections 1.1 and 1.2
describe the long bone morphology and mechanical properties 
and the correlation between the apparent density and the 
mechanical properties in long bones,which allows using the 
CT information to determine the bone elastic properties. 

Section 1.3 describes the finite element method in ortho­
pedic research and various modeling methods (including 
modeling by CT). Section 1.4 describes the CT method in 
bone assessment and the capabilities of this method in 
three-dimensional finite element modeling of long bones. 
Section 1.5 states the objectives of this study and the 
suggested course of work for their accomplishment. The 
second chapter describes the methods used to implement and 

perform the stated objectives.

1
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1.1 Long Bone Morphology

Bone is a composite, viscoelastic, anisotropic 
material primarily composed of organic fibers (mainly 
collagen), inorganic crystals (hydroxyapatite) , cement 
substance and water. The bones in the human body com­
prise the skeleton which gives the body mechanical 

stability, protects delicate organs, and serves as an 
anchorage for the muscles; thus making body movements 

possible through lever action. The bones also serve as 
a reservoir for calcium and phosphorus, and contain the 
bone marrow, the most important bloodforming organ.

Human bones may be described as belonging to one 
of five general categories: Long bones, such as
the tibia, the femur and other leg and arm bones; Short 

bones, such as found in the wrist and ankle; Flat bones, 
such as the skull, and Irregular bones. In order to 
understand the properties and behavior of bone, it is 

necessary to consider other levels of structure in 

addition to the macroscopic size and shape. It is 

important to examine bone structure on many levels since 
all these levels interact in providing the bone with its 
characteristic properties. A description found quite 

reasonable in illustrating the hierarchial aspects of
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the organization of bone, especially the long bones of 
the body,includes four levels of structure (Katz, 1980).

On the molecular level, bone is unique within the 
body in that it contains a mineral-like component in 
addition to the organic components. The major organic 

component of bone, as of all the connective tissues of 
the body, is collagen. Additional organic components 
(protein, polysaccharides, lipids, etc.),while only 
present in small amounts, play important roles in sta­
bilizing the structural organization. This organic 
structure by itself would behave as a compliant material 
with good energy-absorbing characteristics (toughness), 
and other properties, generally with characteristics of 

polymers. The major inorganic phase of bone is hydro- 
xyapatite (calcium), present in the form of small 
crystallites about 5x20x40 nm (Woodward, 1962). This 

material by itself is quite rigid and stiff compared to 
collagen and its stiffness is approximately two-third 
that of steel. However, it is also quite brittle with 

poor impact resistance. The tiny crystallites are in 
intimate juxtaposition known as epitaxy in a highly 
organized geometrical arrangement with the collagen 

fibrils.
It is this admixture of organic and inorganic con­

stituents which then comprises the second level of com­
plex hierarchial structure, one which is heterogeneous 
and anisotropic (different properties in different
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directions). This superposition of two quite diverse 
materials with significantly different properties results 
in what is known as a composite material, i.e., a 
material whose properties differ significantly from those 
of the original components.

In mature cortical (compact) bone, the collagen- 
hydroxyapatite composite is formed into densely packed 
concentric lamellar structures, the "Haversian system" 
or "Osteon." This is in contrast with another form of 
lamellar but not concentric bone, called "plexiform", 

which is often found in immature mammals. The osteon 
is essentially a cylindrical structure whose long axis 
courses somewhat irregularly along the long axis of the 

bone. It inferfaces either with other osteons or with 

non-concentric lamellar groups, the interstitial lamellae. 
These highly organized lamellar groupings represent 

still another level of structural organization, denoted 
here as microstruetural. The osteon represents a hierar- 
chial composite material system as well. The concentric 
lamellar structures strongly bonded to one another and 

to the interstitial lamellae through the ground sub­
stance (cement line) may be viewed to form a composite 
material, or fiber reinforced composite. It appears 
that this microstructural organization is in part res­

ponsible for both,the elastic and the viscoelastic (or 
time-dependent deformational) behavior of macroscopic
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bone (Katz, 1980).

The final level of structure is, of course, the 

macroscopic. On this level, the size and shape of the 
whole bone are considered. While each type of bone is 
of interest biomechanically, the long bones of the 
lower body, like the femur and the tibia, are of signifi­
cant interest because of their role as the structural 
supports of the body, i.e., they are weight-bearing.

A human skeletal bone may be belonging to one of 
two types: compact (cortical) or cancellous (trabecu­

lar) . The compact bone which has a shape of a relatively 
high density solid material comprises the cortex of long 
bone, while the cancellous bone in the human skeleton 

consists of a scaffolding of bony material arranged to 
form a sponge-like porous structure. The porous 
structures are quite variable in both size and shape, 
and can be described as a combined meshwork of bony 
trabeculae (rod like structures) and lamellae (thin 

plates). This structure of cancellous bone has been 
confirmed by several studies on cancellous bone struc­
ture. Whitehouse and Dyson (1974) used a scanning elec­

tron microscope to investigate the trabecular bone 
architecture in the proximal end of the human tibia and 

reported on a large variety of cancellous bone types.

Singh (1978) studied the cancellous bone architecture 
using a stereoscopic microscope and classified a number of



distinct types of cancellous bone depending on the rods 
and plates proportion, thickness and direction in the 
bone .

In load bearing bones, such as the long bones of the 
leg, the function of the trabecular bone is to support 
and direct the operational loads through the ends of the 
long bones to the cortical bone of the diaphyses (the 
shafts). Evidence for the central role of the trabeculae 
in this function can be found in photoelastic studies 
which show that they are aligned in the directions of the 
normal stress trajectories to provide maximum strength 
with minimum weight. As an example, in the human knee, 
the femoral condyles rest on the tibial plateaus and 
serve to transmit the body weight to the lower leg. The 
condyles are roughly cylindrical structures and consist 
of a thick layer of cartilage, a thin layer of cortical 
bone, referred to as the subchondral plate, and the 
region of trabecular bone immediately underneath the 
plate. A mathematical model for the elastic properties 
of condylar structures developed by Burstein and co­

workers (1970) has shown that at least under static con­
ditions, the trabecular bone in the condyle is important 
in load carrying in that up to 80 percent of the surface 
loading is transmitted through the trabecular region.

The general structure of cancellous bone may be 
approximated as an open-cell two-phase composite (Me 
Elhaney et al., 1970). One phase is bone while the other
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phase consists of blood, red and yellow marrow, nerve 
tissue, and miscellaneous cell tissue and fluid. Be­
cause of its calcified nature, bone can grow only by 
apposition. That is, bone can increase in size only by 
adding material to one of its surfaces through a process 

known as bone remodelling. New bone added to the sides 
of trabeculae is usually deposited in the form of fairly 
even lamelae. As new lamelae are added to the sides of 

a trabeculae in a cancellous network, the spaces are 
correspondingly narrowed and filled. Accordingly, the 

continued deposition of fresh bone lamelae on trabeculae 
that enclose spaces soon affects the character of the 
bone in that it changes from a structure consisting of 

large spaces with little bone (cancellous bone) to one 
of narrow spaces with much bone (compact bone). All 
bone is porous, therefore, and the important structural 
feature that distinguishes so-called compact bone from 
cancellous bone is the quantity, size, shape and distri­
bution of the cavities (McElhany et al., 1970; Carter 

and Hayes, 1976). The difference between these bone 
structures may be indicated by their apparent densities, 

i.e., their mass divided by their bulk volume. The most 
obvious difference between these two types of bone is 
their relative densities, or volume fractions of solids. 

Bone with a volume fraction of solids less than 70 per­
cent is classified as cancellous; that over 70 percent, 

compact (Gibson, 1985).
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1.2 Long Bone Mechanical Properties
The elastic and ultimate characteristics of bone 

are a description of the response of the tissue, in a
mechanical sense, to stress, incurred as it performs its
biological structural function. Those loading cycles 
that do not cause permanent irreversible change occur 
within the region of elastic tissue behavior. The res­

ponse of the tissue in this region to external loads, 
that is, the relation between deformations and applied 
stresses, is characterized by the elastic constants of 

the bone tissue. This relation is known as the genera­
lized Hook's Law and may be presented in a cartesian

coordinate system by matrix notation:

• * - •
O X  X C 11 C 12 C 13 C14 C15 C 16 ’ exx

Oy y C 21 C 22 C 23 C24 C25 C26 eyy

a z z C 31 C 32 C 33 S4 C35 C36 X
£Z Z

txy C 41 C 42 C 43 C44 C45 C46 Yxy

tyz C51 C 52 C 53 S4 C55 C56 Yyz

x zx . C 61 C 62 C 63 C64 C65 C66 . Y zx

where the coefficients C^, C^  ••• are t îe elastic con­
stants of the material. The same equations in tensor 

notation:

°ij = Cijkl * ekl where: i,j,k,l = 1,2,3
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The elastic properties of any given material may 

differ according to the direction in which testing is 

performed. If the properties are different in every 

direction, the material is said to be "anisotropic" and 

has thirty-six elastic constants in the elasticity tensor. 

If the material is isotropic in two out of the three 

directions, then it is "orthotropic" and has nine inde­

pendent elastic constants. If, however, there is one 

plane in which the elastic properties are the same in 

every direction on the plane, the material is said to be 

"transversely isotropic" and has five elastic con­

stants. Finally, if there is no directional independence 

of the elastic properties, the material is called 

"isotropic" and has only two elastic constants which are 

referred to as the Modulus of Elasticity and Poisson 

Ratio. Physically, the elastic modulus (stiffness) is 

the ratio between stress and strain, and Poisson ratio 

is defined as the negative of the ratio of transverse 

strain to longitudinal strain in the direction of un i ­

axial loading.

The values of trabecular and cortical bone mechanical 

properties have been calculated by many investigators 

who used various mechanical testing methods and ultra­

sonic measurements. The obtained values vary in a 

wide range depending on the type of applied test, the as­

sumed degree of anistrophy and the specific bone specimens.



Mechanical values such as the moduli of elasticity in 

various directions, Poisson ratios, ultimate strength 

and more, were examined by many authors who tried to 
correlate them to the specimen density, microscopic 
structure and the topographic location in the bone struc­
ture. The results of such studies were reviewed by 

Evans (1973), Reilly and Burstein (1974), Katz (1980),
Van Buskirk and Ashman (1981), Gibson ( 1985) and others.

Most of the studies aimed at the properties of the 
bone materials which comprise the long bone structures.
In these studies, pieces taken from bones were tested by 
mechanical methods or ultrasonic measurements to deter­
mine their elastic properties. Most studies of long 
bone mechanical properties referred to one of the two 
types of bone tissue: cortical (compact) bone or trabe­
cular (cancellous) bone. The function of trabecular 

bone in the human synovial joints, such as the knee 
joint, is to distribute the large contact stresses 
applied at the articular surfaces to the compact bone of 

the cortical shafts (Hayes et al., 1978). It is 
generally accepted that this function directly influences 
the structure and strength of the metaphyseal bone, a 

relationship known as Wolff's law. Hayes and Snyder
(1981) and Cowin (1986), in recent investigations of 

Wolff's law, have provided strong support for the tra- 
jectorial theory of bone architecture. This theory 
states that the trabeculae are organized along the lines
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of principal stress and, therefore, provide high strength 
with relatively low weight. Under static conditions, the 
trabecular bone relative contribution is 45 to 80 percent 
in bearing the surface condylar loading in the tibia 
(Burstein and Frankel, 1968; Rockoff et al., 1969; Bur- 
stein et al., 1970).

The anistrophy of the elastic and strength properties 
of bone has been demonstrated in uniaxial testing by a 

number of experimenters, some reviewed by Evans (1973). 
Most authors agree that human bone is both anistropic 
and heterogeneous, and several studies use experimental 
methods to characterize the degree of anisotrophy and to 
determine the elastic properties of bone as a function of 

anatomical position. The main difficulty in such experi­
ments is that the traditional engineering methods for 
material properties determination are difficult to apply 

to bone tissue. Ultrasonic techniques offer some advan­
tage in that they allow the use of smaller specimens of 
less complicated geometries than do mechanical testing 

methods.
Lang (1970), Van Buskirk and Ashman (1981), Ashman 

and co-workers (1984) and others used the ultrasonic 
technique of some variations to determine the five 
elastic constants of cortical bone assuming a transversely 

isotropic material. Lang (1970) and Reilley and Bur­
stein (1974) showed that cortical bone is an orthotropic 
material that is approximately transversely isotropic.



These findings seem consistent with the observation that 
bone histologically displays the symmetry of a trans­
versely isotropic material. Katz (1980) concluded that 
certain microstructural features suggest that cortical 
h-aversian bone is transversely isotropic in its symmetry 

while the plexiform nature of cortical lamellar bone makes 
it orthotropic. Ashman and his associates (1984) consider 
any cortical bone to be orthotropic because it is a com­
bination of the two bone types so the lesser symmetry of 
orthotropy must be assumed.

The choice of material symmetry for an elastic model 

of compact bone depends to a large extent on the intended 
application of the elastic model by the investigator.

For example, Huiskes (1982) indicates that the stress 
analysis of a human long bone is adequately served with 
an isotropic model. The data on the measured elastic con­

stants of bone reported by Van Buskirk and Ashman (1981) 
show that the percentage difference between the ortho­
tropic elastic constant values and the transversely iso­

tropic elastic constant values are quite small, and un­
likely to have a significant effect on the stress analysis 

of bone.
Data on mechanical properties of the cancellous 

(trabecular) bone at the proximal tibial epiphysis were 

reported in several studies. Behrens and co-workers 
(1974) used compressive tests of machined specimens of 
tibial cancellous bone to correlate the bone compressive
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strength to its density. Lindhal (1976) used compression 
tests of cancellous bone to calculate the bone modulus of 
elasticity and the ultimate compression strength in 
various directions. Hvid and his associates (1983) 
studied the topographic variation of proximal tibial can­
cellous bone strength and elastic modulus in twelve knees 
from routine autopsies . They found that mechanical pro­
perties varied considerably from knee to knee, but the 

topographic patterns were remarkably constant. Goldstein 
and co-workers (1983) experimentally determined the 
elastic modulus and ultimate strength of human tibial 

trabecular bone as a function of metaphyseal (the tibia 
neck) location.

The trabecular bone tissue is considered by most 
authors as a nonhomogeneous, anisotropic, nonlinearly 
viscoelastic substance, and as such, its detailed pro­

perties are difficult to measure. However, the ratios of 
vertical to lateral stiffness ranges up to a factor of 
ten in the proximal tibia trabecular bone (Williams and 
Lewis, 1982). Thus, the anistropy in stiffness can be 
considerable. The source of the anisotropy is obviously 
the details of the trabecular morphology with the exis- 

tance of a preferred direction of structure leading to 
the anisotropy. As a consequence, long bones are much 

less stiff in the lateral direction than along the long 
axis, not only because there is less material to resist 
the load but because the lateral deformation occurs more
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by bending of the resisting structures rather than by 
direct compression as appears to occur in the stiffest 
direction.

The mechanical behavior of bone, as the result of 
the application of a force, is influenced by the fact 

that bone is viscoelastic material (Galante et a l ., 1970; 
Whitehouse and Dyson, 1979; Townsend et al, 1975; Ducheyne 
et al., 1977). If the characteristic constants of a 
material are affected by the rate of deformation, then 
the material is said to be viscoelastic. Serious consi­
deration has been given in recent years to examining the 
time dependent (viscoelastic) properties of bones. 

McElhaney and co-workers (1970) studied wet bovine cor­

tical bone in compressional constant strain-rate experi­
ments at six different strain rates. Since the leading 
portion of each of the stress-strain curves was linear, 
elastic moduli could be obtained. A threefold increase 
in the elastic modulus was observed with increasing 
strain rate. Wright and Hayes (1976) observed a more 

than doubling in elastic modulus with increasing strain 
rate on wet bovine femoral specimens in tension. They 
proposed a linear relationship between elastic modulus 

and the logarithmic function of the strain rate. In 
addition to these strain rate studies focusing on speci­

mens of compact bone, there have been several investi­
gations of the strain-rate sensitivity of the whole bone
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(Mather, 1967; Burstein and Frankel, 1968; Carter, 1981). 
Recent work has focused attention on the viscoelastic 
properties of human trabecular bone (Pugh, Rose and 
Radin, 1973; Carter and Hayes, 1977; Goldstein et al,, 
1983). The obtained data of Pugh, Rose and Radin (1973) 
tend to justify the assumption that the general visco­
elastic response of trabecular bone is essentially that 
of compact bone at strain rates lower than 2 percent. The 
effect of hydraulic strengthening, i.e., the effect of 
fluid in the open spaces between trabeculae, was notice­

able only in higher strain rates. Compression tests of 
human and bovine trabecular bone specimens with and with­
out marrow were conducted by Carter and Hayes (1977) at 
strain rates of 0.001 to 10.0 per second. The presence 
of marrow increased the strength, modulus and energy 
absorption of specimens only at the highest strain rate 
of 10.0 per second. This enhancement of material pro­
perties at the highest strain rate was due to the re­
stricted viscous flow of marrow and the flow through 
the pores of the trabecular bone. Both strength and 
modulus of elasticity were approximately proportional to 
the strain rate raised to the 0.06 power.

Density is expressed in terms of weight per unit 

volume; thus, "Apparent density" is defined as 

the weight divided by the total volume of the sample, 
and "real density" is the weight divided by the volume
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of the bone matrix, excluding the marrow vascular 
spaces, i.e., the density of the mineralized bone alone.

Many investigators have documented significant 
positive associations between apparent density and the 
strength and stiffness of cancellous bone (Galante et al., 

1970; McElhaney et al., 1970; Carter and Hayes, 1976, 1977; 
Carter and Schwab, 1979; Harrigan et al., 1981; Saha et 
al., 1981). There is no question that other factors, 

such as orientation of trabeculae and microstructure, also 
influence the mechanical properties of cancellous bone 
(Pugh et al., 1973; Ducheyne et al., 1977; Carter and 
Hayes, 1977). However, this does not in any way negate 
the strong effects of apparent density differences on 

mechanical properties of bone. Even in studies in which 
trabecular arrangement was found to be an important 
structural variable, significant positive correlations 
between bone apparent density and strength or stiffness 
were also found. Reported statistical correlations 
between cancellous bone density and strength or stiffness 

range between 0.7 to 0.9 (Galante et al., 1970; McElhaney 
et al., 1970; Lindahl, 1976; Saha and Gorman, 1981).
Thus, there is wide support in the literature for a 
strong positive association between apparent density and 

mechanical properties of cancellous bone.

Extending this relationship further, Carter and 
Hayes (1976,1977) have suggested that compact and can­
cellous bone can be viewed as a single material, with



17

mechanical property differences principally a function 
of variation in apparent density. This conclusion is 
supported by the fact that the compositions and the real 
densities of normal trabecular and compact bone tissue 
are similar (Gong et al., 1964; Galante et al., 1970).
In addition, recent work has suggested that the micro­
scopic material properties of trabecular bone are similar 
to those of compact bone (Martin, 1972; Pugh et al.,
1973; Townsand et al., 1975). These observations suggest 
that whole bones can be modeled as composite structures 
consisting of both a solid phase of mineralized bone 
tissue and a fluid phase of blood marrow and nerve 
tissue (McElhaney et al., 1976). The distribution of 
pores throughout the whole bone contributes to the ap­
parent density distributions which are observed rentgeno- 

graphically. The pore geometry and orientation contri­
bute to the structural anisotropy which is evident in 
both trabecular and cortical bone.

Recently some workers have attempted to view trabe­
cular bone as a porous structure comprised of bone tissue 
with the same microscopic mechanical properties as com­
pact bone (McElhaney et a l ., 1970; Pugh et a l ., 1973; 
Townsand et al., 1975). McElhaney and co-workers (1970) 
considered a porous block model which consists of a 
number of small cubical aggregates arranged to form a 
larger transversely isotropic porous cube. The primary 
assumption upon which this model is based is that all
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bone has the same physical properties in the small, i.e., 
bone of different types has the same microscopic pro­
perties. In dealing with the varying structure, it is 
further assumed that local mechanical responses, like the 
modulus of elasticity, are proportional to the local 
apparent density raised to some power (n), with n deter­
mined empirically. This provides a means of incorpora­
ting in the model many of the structural elements that 
influence the response but are too complex to be in­
cluded in detail.

The porous block model shows that the modulus of 
bone is approximately proportional to the third power of 
the apparent density. Thus, small porosity changes in 
bone of low relative density result in only small changes 
in strength and modulus, while small porosity changes in 
bone of high relative density result in large changes in 
strength and modulus. Carter and Hayes (1976) extended 
the porous block model to be applied also for compact 
bone, confirming the hypothesis that all bone can be 
mechanically viewed as a single material of variable 
apparent density. Compression tests of human and bovine 
bone specimens conducted by Carter and Hayes (1976,1977) 
spanned a wide range of apparent densities over a wide 
range of applied strain rates. By analyzing the obtained 
data with reference to the values of the mechanical be­
havior of compact and cancellous bone reported in the 
literature, they obtained empirical relationships between
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the apparent density and strain rate and the compressive 
strength and modulus. In that study, the compressive 
modulus of bone tissue was approximately proportional to 
the cube of the bone density, confirming the theoretical 
relationship developed by McElhaney (1970) in his porous 
block model. These power relationship which was shown 
to hold for all bone in the skeleton, allows meaningful 
predictions of bone tissue stiffness based on in-vivo 
density measurements such as regular rentgenographic 
measurements or computed tomography. The compressive 
elastic modulus of human cortical and trabecular bone 
tissue can now be determined using an empiric relation­
ship developed by Carter and Hayes (1977):

E = C • e °*06 e3 

where e’ is the applied strain rate, P is the apparent 
density and C is a constant number obtained experi­
mentally. It should be noted that the influence of 
strain rate is relatively small compared with the in­

fluence of apparent density.
The second independent constant for an isotropic 

material, the Poisson ratio, is the ratio of strain in 
a direction perpendicular to that of a uniaxial stress, 
to the strain in the direction of uniaxial stress. The 
reported values of Poisson ratio in human compact and 

cancellous bone are difficult to compare due to the 
different variables including specimen type, moisture,
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and strain rate during the relatively low number of 
experiments conducted for this purpose. McElhaney and 
co-workers (1970) used a strain gauge glued to the speci­
men surface for strain measurement in perpendicular 
direction during compression tests conducted on human 
cancellous bone specimens. The tests were repeated in 
three directions, yielding the Poisson ratio for three 
orthogonal axes. Lang (1970) used an ultrasonic techni­
que with wet bovine bone to obtain Poisson ratio values 
at the upper extreme of physiological strain rate.
Reilly and Burstein (1974) tested a transversely isotro­
pic model to determine five independent elastic constants 
for human compact bone tissue. The high values for 
Poisson ratio reported by Reilly and Burstein (1974) have 

raised the question of whether the human compact bone is 
incompressible. Mahanian and Piziali (1985) who investi­
gated the incompressibility for a transversely isotropic 
material in general and the human compact bone in particu­
lar, showed that the values reported by Reilly and Bur­
stein are in the acceptable range, below the incompressi­
ble limit.

It is generally accepted by many authors that the 
Poisson ratio is related to some bone physical properties 
such as the level of moisture in the tested bone tissue, 
the microscopic architecture, the applied strain rate 
and more. However, no attempt has been found in the 
literature to correlate the Poisson ratio of human compact
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or trabecular bone to any of these physical properties. 
Instead, experimental values of Poisson ratio have been 
obtained for various types of bone tissues and topo­
graphic locations in the long bones.



22

1 .3 Finite Element Method in Orthopedic 3iomechanics
The finite element (FE) method is a numerical procedure

for solving a continuum mechanical problem with an 
accuracy acceptable for engineers. In practice, most 
problems are too complicated for a closed form mathe­
matical solution. A numerical solution is required, 
and a versatile method that provides it is the finite 
element method. A finite element model, whether it is 

two- or three-dimensional, consists of "finite elements" 
of quadrilateral, triangular or other geometry, and 
"nodes" where elements are connected to one another. A 
"mesh" is an arrangement of nodes and e.i . ments in a 
specific model.

Versatility is an outstanding feature of finite 
elements. The method can be applied to various problems: 
The region under analysis may have arbitrary shape, loads 
and boundary conditions. The mesh may mix elements of 
different types, shapes and physical properties. This 
great versatility is often contained within a single 
computer program in which a user-prepared input data 

control the selection of problem type, geometry, boun­

dary conditions, element selection and so on. Another 
feature of finite elements is the close physical resem­
blance between the mesh and the actual structure. The 

finite element method also has disadvantages: There is
no closed-form expression that permits analytical study 

of the problem, reliable computer and program are
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essential, many input data are required and voluminous 
output data must be sorted and interpreted.

The finite element method is implemented in the 
computer environment, using the theory of elasticity and 
numerical methods. The "stiffness method" or the "dis­
placement method" is the most popular form of the finite
element implementation in structural mechanics. In this 
method, the displacements are the primary unknowns to be 
computed. Stress is a secondary variable, computed from 

the displacements (Cook, 1981).
Considering a single element, and defining a degree 

of freedom as a displacement or rotation of a node, the 

stiffness equation can be formed:
[k] X [d] = [r]

where [k] is the element stiffness matrix, [d] is the 
element nodal displacement vector and [r] is the vector 
of element nodal loads. The matrix and vector dimensions 
depend on the number of degrees of freedom in the element
nodes. In the finite element program, the solved system

is :

[ K ] X [ D ]  = [R]
which consist of the same terms used in the previous 
equation except that "global" replaces "element." This 
equation can be solved for [D] . Hence, because [d] for 
each element is contained in [D ] , deformations of all 
elements are known. From deformations, the stresses are 

computed at the model elements.
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In general, considering the theory of elasticity, if 
a stress or displacement field satisfies equilibrium, 

compatibility and boundary conditions, then a solution 
has been found. This relates to finite element analysis 
in a sense that if elements are based on displacement 

fields, so that nodal displacements are the primary un­
knowns, then the compatibility condition is satisfied 
within elements. Suitably chosen fields also provide 
compatibility between elements and satisfy displacement 
boundary conditions. Equilibrium equations and boundary 
conditions on stress are satisfied only approximately.
The approximation improves as more degrees of freedom 

are used and, barring computational difficulties, the 

exact solution is achieved in the limit of infinitely 

refined mesh.

The first engineering computer program based on the 

finite element method was developed in the mid-fifties, 
following the paper by Turner and others (1956) presenting 
a stiffness and deflection analysis of complex structures 

(Cook, 1981). Since then, several commercial finite 
element software packages have been produced and marketed, 

being used in several engineering areas, such as heat- 
transfer , fluid-flow and more extensively in stress 
analysis. The input in static finite element stress 

analysis programs consists of the model geometry, dis­
cretized into a finite element mesh (nodes and elements), 
the mechanical properties, such as the elastic modulus



and Poisson ratio assigned to the model elements, and of 
boundary conditions, loads and initial displacements of 

nodal points. Commercial finite element software pack­
ages, such as SAP IV, GIFTS, ANSYS, NASTRAN and SUPERTAB 
are mostly based on the stiffness method and differ in 

their program features such as the available analysis 
types, element variety, input-output organization, inter 
active access, efficiency, pre- and post-processing and 

Traditionally, interest existed in orthopedics and 
orthopedic-related sciences with respect to stresses and 

strains in loaded bones, specifically concerning the 
relationship between architecture and load-bearing 
function. The mathematical tools available for stress 

analyses in classic mechanics, however, were not very 
suitable for the highly irregular structural properties 
of bones. Hence, the powerful finite element method 
became the logical choice to fill the gap due to its 
unique capability to evaluate stresses in structures of 
complex shape, loading and material behavior. New 
questions and new methods have created a stimulating 
environment for the utilization of the finite element 

method in orthopedic biomechanics, and its appli­

cations have grown rapidly in the last fifteen years 
(Rybicki, 1980). Finite element analysis is presently 
used to investigate the stress-related architecture of 
bone remodelling processes, to test and to optimize 

artificial implant designs and fracture fixation devices,
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and to study the mechanical behavior of all types of 
bone tissues and cartilage.

Many authors focused during recent years on the 
mechanical behavior of the load bearing long bones, 
utilizing the finite element method. These studies, 
reviewed by Huiskes (1983), used various types of two- 
or three-dimensional models, assuming a certain level 
of anisotropy, assymmetry and homogeneity in their 

model. A two-dimensional finite element model of forty- 
two curvilinear elements of the femoral head was de­
veloped by Brown and Ferguson (1978). Nonhomogeneous 

elastic properties of trabecular bone based on experi­
mental data were included in this study that was aimed 
at investigating the influences of trabecular bone non­
homogeneity and of geometrical alterations on the stress 

distribution. Stresses in the trabeculae of the bone 
structure itself were studied with the finite element 
method of Pugh and co-workers (1973) using simple plate 
elements. The aim of this analysis was to correlate 

local bone loading with trabecular failure. A similar 
but more sophisticated two-dimensional model was later 
proposed by Williams and Lewis (1982) to predict the 

elastic constants of trabecular bone as a continuum 
material from the non-continuous trabecular structure 

and properties. The theoretical results were verified 
by experimental data. Using a two-dimensional finite 
element model and an iterative algorithm, the unbonded



elastic contact problem between femur and tibia in the 
knee joint was analyzed by Chand and co-workers (1976). 
Results correlated favorably with those of two- and 
three-dimensional photoelastic analyses. Hayes and his 
associates (1978) presented an axisymmetric finite 
element analysis of the upper tibia with non-axisymmetric 
loading. The ring elements used in this analysis are 
special in the sense that the loads and displacement fields 
can be represented by Fourier series in the circumferential 
direction. Recently, a three-dimensional FE analysis of 
the upper tibia was conducted by Little and co-workers 

(1986) and compared with strain-gage tests and other 

analyses from the literature.
Besides investigations aiming at stress analysis of 

various long bones, a number of finite element analyses 
of bones have been designed for problems of fracture and 
fracture fixation, including problems of bone remodelling 
(Vichnin et al., 1977; Askew, 1981). Artificial joint 
design and fixation is probably the most popular appli­
cation of the finite element method in orthopedic bio­
mechanics. Two- or three-dimensional models were 
analyzed by Rohrle and his associates (1980), Murase
(1981), Askew and Lewis (1981), Murase and co-workers
(1982), Little and co-workers (1985) and others. Com­

paring results obtained by these studies is difficult 
due to vast differences in element types, mesh density, 

geometry, material properties and loading.
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In some finite element analyses, linear elasticity, 
isotropy and homogeniety of cortical and trabecular bone 

were assumed (Hight et al., 1975; Piziali et al, 1976; 
Valiappan et al., 1977; Harris et al., 1978; Hayes et al., 
1978) . Studying the torsional stress of a human tibia 
by finite element method, Adamovich and Yanson (1981) 
used a distribution of the shear modulus by zones of the 
cross section of the bone. Murase (1981) developed a 

three-dimensional model of the proximal tibia, divided 
to ten different material regions. The elastic constants 
were estimated from the literature (Pugh et al., 1973; 

Evans, 1973; Goldstein et al., 1980) for each region in 
the bone. Askew and Lewis (1981) used a two-dimensional 

axisymmetric finite element model to determine the 
stresses around a knee prosthesis in the proximal tibia. 
This model was considered transversely isotropic and the 
five elastic constants were determined using a combined 

experimental analytical method. In general, the elastic 
properties for finite element models were determined by 
different authors according to the purpose of the analyses, 
the assumed anisotropy, the desired accuracy and the 
experimental data available. Although the correlation 

between the apparent density of human cortical and trabe­
cular bone to the elastic properties was accepted by most 

authors, only a few finite element analyses used x-ray 
radiographs to determine mechanical properties in the bone 
regions (Gordon, 1971; Murase, 1981; Murase et al., 1982).
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An advanced technique such as the computed tomography pro­
vides the tool for determining the local apparent den­
sities in any scanned bone tissue and, thereby, to 
determine the mechanical properties in different regions 
of the bone.

Modelling long bones for finite element analysis 
requires determining the bone geometry. Accurately 
determining long bone boundaries is difficult due to the 

bone intricate geometry. Moreover, due to the variations 
in long bone geometries, determining the boundaries of 
a specific bone will not necessarily allow generalizing 

it in a finite element model valid to other bones of the 
same type. Previous finite element analyses of long 

bones used various methods to determine the bone geometry. 
Hight and co-workers (1975) and Piziali alone and with co­
workers (1976,1980) described femurs, tibias and fibulas 

three-dimensional boundaries utilizing cross sectional 
information. Each bone was cast in clear epoxy resin 
and then thin transverse sections were cut at approxi­

mately one inch intervals. The geometry of each section 

was established using an optical digitizer or an optical 
comparator. The cross sectional information was utilized 

to develop three-dimensional finite element models.
Brown and DiGioia (1984), Chand and co-workers (1976), 
and Murase and associates (1981,1982) used x-ray photo­
graphs of a live long bone to determine the boundaries 
for a three-dimensional finite element model. Hayes and



co-workers (1978), Stein and Granik (1979), Askew and 
Lewis (1981), Minns and his associates (1975), Little 
and co-workers (1985) and others used a combination of 
physical bone section and x-ray techniques to determine 
long bone geometry for two- or three-dimensional models.
In this method, the bone was cut into several sections 
which were then radiographed. The x-ray photographs 
were enlarged and reproduced in positive form, and the 
cross sectional geometry was physically measured and 
digitized from them. Lovejoy and Burstein (1977) used 

non-destructive laminography to obtain geometrical 
properties of bone sections. A laminogram was obtained 
for each specimen using a Picker conventional lamino- 
graphic unit. The measured data were compared to the 
geometrical properties obtained by physical sections and 
x-ray tomography method for the same bone specimens.

Barton (1980) proposed a simple method for obtaining 
geometrical properties of bone sections utilizing a 
radial grid which is superimposed over an enlarged photo­

graph of a section or a laminogram tracing.
With the development of the computed tomography (CT), 

it is now possible to use this method to obtain outlines 
of bone structures which may be utilized for bone modelling 
in finite element stress analyses. Huang and co­

workers (1980) reported on a discretization procedure of 
anatomical structures based on CT scans which can be used 
for subsequent finite element analysis. In their study,
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gross cross-sectional CT scans were obtained for a whole 
human body, the outlines and inertial properties of each 

cross section were obtained by picture processing techni­
ques. Mayott, Langrana and Alexander (1983) utilized CT 
scans of tibia cross-sections to calculate the area and 
mass properties along the entire length of the bone. In 
their study, a computer aided procedure was developed 

to access the CT data file, eliminate unnecessary infor­
mation such as air and soft tissues, and compute the 
area and mass properties. Woolson and associates (1984) 
developed stereoscopic CT techniques to display a three- 

dimensional image of bone, using a series of CT cross 
sectional scans of the bone. The CT data was analyzed 

automatically by computer to extract the three-dimensional 
anatomy of the skeletal structure on a computer graphic 
terminal screen. Garg and Walker (1985) used CT data 

file for a two-dimensional finite element model in a 
comparison of interface stresses for cemented and un­

cemented tibial implant components. The geometry and 
elastic modulus were determined for the two-dimensional 
model using an experimental correlation between the 
elastic modulus and the CT number. Nelson and co-workers

(1985) used computed tomography to reconstruct the cross- 
sectional anatomy of individual femurs. A contour de­

tection algorithm was used to transform these data into 
a three-dimensional model which was then used as input 
for a computerized implant design program.



32

In addition to the discretized model and the 
mechanical properties, the boundary conditions, the 
applied loads and displacements, are providedito the finite 
element program as input for each problem stress analysis. 
In modelling load bearing long bones such as the tibia, 

the boundary conditions may be determined from bio­
engineering analysis of force actions at the hip and knee 
joints during normal or pathological gait. Human loco­

motion is a highly complex phenomenon. The fact that 
walking is a three-dimensional activity creates major 
difficulties in the analysis of force actions transmitted 

between limb segments. Although the main effects of 
locomotion are in the plane of progression, the saggital 

plane,neglect of lateral and rotatory displacements in 
the coronal plane will introduce major errors in joint 
force computations.

Several investigations have been made to calculate 
joint forces using static analytical methods and experi­
mental gait analyses. Force actions transmitted at the 

hip have been calculated by Paul (1965) and at the knee 
by Morrison (1968) using a non-invasive experimental 
technique. With this method, a force plate was used to 

define the position, magnitude and direction of the 
resultant ground-to-foot force. From photographic records 

taken from the front and side of the subject, the spatial 
alignment of limb segments and the position of joint 
centers are determined for successive time intervals.
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The resultant joint force at the hip or knee is calcu­
lated by considering the appropriate limb segment as a 
free body at conditions of equilibrium. Kettlekamp and 
co-workers (1970,1972) described a method of determining 
force distribution on the tibial plateaus of a standing 
subject and showed the effect of the angle of the tibio­
femoral mechanical axes on force distribution. Harrington 
(1976) described a simplified analysis for the deter­
mination of force actions at the knee joint for normal 
and pathological gaits in which the stance phase of the 
gait only is considered and gravitational and inertia 
forces are excluded from the analysis. Johnson and co­
workers (1980) used gait analysis to determine the way in 

which the load in the knee is shared between the medial 
and lateral compartments of the tibia plateau during 
normal walking. Minns (1981) studied the effect of 
anatomical variations on the medial and lateral compart­

ment contact forces. Moeinzadeh and co-workers (1973) 
developed a mathematical dynamic model of the two- 
dimensional representation of the knee joint. The pro­
files of the joint surfaces were determined by x-ray 

films and represented by polynomials while joint ligaments 
and muscles are modeled as nonlinear elastic springs of 
realistic stiffness properties. Nonlinear equations of 

motion, coupled with nonlinear constraint conditions were 
solved numerically to provide forces and contact point



locations between femur and tibia. Nisell and co-workers
(1986) constructed a two-dimensional model of the tibio­

femoral joint using the results of cadaver knee dissections 
together with radiographic landmarks on healthy knees 
loaded at various angles of flexion. The model presented 
was used for quantifying tibio-femoral forces during knee 
extending activities.

The knee joint is capable of large flexion in 

the saggital plane only. With the exception of positions 

of acute flexion,rotations about the long axis of the 

shank and in the coronal plane are restricted to a few 

degrees by restraint due to the ligaments of the joint.

For most activities, therefore, the mechanics of the knee 
joint can be compared to a simple hinge (Kurosawa et al., 
1985). Rotations at the knee, i.e. changes in relative 
angular position of the shank and thigh, are controlled 
by forces developed in the muscles acting across the 
joint. These muscles may be classified into three main 
groups: Quadriceps femoris, Hamstrings and Gastrocnemius.
To obtain a solution for force action at the knee joint, 
a functionally equivalent simplified muscle and ligament 

system was devised in the light of the experimental infor­

mation and analytical techniques available. This 
simplified system consisted of the three muscle groups as 

defined and the four ligaments which act across the joint: 
the anterior and posterior cruciate ligaments, and the 

medial and lateral collateral ligaments.
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To measure the force between ground and foot, a 
force plate is generally used. Forces acting on the top 

plate are registered by a system of semiconductor strain 
gauges attached to four columns which support the plate. 
Using force plate to calculate the force system acting 

at the knee joint in normal gait, results indicated a 
maximum loading at the joint of 3 to 5 times body weight 

(Paul, 1965; Moeinzadeh et al., 1973; Harrington, 1976).
The complexity of the boundary conditions*together 

with the intricate bone geometry and the anisotropic, 
nonhomogenious, viscoelastic mechanical properties 
all strongly affect the accuracy of conventional finite

element stress analyses of long bones. Moreover, the 

variations in specimen geometrical and mechanical pro­
perties prevent accurately generating one general long 
bone finite element model. The large number of studies 

aiming at long bone„sJ:res.s .analyses and the wide range 
of results support the need for improved modelling methods 
for long bones. Such a method can use the computed tomo­

graphy for the finite element stress analysis of long 

bones.
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1•4 Computed Tomography in Bone Assessment

The development of Computed Tomography (CT) began 
in the early sixties. The initial idea was to pass 
successive x-rays through an object to obtain the x-ray 
absorption coefficient at the center. Oldendorf (1961) 
and Cormack (1963) were the first to realize that passing 
successive x-rays through an object at different angles 
could be used to measure the x-ray obsorption coefficients 
in small points of the entire body. Using a Fourier 
convolution analysis, a complete two-dimensional profile 
of absorption coefficients could be calculated. The 
first commercial instrument developed using this process 
was the EMI scanner built by Hounsfield in 1969. This 
early device required that the scanned object be sur­
rounded by water and that no gas be present in the scanned 
field. Since air could not present, the only images 
obtained at that time were of the head. Twenty years of 
progress in CT and computer tomography created fast, 
efficient and accurate CT scanners which can provide 
high-resoluted cross sectional images of scanned organs.

In a CT system, the image is not formed directly by 

the x-ray beam, but it is a multistep process of scanning, 

data processing and graphical image reconstruction. Most 

CT systems contain three functional units: Scanning

unit, computer and viewing unit. In addition, these 

systems contain one or more data storage devices such as
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magnetic discs and tapes which store the image data and 
the computer programs.

The first step of the process is to scan the body 
section with one or more small cross section 
x-ray beams. After penetrating through the body, the 
x-ray energy is intercepted by a radiation detector which 
produces an electrical signal that is proportional to 
the intensity of the x-ray beam. This intensity is deter­
mined by the penetration of the body section, depending 
on the attenuation coefficients of its material. By 
either moving the x-ray beam or using a large number of 
parallel beams, a penetration profile of the body section 
is obtained. In order to form a CT image, penetration 
profiles taken at different angles through the body 
section are required. These are obtained by rotating the 
x-ray beam and detector assembly around the scanned body.

A digital computer within the system forms the CT 
image from the penetration profile data by a process 
which is generally referred to as image reconstruction.
The development of the equations used for image recon­
struction were first developed by Radon (1917). The 
early reconstructive process used "back-projection" 
technique which summed the inverse of the intensity of 
the attenuation to reconstruct the image. The images 
reconstructed were fuzzy and prone to producing a star 
shaped pattern if the density at the center of the image 
was high. Iterative techniques such as matrix relaxation
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and simultaneous iterative reconstruction are currently 
used today (Smith, 1982). In this technique, a two- 
dimensional matrix of attenuation values is reconstructed 
and the sum of each row and column is compared to the 
attenuation at that position. The matrix values are 
then changed to effect a "proper guess" of the sum of 
each row and each column. Sums are then made and checked 
against the original attenuation values. This is 
continued until the actual sums equal the values in the 
matrix. The image created by the computer is a numerical 
image with specific values for each "pixel" within the 
image, while the image area is divided into an array of 
square pixels with dimensions in order of one square mm.

A numerical value is calculated for each pixel 
within the image, referred to as CT numbers. The numbers 
are related to the attenuation coefficient values of the 
materials within the scanned body section, since the 
diminution or attenuation (by absorption or scatter) of 
an x-ray beam as it traverse the object is dependent on 
the local linear attenuation coefficients of the object 
(Katz, 1981). Arbitrary scales for CT values have been 
devised, most of them use water as a reference material 
and assign it a value of zero. The value of CT number
for a specific material is given by:

y - yu
n  =  01  g-----------------------

y to

where y and y<o are the attenuation coefficients of the
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measured material and water respectively, and a is the 
scaling (contrast) factor for the scanner being used 
(Katz, 1981). The scaling factor " a " determines how 
many CT numbers will be assigned between the linear 
attenuation of air and of water. Many systems now use 
Hounsfield units where the scaling factor is 1000. This 
produces CT values of -1000 for air, zero for water and 
an ambiguous upper scale end of 1000 for compact bone.

For Hounsfield units, the "contrast scale" or the change in N 
per Hounsfield unit is 0.1 percent change (McCullough,
1975). Other systems such as General Electric CT 
scanners use water and plexiglass phantom as reference 
materials to calibrate the scanner with a scale of 0 

to 4095. This range of positive integers was selected 
to represent the CT numbers scale due to eight bit (half 
word) limitation of the system computer (CT/T manual,
1980; ECLIPSE line computers, 1973).

Mathematical procedures are used to reconstruct the 
scanned cross sectional image from the CT numbers of its 
pixels. The numerical image is converted into a video 
type signal which is displayed on a graphic terminal 
screen. Permanent images are obtained by photographing 
the screen. The scanned image data may be stored in 

most systems on an archive magnetic tape for later use.
Currently, there are several limitations to the 

accuracy and precision of CT generated density and geo­
metry measurements. These include noise, non-linearity,
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and drift of detectors, partial volume artifacts, motion 
artifacts and the beam hardening artifact (Joseph and 
Spital, 1978; Boyd et al., 1979; Zatz, 1981).

Noise is the random variations of attenuation values 
in an image of uniform material and it gives the CT image 
a mottled or grainy appearance. Another type of noise 
is tissue noise, which is defined as the regional vari­
ation in CT numbers for a given tissue type (McCullough,

1977). Noise can be reduced by increasing the radiation 
dose and thereby increasing the number of detected photons.

Non-linearity of x-ray detectors is caused by the 
extraordinary demands a CT system places on radiation 
detectors. Ideally, the function of a detector is to 
produce an output current that is exactly proportional to 
the intensity of the radiation striking it (linear de­
tector) . Causes of non-linearity in detectors include 
leakage current, saturation, hysteresis and afterglow 

(Joseph and Spital, 1978).
Partial volume effects are another cause of CT errors. 

Each picture element (pixel) in the CT image represents 
a volume element (voxel) of the object scanned. The CT 

numbers of each pixel represent the average linear 
attenuation coefficient of the material within the voxel. 
The voxel can be comprised of different materials, such 

as bone and soft tissue. Perception of low contrast 
objects may be decreased by their attenuation being 
averaged with other tissues within the voxel. This is
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the partial volume or volume averaging effect. Volume 
averaging is particularly apparent when a portion of a 

high attenuation material such as bone is within the 
voxel. Such an effect is deleterious to the quantifi­
cation of soft tissues but is not as important in the 
quantification of bone (Turnier et a l . , 1979).

Motion of the scanned object during the process has 
caused in the past some scan views to be geometrically 
inconsistent with other views. However, with the in­
creased scanning speeds of modern scanner (several 

seconds), patient motion artifacts are rarely a problem. 
This is especially true with regards to the CT imaging 
of bones.

Scan to scan variations are also due to system 
drift. Scanner drift is caused by changes in the scanner 
system over time. Causes include detector drift, x-ray 

tube aging and hardware or software changes. McCullough 
(1977) noted that this problem is easily overcome by 
including an object of known composition (CT numbers) in 
each scan. Cann and Genant (1980) recommend the use of 
calibration phantom which is scanned along with the 
patient. The s u g g e s t e d  a "standard" phantom consisted of 

dipotassium hydrogen phosphate (K2HPO4 ) solutions of 
known concentrations . In this way, system drift 

is not a significant problem for serial scan studies, 
since the true densities can be determined from the known 

densities of the scanned standard.
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The major inaccuracy in quantitative CT is the beam 
hardening artifact which is the error in the measurement 
of the true linear attenuation coefficient caused by the 
polyenergenic x-ray beam (Brooks and DiChiro, 1976).
Linear attenuation coefficients depend on the composition 

of the tissue components and the photon energy distri­
bution of the x-ray beam. Hence, an object measured with 
two different x-ray spectra will give two different linear 

attenuation coefficients. This is further complicated by 
the fact that the energy spectrum that exists at an 
interior point of the scanned object is not the same as 

that which emerges from the x-ray tube (Joseph and Spital, 
1978). The reason for this phenomenon is that all sub­

stances attenuate low energy x-rays more strongly than 
high energy ones. The strong absorption of low energy 
x-rays leaves remaining rays of the heterogeneous beam 
which contain a greater proportion of high energy rays.
The beam is now more penetrating or "harder". The end 
result is that the path integral of attenuation is a 

non-linear function of distance, even for a uniform sub­
stance. This spectral non-linearity creates a distortion 
of scan projection which mainly affects bone imaging by 

reducing its attenuation coefficients (Brooks and DiChiro,
1978). There are few types of beam hardening corrections: 
Preprocessing, which includes prefilteration and scanning 
in a water bath, which mitigates but not eliminates beam 
hardening artifacts (Brooks and DiChiro, 1978). Post­
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processing, which is a second order correction procedure 
to correct the measured projection data ray by ray in 

order to reconstruct a second, corrected, CT image 
(Joseph and Spital, 1978; Robertson, 1983). Dual energy 
and mono-energy (radionuclides) methods which use 
different energy sources to eliminate beam hardening 
artifacts (Alvarez and Macovski, 1976; Avrin and co­
workers, 1978; Ruegsegger et al,, 1978, 1980; Boyd and 

associates, 1979; Hemmingsson et al., 1986).
Quantitative CT assessments include the determination 

of bone mass, apparent density and geometrical sizing.

Some authors used various methods involving CT measure­
ments to evaluate the bone mineral content of human bones 

in normal and pathological conditions (Reich et al., 1976; 
Genant and Boyd, 1977; Bradley, 1978; Orphanoudakis, 1979; 
Cann and Genant, 1980; Banks and Stevenson, 1986). Other 

studies aimed at mass and geometrical assessments in long 
bones using the CT method. Blanton and Biggs (1968) used 
CT to determine the density of fresh and embalmed human 

compact and cancellous bone. Huang and Wu (1976) and Huang 
and Suarez (1983) used CT to evaluate the cross-sectional 

geometry and mass density distributions in the human body. 
Mayott, Langrana and Alexander (1983) calculated area and 
mass properties along the entire length of long bone 

utilizing CT scans.
Recently, some workers used the computed tomography 

in bone modelling process (see Section 1.3).



Huang and co-workers (1980) reported on a discretization 
procedure of a whole body model which can be used for 

finite element analysis. Woolson and co-workers (1984) 
developed a stereoscopic technique to display a three- 
dimensional image of bone, using a series of CT cross 
sectional scans. Nelson and co-workers (1985) used CT 
scans to reconstruct the three-dimensional anatomy of a 
human femur and used it as input to a computerized implant 
design program. Garg and Walker (1985) used computed 
tomography for two-dimensional finite element model of 

tibial implant components.
In conclusion, computed tomography is the best method 

available for performing non-invasive bone density and 

geometry measurements. The high resoluted consecutive 
cross-sectional images obtained by scanning a long bone 
can be utilized for generating a three-dimensional finite 

element model of the bone.



1 .5 Objectives
The objective of this study is to develop a computer 

aided analysis method which, together with a finite element 
program, determines the stress-displacement pattern in a 
long bone section, utilizing a computed tomography (CT) 
data file for the geometry and radiographic density infor­

mation. The geometry, together with mechanical properties 
and boundary conditions, loads and initial displacements, 
comprise the input to the finite element computer program. 
The output of the program is the stresses and displacements 
in the bone.

Human bones are complex structures in geometry and 
composition. For such structures, numerical procedures 
such as the finite element method, are often the best way 
to realistically analyze stresses and deformations. One 
of the major difficulties in utilizing finite element 
methods in bone stress analyses has been accurately deter­
mining the geometrical and mechanical properties of these 
structures. Previous two- and three-dimensional finite 
element analyses of bones used various methods of physical 
measurements and x-ray radiographs in order to determine 
the model boundaries. The bone properties, elastic 
modulus and Poisson ratio, have been empirically evaluated 
for the regions of cortical and trabecular bone. These 
finite element models were limited in generality and 
accuracy and the wide range of long bone finite element 
stress analysis results in the literature emphasize the need
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for an improved modeling method.

In this study, a CT data file will be used to pro­
vide the bone geometry, and the CT radiographic density 
will provide the elastic modulus. The CT method is an 
excellent approach for this purpose for several reasons:

A. There is very little distortion between the
bone section and its CT images.

B. CT images are stored in digital format;
therefore, no analog to digital conversion is needed when 
relevant data is extracted from CT cross-sectional images.

C. The CT image of a cross section has a spatial 
resolution in order of one square mm. This relatively 
high spatial resolution is adequate for generating a 

finite element model of bone.
D. The radiographic density information (CT numbers) 

of the image pixels can be related to the mechanical pro­

perties of bone. This provides the finite element model 
with the elastic properties necessary for the stress 

analysis.
E. The CT facilities are generally available in 

hospitals and the current use of the method is safe and 

routine.
F. The CT method is feasible for determining the 

in-vivo cross sectional geometry of human bones.

The three-dimensional stress analysis model 
generated in this study is accomplished by auxiliary soft­
ware, a pre-processor, for a selected finite element
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stress analysis program. The pre-processor reads a CT 
data file of a scanned long bone section, detects its 
boundaries and automatically generates a three-dimensional 
finite element mesh, formatted into a readable finite 
element input file. The output of the finite element 

program, the stresses and displacements in the model ele­
ments and nodes, will be sorted and displayed by a developed 
post-processor to provide resultant values of stresses and 
displacements. The analysis at this stage is limited to 
the tibia diaphysis (shaft section) since the long bone 
properties at the epiphysis and metaphysis (the tibia 

proximal end) are highly anisotropic and difficult to 
determine by CT methods. The model generation method may 
be verified by applying the procedures to an object of 
simple geometry and properties comparing the computer 
aided analysis results to the analytical solution of the 
same model with the same boundary conditions. A conver­
gence test may be applied to find the optimal number of 
selected elements for the three dimensional mesh.

The pre- and post-processors provide an automatic, 
versatile, non-invasive and relatively accurate tool for 

long bone modeling and analysis. The processors, to­
gether with the finite element program, serves first as 
an analysis tool towards improved understanding of bone 
function and remodeling. At this stage, actual long bones, 
such as load bearing tibiae or femurs, may be scanned 
and analyzed under applied loads, determined from existing
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gait analyses. The stress-displacement patterns thus 
obtained may be used for studying the biomechanical be­
havior of specific cases such as long bones with implants 
or bones with mineral related diseases such as osteo­
porosis. As a second stage, this processor may be 
extended to serve as a research and diagnostic tool for 

analyzing the biomechanical response of a specific patient's 
long bone by utilizing the in-vivo CT measurements of the 
specific bone as input to the computer aided automatic 
stress analysis procedure of this study. A gait analysis 
study of this patient provides the boundary conditions input 

required for the analysis. This provides an automatic non- 
invasive procedure for in-vivo stress analysis of long bones.



2. METHODS

2.1 The Design of Auxiliary Software for a
Finite Element Program
The development of pre- and post-processors for a 

finite element program utilizing a CT data file is a 
special purpose auxiliary software for the finite 
element program. The designated processors perform such 
functions as geometry definition, geometry discretization 
(mesh generation), model display and verification, model 
editing, node and element renumbering as well as load 
and boundary condition definition, and result inter­
pretation .

Several commercial organizations are developing 
and marketing software packages aimed at finite element 
manipulations. The development of such commercial pre- 
and post-processors directed research efforts to some 
fundamental points associated with mesh generation such 
as algorithms for geometry definition, discretization of 
irregular shapes and a newer subject, grid optimization. 
Some packages attempt a large measure of generality 
while others are designed with special load requirements 
in mind.

The process of model definition in preparation for 
a finite element analysis, comprises several distinct 
stages. First, a mathematical definition of the geometry 
is accomplished, and then the discretization process may

49
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be carried out. In creating the geometrical model, mathe­
matical methods for the representation of curves and 
surfaces in three dimensions typical to those used in 
computer aided design may be employed. Mathematical 
methods such as the "Bazier method" of surface representa­
tion in parametric form, and methods based on "spline 
functions" involve the fitting of a piecewise continuous 
curve through a finite number of points in space (Gordon, 
1971; Cavendish, 1974; Durochen and Gasper, 1979; Kamel, 
1980). The second stage of the mesh generation employs 
mathematical methods for the automatic subdivision of 
complex geometrical configurations. A "typical example is 
the case of three-dimensional solid continuae, where a 
volume, bounded by continuous surfaces, may be subdivided 

into a number of tetrahedron or brick-type elements.
It was mentioned before that model creation involves 

both,mathematical definition in continuous form and sub­
sequent discretization into finite elements (subspaces).
The procedure by which this may be accomplished is not 
unique. One way is to proceed from a continuous curve 
directly to a discrete surface form without necessarily 
providing a continuous surface definition. Another 
approach evolves from disregarding the natural geometrical 
hierarchy, and proceeding directly to the definition of 

the surfaces in continuous form.
Auxiliary software packages such as PATRAN and 

SUPERTAB pre-processors utilize the above mathematical
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procedure to generate a three-dimensional finite element 
model. The model generator allows the user to define the 
geometry of his model with points, lines, arcs, splines, 
edges, surfaces and volumes. The resultant continuous 
surfaces and volumes are then subdivided by the mesh 

generator to define nodes and elements.
In this study, the model geometry of a long bone 

section is defined using a given (scanned) set of pixels. 
The high resolution pixel data of the scanned bone carry 
radiographic density information (CT numbers) in addition 
to the geometry information. The large number of approxi­

mately one by one mm pixels,which comprise the scanned 
cross sectional images of the bone,yield discrete and 
still very accurate surfaces. Utilizing a commercial 
mesh generator to form continuous surfaces, which will 
then be subdivided back into the discrete format of three- 

dimensional mesh, is not applicable without losing the CT 
radiographic densities of most of the image pixels. The 
radiographic densities of the image pixels are used in 

this study to calculate the elastic moduli of the three- 

dimensional elements in the model.
A special purpose mesh generator was developed as 

a part of the pre-processor CTPRO to generate the finite 
element discrete mesh directly from the discrete image 
obtained from the reconstructed cross sectional pixel 
images. Avoiding the definition of continuous surfaces 
as a preliminary stage for the model boundaries definition
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permits a later use of the radiographic densities of the 
image pixels. In addition, this procedure avoids dis- 
crete-to-continuous and continuous-to-discrete con­
versions which saves computations and increase the 
accuracy of the generated model.

The designated auxiliary software for the SAP IV 
finite element program includes the pre-processor CTPRO 
which reads a CT data file of a scanned long bone, and 
creates a three-dimensional finite element model, used as 
an input file for the finite element program. In addition, 

a post-processor POST was developed to search and sort 
the stress analysis results in the SAP IV output file to 
print and display the resultant stresses and deformations 
at desired locations. A block diagram of this procedure 
is displayed in Figure 1.
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CT DATA FILE OF 
A SCANNED LONG BONE

PRINT AND DISPLAY 
OF STRESSES 

AND DEFORMATIONS >

PRE-PROCESSOR
"CTPRO"

FINITE ELEMENT 
PROGRAM 
"SAP IV"

POST-PROCESSOR
"POST"

Figure 1: A General Block Diagram of
the Designated Auxiliary 
Software for the FE Program
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2.2 Scanning a Long Bone

A male human tibia was dissected out of an embalmed 

cadaveric limb at the Orthopedic Research Department of 
New Jersey Medical School in Newark, New Jersey, in March 
1984. The tibia was separated from the femur and the 
fibula and cleaned of external soft tissues. The tibia 
was scanned in April 1984 by a General Electric CT/T 8800 
scanner at the University Hospital, New Jersey Medical 
School.

2.2.1 Preparation for Scanning
A plastic container was prepared to assemble 

the tibia during scanning. Two steel wires with a dia­
meter of 0.7mm were assembled in parallel along the longer 

dimension of the plastic container with a distance of 
38.0±0.5mm between them. The wires were used as a geo­
metric reference in order to verify the bone dimensions 

calculated from the scanned cross sectional images. The 
tibia was assembled in the plastic container parallel to 
the pair of steel wires (Figure 2). The container was 
filled with water which surrounded the bone to minimize 
the beam hardening effects in the cortical bone scanning. 
The water container, including the tibia, was placed on 
the moving table of the CT scanner with the long axis of 
the bone aligned with the scanner table motion direction.
A "standard" phantom of Dipotassium Hydrogen Phosphate
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(K2HPO4) was scanned together with the bone to later 
determine the relationship between the CT radiographic 
densities of the scanned image pixels and the apparent 
densities in the bone (Cann and Genant, 1980). The 
"standard" which consisted of four plastic cylindrical 
containers with K 2HPO4 solutions in the amounts of 0,
249, 332, 415 gr/liter, was mounted in parallel to the 
water container on the scanner moving table (Figure 3).

A typical reconstructed cross sectional image as 
described, including the bone cross section surrounded by 
water, two dots indicating the parallel steel wires which 
were perpendicular to the cross sectional images, and 
four circular cross sections of the standard solutions 

(Figure 4). The bone, the container, and the standard 
were assembled to the scanner table in a manner which pre­
vented sliding of the scanned bone due to the table motion 

during the scanning procedure. The consecutive cross 
sections were viewed and scanned by the control graphic 
terminal of the CT/T 8800 scanner (Figure 5).

2.2.2 Scanning Procedures
A General Electric CT/T 8800 scanner was 

used for this study. The CT scan data are produced using 

a dedicated Data General S/200 ECLIPSE mini-computer with 
256 Kbytes of memory, a 50 Mbyte disk and an 800 byte- 

per-inch (BPI) tape drive. The scan data are stored in 
the main memory and then transferred to the computer disc. 
The disc can store the data of approximately 300 cross
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Standard as Obtained by the CT/T 
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Figure 5: The Control Terminal of the CT/T
8800 Scanner During the Tibia 
Scanning
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sectional images of about 100,000 pixels each,before it 
is archived onto a magnetic tape. Scans can be viewed 
on a separate graphics terminal directly connected to the 
CT system.

The CT/T 8800 scanner provides high spatial reso­
lution in the scan plane, simultaneously with high 
resolution perpendicular to the scan plane due to its 
relatively narrow nominal 1.5mm slice thickness (CT/T 
continuum; evaluation criteria, 1980). The spatial 
resolution of the scanned images in this study provided 
0.8 by 0.8mm pixels by the selected "Head" scan option of 
the CT operator. Each scanned cross sectional image con­
sisted of 61,284 image pixels of 0.8 squared mm (Appendix 

C) .
The tibia, together with the "standard"* were 

scanned, using the automatic scanning procedure, starting 
at the proximal end, scanning cross sections in designated 
spaces of 2.5mm towards the tibia midshaft. The first 
data file produced, containing 44 scanned cross sections, 
was processed by the ECLIPSE computer and archived onto 
a magnetic tape. A bone section, 110mm long, containing 
the proximal tibia section, was stored on this tape in 
the form of 44 equally spaced cross sectional images in 
terms of digital information. This digital information, 
together with other parametric information stored in the 
tape directories, permit later reconstruction of the 
scanned images. The pixel data (CT numbers) indicating
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the pixel radiographic densities, are represented in the 
CT data file by positive integers in the range of 0 (for 

air) to 4095 (for maximum density cortical bone). These 
integer values are stored by the ECLIPSE computer in two- 
byte words, each byte consists of 8 bits.

The CT output data file is formatted on the tape in 
4096 word physical records (blocks) which are organized in 
consecutive files, separated by end-of-file marks. The 
first is a tape directory file, followed by a dummy file 
of approximately 30 inches length of blank tape, followed 
by a number of display files. The file organization allows 
retrieving and reconstructing scanned cross sectional 
images by the ECLIPSE software routines which are used for 
displaying and examining a scanned object from an archive 
tape on the scanner graphic terminal.

A typical CT archive tape consists, in general, of 
two main parts: tape directories and display files (Ap­
pendix A) .

A . Tape Directories
Contain information on the display data files 

and consist of a main tape directory and display file 

directories.
B . Display Files

This section contains several display files, 

each consist of a file header and the CT data of up to 
45 slices, each slice starts with a slice header.
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The file header contains information regarding the 
display file, such as the number of slices and thickness, 
pixel size, x and y diameters of the reconstructed area 
and more details used for later reconstruction and display 
of the scanned object. The slice header contains infor­

mation regarding the given slice, such as its number and 
relative location. The image pixel data, CT numbers are 
stored next to the header in 2-byte words, one word for 
each pixel. This information occupies the major part of 
the CT archive tape.

Appendix B includes the tape and file directories 
of the scanned tibia as printed out by the developed pre­

processor CTPRO.
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2.3 Designating a Pre-Processor for 
the Finite Element Program

The main task of the pre-processor is to read a CT 
data file of a scanned long bone section and create a 
three-dimensional finite element model (mesh) which is 
formatted to use as an input file for a selected finite 
element program. The pre-processor CTPRO consists of the 

major program sections as follows and shown in Figure 6:
A . Image Reconstruction and Display

The cross sectional images are reconstructed by 
computer routines and displayed by the VAX/ll line printer. 

The displayed cross sections are used to examine the 
scanned images and design the edge detector and mesh 

generator.
B . Edge Detector

The cortical (compact) bone boundaries of the scanned 

cross sections are detected and stored.

C . Mesh Generator
This section includes the routines which create the 

three-dimensional finite element mesh of the scanned long 
bone. The mesh consists of nodes and elements which are 
assigned with material elastic constants.

D . Model Display
Two-dimensional plots of the model cross sections 

and three-dimensional display of the bone section model 

are produced for user examination of the model.
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E . Generating a Finite Element Input File

The mesh information of the three-dimensional model 

is formatted to create an input file which can be read by 

the selected finite element program according to the 

program requirements.

EDGE DETECTOR

MODEL DISPLAY

MESH GENERATOR

IMAGE RECONSTRUCTION 
AND DISPLAY

CREATING A FINITE ELEMENT 
INPUT FILE

Figure 6: A Block Diagram of the Designated
Pre-Processor CTPRO
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2.4 Reconstruction and Display of the
Scanned Cross Sectional Images
In order to create a finite-element mesh based on 

the CT file pixel information, a necessary step of re­

constructing and displaying the cross sectional images 
was undertaken. The CT computer procedure is capable of 
displaying the images on the CT graphic terminal by 
computer routines which exist in the ECLIPSE computer.
The VAX/ll 780 mini-computer at the Department of 
Mechanical Engineering, New Jersey Institute of Technology, 
was used for the analysis in this investigation. The CT 
archive tape of the scanned tibia was translated into 
data storage density of 1600 Bit per Inch (BPI) in order 
to be read by the VAX tape drive. The usual procedures 
used for such translation were not accomplished at the 
NJIT Computer Services Department facilities, probably 
because of the large size records of information or in­
compatibility between the two tape drives. The tape was 
finally translated to 1600 BPI by using different faci­
lities which permit using improved routines for such 

translat ion.
The translated CT output file, now on the VAX tape, 

contains information in a format organization which is 
specific for the ECLIPSE computer. Integer and floating 
point data are represented in the ECLIPSE environment in 
a way that they cannot be simply read from the tape by 
using usual FORTRAN reading procedures on the VAX computer.



The CT output file contains text information, such 
as names, dates, and other literal values in ASCII 
character codes, integer values, such as the CT pixel 
data, and floating point values such as the pixel size 
and the x and y diameters of the image reconstruction 
area. A substantial amount of effort was required in 
order to find, by trial and error, that the order of the 
two bytes had to be changed in each word stored by the 
ECLIPSE computer in order to be compatible with the VAX 
data storage organization. This conversion had to take 

place for each two-byte word in the CT data file which is 
not an ASCII character code, and was performed by library 
circular shift routines which were used as subroutines in 
the pre-processor CTPRO. By these routines, for each 16 
bit (2 byte) word, 8 bits were shifted out from one end 
and inserted back in the other end in circular shift.
This conversion permitted the reading of the integer data 

values by FORTRAN reading routines. The floating point 
values still had to be further converted by similar 
library bit-shifting routines in order to be readable by 
the VAX. The ECLIPSE floating point representation con­

sists of a pair of two-byte words as follows:

0 1 7 8________________________ LI

S EXPONENT MANTISSA

MANTISSA
16 31
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The VAX floating point representation is as follows:

15 14_________________ 7 6 0
s E X P ONENT M A N T I S S A

M A N TISSA
31 16

The significant difference between the two floating point 
representations required creating a conversion routine to 
be applied to each floating point value read from the CT 

data file. The CT data, integer and floating point values 
has now been revised to a format as required by the VAX 
computer.

The CT data of any cross sectional image are stored 
in 256 word records and may reconstruct 320 image lines. 

The number of pixels in each of the 320 reconstructed 
lines is determined by the "MAP" array which can be calcu­
lated by the values of the following parameters, stored 

in the file header:
o the pixel size
• the x diameter of the reconstructed area

• the y diameter of the reconstructed area

The MAP array contains 320 entries (one word for each 

image line) where each entry equal one half the number 
of pixels reconstructed for that line. The reconstructed 
image line is symmetrical about an imaginary center line 

between picture elements 160 and 161 (Figure 7). For
example, assume that the pixel values in the image data

file consist of the sequence of values:
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LINE

1 A B

2 C D E F G H

3 ..... I J K . L M N 0 P

t 157 158 159 160 161 162 163 164

i

» '

i

320 SYMMETRY LINE

Figure 7: The CT Reconstructed Image 
Using the MAP Array
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A B C D E F G H I J K L M N O P Q  ...
If the MAP array contains the following values:

MAP (1) = 1
MAP (2) = 3

MAP (3) = 4
the image will be reconstructed as in Figure 7.

The routine WPIX, developed at General Electric, is 
used in CTPRO as a subroutine to calculate the values of 

the MAP array, using the converted display file header 
information as input for this calculation. The MAP array 
of the tibia section scanned for this study is given in 
Appendix C .

In the ECLIPSE environment, the MAP array is used to 

display the reconstructed image on the CT graphic terminal 
screen.

In the VAX computer, new computer procedures were 
developed to display the image using the MAP array. The 
reconstructed image provides the cross section geometry 
and the intensity of each pixel of the image, that is its 

radiographic density, represented by the pixel CT number. 
The objective of the developed image display routine is 
to produce image plots which exhibit the pixel densities 
and the cross sectional geometry. Two methods were con­
sidered for this purpose: One was a high-resolution

color graphic terminal on which color variations represent 
the variations in density of the cross section pixels.
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The main disadvantage of this method was unavailability 
of a fast color graphic copier which was necessary for 

obtaining a hard-copy of the color cross sectional images 
The method selected to display the images used the VAX 
line printer for this purpose. The basic method was to 
display the image, line by line, using character codes 
to represent the radiographic density range of each pixel 
of the image. The printer line contains 132 characters 

while the size of a reconstructed image line may contain 
320 pixels. This requires bounding the bone cross 
section within each scanned image by a pre-set window. 
This window bounds only the desired portion of the image 
and, thereby, eliminates air, soft tissue and other un­
necessary data.

The character codes were selected to be numerals 
where lower values such as "1" represent a lower density 
range, and higher value numerals represent higher radio- 

graphic density ranges of the compact bone. The 
character code images are versatile in the number of 

density ranges represented by the pixel character codes, 
and determined by the control parameter "RANGES" in CTPRO 

pre-processor. The pre-set window which bounds the dis­
played images can be designed to bound any desired por­
tion of the scanned image by changing the control values 

Nxl, N x 2 , Nyl, Ny2 in CTPRO (Figure 8).
The reconstruction and display computer routine in

CTPRO pre-processor is characterized by the following



69

features:

A. An adjustable geometric 'window' sets the x and 

y location of the desired portion of the image display.
B. The subroutine NCODE assigns a character code

|| 1", "2", etc. to N selected radiographic density ranges.
C. The user has the option to display any selected 

number of slices from the CT data file of the scanned bone.
The image reconstruction and display routine 

(general outline in Figure 9) starts with a subroutine 
which calculates the MAP array, based on the image file 
header information. An estimated window size is designated 
which may later be adjusted to contain the bone cross 
section. The radiographic densities (CT numbers) of the 

image pixels are read consecutively in 256 word records 
into a buffer, limited by the designated window. The image 
lines of each cross section are filled by character codes 

which are assigned by the program subroutines according to 
the CT number of each pixel in the image. The character 
codes representing pixel data are stored one by one in a 

character array LINE of a length which is calculated 
individually for each line, based on the MAP array infor­

mation. Each image line of characters is printed 
individually after its formation by the VAX line printer 
until the image cross section is completed (Figure 10).
The maximum number of displayed pixels in each line is 
limited by the 132 characters a line of the VAX printer. 
Since the size of the scanned bone cross sections occupied
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about 15 percent of the total reconstructed area, the 
printer character code lines provided a complete image 

display of each tibia cross section. The image is re­
constructed and displayed line by line for a number of 

cross sections selected by the user (Figure 10).
An additional routine creates a new three-dimensional 

matrix NC']L( K ,L ,M ) which organizes the CT numbers of the 
image pixels (bounded by the designated window) by their 
location: cross section (K), Line (L), and pixel location

in line (M). This form of data organization eliminates 
a substantial amount of unnecessary data of the scanned 

tibia surrounding and yields a direct access data 
structure for the next manipulation rather than the conse­
cutive data file obtained from the CT computer which could 
be accessed only by inefficient searching methods.
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2 . 5 The Edge Detector
The displayed character code images are used for 

several purposes: To observe the cross sections geometry
and their local densities in the scanned bone; to adjust 
the window size of the reconstructed area; to verify the 

contents of the new CT data matrix NCT(K,L,H); and to 
design the border detection routine and the mesh generation 
strategy.

The CT data matrix contains the data of the cross 
sectional image, bounded by the designated window .

The boundaries of the cross sectional images in the 
window will be detected and stored. Because of 
the cartesian nature of the image pixel lines, an approach 
of consecutive, cartesian, first order edge detection 
routine was selected. For each cross section, the pixels 
are tested consecutively (x direction), line by line (y 
direction), in comparison to a selected minimum "compact 
bone" density. The outside and inside borders of the 

compact bone zone in each cross section are detected and 
displayed by this routine. The minimum "compact bone"
CT number which indicates the cross sectional borders is 

selected by the user according to the range of the CT 
densities found in the scanned bone. The CT numbers of 
the reconstructed images may be displayed and examined 

for each pixel using a user-selected option in the pro­
gram. The CT numbers of air and water are easily deter-
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mined from the printed data by comparison with the dis­
played reconstructed character code images. The 

characteristic water CT number was 1012±12, while the 
characteristic CT number of compact bone, which is not as 
homogeneous as water, was in the range of 1500-1800. The 
pixels which are on the border line between the water 
region and the compact tissue of the scanned image, may, 
therefore, carry any CT number in the range of 1000 to 

1800, depending on the proportions of water and compact 
bone in the scanned pixel. The compact bone CT number, 
which is selected by the user, determines which border

water pixels

model bone 
border

a border 
~  pixel

compact bone 
pixels

real
bone
border

pixel size8 mm

Figure n :  The Cross Section Borders set
By the Edge Detector
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pixels are excluded, included or partially included in the 

designed model (Figure 11). The suggested minimum compact 

bone CT number, which was used in designing the model in 
this study, was taken as 1500 to include the entire com­
pact bone in the model. The typical shape of the bone 

cross section consists of two concentric border loops, 
which bound the compact bone zone in between. Therefore, 
the error of excluding a valid pixel from the model due 
to the selection of a minimum compact bone CT number can 
occur, at most, four times along any reconstructed image 
line (twice at each border loop). The pixel size of the 
scanned image in this study was 0.8 mm, while a typical 
cross section line consisted of about 60 pixels at the 
diameter. Therefore, the maximum possible error in the 

bone cross sectional area due to the minimum compact bone
CT number selection is:

A - A
ERR = (--- ^-— ) (100) percent

,N-S - 4 • S / 2 N 2 _ . .where: A = (-----^------- ' t*ie maximum possible
area

/ N • S .2 _  1A = (----n---- ) the nominal areao L

where N is the number of pixels in a typical cross 

sectional image diameter and S is the pixel size. The 
maximum calculated error in the cross sectional area is 
1.1% and considered negligibly small in a finite element 
model. Moreover, since the mechanical properties of the 
model elements will be calculated later based on the CT



information of all the pixels within the compact bone 

borders, the error in the stiffness due to including a 

half-bone-half-water pixel in the model is decreased by 
including also the relatively low radiographic density 
of this pixel in the calculation of the average elastic 

modulus of the model. The relatively low modulus assigned 
to this pixel compensates the geometrical (stiffness) 

error due to including it in the created model.

The edge detector algorithm in CTPRO pre-processor 
consists of the following major steps which are applied 
on each cross sectional image:

Search for two external 
(upper and lower) border 
lines of compact bone 
pixels (Figure 12).

Search in each bone line 
between the border lines 
for two external (left 
and right) border pixels.

Plot the border pixels 
by a line printer for 
each cross section (Fig­
ure 13).

Search for two internal 
(upper and lower) border 
lines of compact bone 
pixels.

Search for two internal 
(left and right) border 
pixels in each line be­
tween the two internal 
border lines.
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The border detection algorithm uses sequential 

search procedures which are applied in four directions:

- x , x, - y , and y, detecting towards the center of the 
image. The detected border pixels are filed for later 
manipulations and plotting. The internal and external 
circumferencial borders bound the compact bone zone in 
each detected cross section eliminating air, water, soft 
tissues and spongy bone in the scanned image. This 

procedure is performed for each cross sectional image 
with the user option to skip on selected cross sections 
which will not participate in the designated three- 
dimensional model. The border detector consists of a 
main procedure and four searching subroutines for de­
tecting each pixel line in forward (+x) and backward (-x) 
direction, and for detecting the external and internal 

border pixels.
The detected bone edges were displayed by the node 

plotting routine which uses the asterisk character (*) to 
indicate the border pixels. The routine utilizes the VAX 

line printer to obtain a hard copy of the cross section 
borders. The node plotting routine was developed to 
display the selected finite element nodes of the model 
and will be explained after the node selection routine 

section.
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Figure 12 : The Cross Section Borders as
Defined in the Edge Detector
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2.6 The Mesh Generation Strategy
The algorithms which reconstruct, bound, detect, 

code and plot the cross sectional images provide the 
display which assists in the design of mesh generation 
strategy for the finite element model.

A mesh generator is basically a set of computer 
procedures which discretize given object geometry into a 
finite element mesh acceptable as input by a finite 
element program. The mesh is generated in terms of nodes 
which are defined by their geometrical location in a 

global coordinate system, and by elements which are 
directly defined by these nodes. The elastic properties 
needed for creating the stiffness matrix in the FE program 
are assigned to the model elements by the mesh generator.

Commercial automatic mesh generators, such as the 
pre-processors of ANSYS, PATRAN, and SUPERTAB finite 

element packages, use mathematical methods to define a 
continuous boundary function of the analyzed model by a 
given set of points, lines, arcs, curves and surfaces.

The two- or three-dimensional model geometry is then 
discretized by computer procedures to define the model 

mesh. Such software packages include an element library 
for the selection of elements geometry (triangular, 

rectangular, brick»tetrahedral and more). The mesh 
refinement can often be selected by the user to control 
the modeL*>resol'U'tion and accuracy.
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As mentioned in Section 2.1, the use of such 
commercial mesh generators in this study will be inade­

quate because of the specific structure of the CT cross 
sectional images. These images consist of pixel matrices 
which carry CT numbers representing the radiographic 

density of each pixel. This arrangement yields a discrete 
structure of 0.8 by 0.8 mm pixels which may be discretized 
directly into a finite element mesh skipping the usual 

necessity of continuous geometry definition prior to the 
discretization stage. The mesh cannot be generated as if 
it were a continuous and homogeneous structure without 

losing at least part of the pixel information which is 
used as an important indication of the local elastic moduli 

in the model elements. This was the main reason for 
developing a special purpose mesh generator to create the 
three-dimensional mesh rather than using a commercial 

mesh generator for this purpose.
The design of the mesh strategy in this study may be 

characterized by the following guidelines:
A. The scanned bone section is modeled in the form 

of a three-dimensional finite element mesh.
B. The mesh may be generated automatically for 

any bone scanned by the CT/T 8800 scanner.
C. The model size, as well as the mesh refinement, 

may be determined by the pre-processor user.
D. The generated mesh can be formatted into an 

input file acceptable by a selected finite element program
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after checking it by model display routines.
The geometry is given for this model in terms of 

two-dimensional parallel cross sections; therefore, the 
method developed first,creates a two-dimensional mesh in 
each cross sectional image}and as a second stage generates 

the three-dimensional mesh by connecting the consecutive 
two-dimensional cross sections. This method requires the 
definition of a constant number of selected finite element 
nodes in each cross section that will later be connected 

to define the three-dimensional elements.
This method of connecting parallel two-dimensional 

cross sections suggests using prismatic three-dimensional 
elements formed by connecting the corresponding nodes of each 

two adjacent cross sections. The other characteristics of 

the defined elements will be discussed in the section of 
the element definition routine.

Two approaches were considered for the generation 
of the two-dimensional mesh in each cross section: Cy­
lindrical and cartesian.

2.6.1 Cylindrical Mesh
The apparently cylindrical shape of the long 

bone section suggests the approach of dividing each cross 

section to a constant number of three-node or four-node 
elements defined by a set of cylindrical coordinates.

By this approach, a center point must be defined 
for each cross section. This center may be selected as 
a physical attribute, such as the center of gravity which



may then be calculated for each cross section based on the 

information of all the bone pixels. The most convenient 
center point is the axis parallel to the scanner table 
motion direction. Such an axis may be selected if the 
scanned bone section is approximately straight, and remain 
parallel to the table motion during scanning. By this 
manner, the selected center point will remain around the 
center of gravity in each cross section. The center point 
location around the center of gravity in each cross 
section will form similar size elements for the finite 
element mesh. The next step would be defining angle steps 

and discretize the image cross section by arcs and corners 
into sections which define a two-dimensional "spider net" 
shape.

The major difficulty in such a procedure is that the 
pixels are arranged by image lines in a cartesian manner 

and the pixel data are stored in a three-dimensional 
matrix which reflects the pixel arrangement of the images 
in terms of cross sections (K), lines (L), and pixels in 
the line (M). Therefore, the search for pixel nodes, 
geometrically formed by cylindrical coordinates, requires 
conversion procedures for each detected pixel, from car­
tesian to cylindrical coordinates. The large number of 
pixels in the model would substantially decrease the mesh 
generation efficiency, expose the created model to more 
truncation ancL~roundo f f calculation errors and would 
occupy additi-ona-l computer memory space.
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2.6.2 Cartesian Mesh
The arrangement of image pixel lines which 

comprise the two-dimensional images and the three- 
dimensional matrix data storage of the pixel information 
suggest the approach of cartesian mesh. This approach 

does not require definition of any geometrical center in 
the image cross sections. The mesh is generated by de­
fining parallel node lines (the y direction) and then 
selecting a constant number of nodes in each of these 
selected lines (in x direction). The selected nodes form 
four-node or three-node two-dimensional elements in each 

cross section. This direct approach does not require any 
coordinate transformations, such as translation and ro­

tation. Each node location is defined in a global car­
tesian coordinate system parallel to the scanner coordinate 
system as reflected in the reconstructed images. This 

method does not require any particular assembly in the 
bone scanning process and keeping the long bone approxi­
mately parallel to the scanner table motion axis is ade­

quate for the formation of the three-dimensional finite 

element model.
The cartesian method uses the image pixel lines to 

form the cross sectional mesh. This allows affiliating 
the procedures which form the cartesian mesh with the 

routines of the edge detector which sequentially search 
the image pixel lines to determine the cortical bone 
boundaries. Such combination of the two routines
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increases the efficiency of the mesh generator since the 
number of searching iterations in the program is decreased. 

Substantial amount of CPU time is saved by this procedure 
due to the large number of searched pixels.

2.6.3 The Mesh Generator Structure

The edge detector and the image display 
routines provide a set of consecutive cross sectional 
images of compact bone. The designed mesh generator con­

sists of three major sections (Figure 14), which generate 
the finite element three-dimensional model of the edge 

detected images. The node selection routine defines and 
stores the finite element nodes by their location in a 
global cartesian coordinate system and numbers them. The 
element definition routine defines eight-node, three- 
dimensional isoparametric elements of each two consecutive 
cross sections. The elastic properties definition routine 

assigns modulus of elasticity and Poisson ratio to each 
element in the model. The complete model is displayed 
for user examination and a formatted input file is created 

for the selected finite element program.



87

/consecutive scanned edge 
/ DETECTED cross sectional 

/  IMAGES

NODE SELECTION ROUTINE

ELEMENT DEFINITION ROUTINE

ELASTIC PROPERTIES 
DEFINITION ROUTINE

/FINITE ELEMENT THREE- 
DIMENSIONAL MODEL

Figure 14: The Mesh Generator:
General Block Diagram
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2.7 The Node Selection Routine
This routine is the first section of the mesh gene­

rator and its objective is to select and store a user- 
defined number of finite element nodes in the cross 
sections. The selected nodes are pixels, defined by their 
relative location in the image, using a global cartesian 
coordinate system. The origin of the coordinate system 
was selected at the upper left corner of the previously 
designated window which enclosed the borders of the first 
cross section in the model. The selected coordinate 
system origin was set for convenience since the window 
size and location are constant in all the cross sections.
By this coordinate system, the image pixel lines are re­
presented top to bottom by the positive y coordinate, the 
line pixels from left to right by the positive x coordinate, 
and the consecutive cross sections from first to the last, 
by positive z coordinate (Figure 15). The pixel data are 
arranged in a three-dimensional matrix NCT(K,L,M) which 
reflects the pixel arrangement of the image. Therefore, 
the coordinate system origin is at the first element of 

this matrix, NCT(1,1,1).
As mentioned before, the node selection routine is 

combined with the edge detector for better efficiency.

The general step by step description of the routine 

follows:



A. The desired number of nodes selected in each 
cross section is set by the user by the "Adjustable Pro­
gram Parameters" at the pre-processor. The integer 
values of XGRID, YGRID determine the number of selected 
nodes in the directions x and y, respectively. Each cross 
section includes, therefore, a total number of

GRID = XGRID • YGRID selected nodes (the nodes are always 
image pixels) .

B. The edge detector routines which have been des­

cribed in Section 2.6 find two external, upper and lovrer, 
border lines (Ll, L2) of the compact bone image in each 
cross section (Figure 16).

C. The range of bone pixel lines (L2-L1) is divided 
by a discrete dividing algorithm in such a manner that a 
number of YGRID lines are selected in distances as equal 
as possible between each other. These lines are the 
"selected node lines" of a two-dimensional mesh,generated 

for each cross section.
D. The YGRID number of selected node lines are 

stored by their line number in an array LINES(LINDEX) with 

indices computed by the expression:
LINDEX = 1 + (N - 1) ’ XGRID

where: N = 1 to YGRID (for each node line).
For example, if the grid selected by the user is:

XGRID = 6

YGRID = 12
and the external, upper and lower, border lines found by
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Figure 15: The Global Cartesian Coordinate
System of the Finite Element
Three-Dimensional Model
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the edge detector routines:
LI = 34
L2 = 73

the selected node lines are determined by the discrete 
division algorithm and the indices are computed by the 

LINDEX expression to form the LINES array:
LINES(l) = 34
LINES(7) = 38
LINES(13) = 42

LINES(66) = 70

LINES(72) = 73
This method of data structure is inherent with the 

node numbering method which provides a systematic proce­

dure for the definition of the model elements and explained 
later.

E. The edge detector routines find two internal, 

upper and lower, border lines (L3, L4) of the compact bone 
image (Figure 16). The detected internal border lines do 
not necessarily lie on the selected node lines determined 
by the discrete division algorithm. Therefore, another 
routine corrects the contents of the LINES array by in­

serting the two internal border lines instead of the 
closest adjacent selected node lines in each cross section. 
The LINES(LINDEX) array now contains the internal, upper
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and lower, border lines in terms of "selected node lines'^ 
to ensure that the internal compact bone boundaries will 
not change by selecting a different set of x-y grid.

F. The number of YGRID selected node lines have now 
been obtained. Applying the forward and backward search 
routines of the edge detector on each selected node line 
defines the border nodes on the boundaries of the cortical 
bone image (Figures 12, 16). In the hollow zone, between
the internal upper and lower border lines, four border 
nodes are found and stored in each selected node line, 
while in the rest of the bone only two external border 
nodes are defined in each line.

G. Each selected node line is now divided by a dis­
crete dividing algorithm in such a manner that a number of 
XGRID nodes are defined in distances as equal as possible 
between each other in the cortical bone zone of each node 

line .
H. The above steps are applied on each selected 

cross section comprising the model, and are numbered by 

K = 1 to KTOT.
I. An automatic node numbering procedure assigns the 

index for each selected node in the model by three nested 
iterative calculations. The "node index" N is a function 
of the node location (K,L,M) in the global cartesian 
coordinate system and calculated by the following ex­

pression :
N = (K - 1) * KFACT + (L - 1) • XGRID + M



where: K = 1 to KTOT is the cross section number
(z direction)

L = 1 to YGRID is the node line number 
(y direction)

M = 1 to XGRID is the pixel number in line 
(x direction)

The factor KFACT is selected, fulfilling the 
condition: KFACT £ XGRID • YGRID
Selecting a round integer such as 100 or 150 for the KFACT 
value allows faster check to verify the obtained node 
numbers. However, KFACT is selected only slightly larger 
than the above expression since its value determines the 
node index and the size of the node matrix which is re­
lated to the required computer memory space.

The selected finite element nodes are stored in a two 
dimensional matrix of integer values N0DE(N,I), where the 

node index (N) can have a maximum value of:
Nmax = KTOT • YGRID • XGRID 

The second matrix index I = 1,2,3 was located to store 
the cross section(K), line(L), and pixel(M) of 
each selected node in the global cartesian coordinate 
system. The K, L, M information of each node defines its 
distance, in terms of number of square pixels from the 
coordinate system origin in which K, L, M values are zero. 
The real x, y, z locations of the nodes are calculated and 
stored by real number values in another two-dimensional 
matrix XN0DE(N,I). The scanned file header information 
such as the pixel size and the distances between scanned
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cross sections is used in this calculation.

The node numbering method is demonstrated in Figure 
17 by a display of selected nodes discretized by XGRID = 6

and YGRID = 12. The method can be also demonstrated by
a numerical example:

XGRID = 6 nodes in x direction
YGRID = 12 nodes in y direction

Check condition: KFACT ^  XGRID • YGRID = 72
and select: KFACT = 100

The node numbers, N, of the first cross section 
(K = 1) according to the node index expression are:

1 2  3 4 5 6 first node line
7 8 9 10 11 12 second node line

67 68 69 70 71 72 YGRID node line

The second cross section (K = 2) nodes will be numbered 

accordingly:
101 102 103 104 105 106
107 108 109 110 111 112

167 168 169 170 171 172
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By the same method, KTOT cross sections are numbered and 
then stored in the matrix NODE(N,I).

For example, if the node number 172 is located in 
the second cross section K = 2, in line number L = 74 and 
the pixel number M = 41 in this line, this particular node 
will be stored in the NODE matrix as follows:

NODE (17 2, 1) = NODE(172,K) = 2
NODE (172, 2) = NODE(172,L) = 74

NODE ( 172-, 3) = NODE ( 172 ,M) = 41

If the scanned file header indicates a pixel size of 0.8 

by 0.8 mm and the distances between scanned cross sections 
are 2.5 mm, the XNODE matrix of node locations will store 
the following data:

XNODE (17 2, 1) = 2.5*(+2) = +5.0 mm
XNODE (17 2 , 2) = 0.8*(+74) = +59 . 2 mm

XNODE (17 2 , 3) = 0.8*(+41) = +32.8 mm

In some cross sections, a selected node line may 
consist of less than XGRID number of pixels. This may 

occur in the external upper and lower border node lines 
(Figure 16) in some cross sections. In such cases, all 
the pixels in the particular node lines are selected as 
model nodes. The node numbering procedure assigns more 
than one number to some of the nodes in order to complete 
a total number of XGRID selected nodes in this line as 

well. For example, if XGRID = 6 and the first line con­
sists of only five pixels, four of the nodes will be



numbered regularly while the last node will be assigned 
with two numbers. By this method, when two cross sections 
will be used later to define the three-dimensional 
elements, some elements may have two nodes with the same 
location in space. Another method may be considered to 
avoid selected node lines with less pixels than requested 
nodes. Since the shorter pixel lines are always the 
external, upper and lower border lines (Figure 16), the 

edge detector can identify such lines while detecting the 
bone boundaries. The short lines found may be then 
omitted,or extended by the required number of pixels. If 
omitted, the next detected pixel line with sufficient 
number of pixels (greater or equal to XGRID) is selected. 
Although a smoother mesh is obtained, this method may 
slightly change the bone geometry as determined by the 

edge detector.
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(K-l)-KFACT+2,

(K-l) -KFACT+lv ,(K-1) • KFACT+XGRID

(K-1).KFACT+XGRID+1\^ # # ^(K-l)* KFACT+2* XGRID

(K-1) • KFACT+2 • XGRID+1— * * *' -(K-l) * KFACT+3 • XGRID

« « « « ##

# ##

# # #

# # # # # #

* «, # «, # # 
# # # # # #

(K-l) • KFACT+10• XGRID+1- -# * # «■ # « (K-l) • KFACT+(YGRID-1)

(K-l)* KFACT+(YGRID-1)  ---- **<,#*----(K-l)-KFACT+YGRID‘XGRID
W -n .(K-l)•KFACT+(YGRID-1)*XGRID+5 

K-l)‘KFACT+(YGRID-1)-XGRID+4

where K = 1 to KTOT number of cross sections

XGRID

Figure 17: Demonstration of the Node
Numbering Method
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2.8 The Node Display Routine

The objective of this section in CTPRO pre-processor 

is to examine the node selection routine by the display 
and printout of the selected nodes in the model. The 
nodes are graphically displayed by character codes, there­
fore, a hard copy may be obtained by the VAX line printer. 
The display is followed by the list of node locations as 
stored in NODE and XNODE matrices. The node display and 

print is optional and may be omitted once the user has 
verified the correct formation of the requested mesh.

The routine uses an asterisk (*) character code for 
the nodes display, and plots the two dimensional mesh 
nodes for each participating cross section. The cross 

sections may be examined to verify that they contain a 
constant number of selected nodes with the same X-Y grid 
as requested by the user. The node display algorithm uses 

a vector of characters to represent each selected node 
line. The characters vector is filled up by asterisk 
characters where nodes are detected and blank characters 

in between. The node lines, represented by the characters 
vector, are printed while the pixel lines between them 
are skipped. As mentioned before, the user-selected X-Y 
grid determines the node density in the cross section two- 
dimensional mesh. Three selected mesh grids of the same 

cross section are displayed in Figure 18.
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2.9 The Element Definition Routine
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The strategy of forming three-dimensional elements 

utilizing the two-dimensional mesh of the cross sections 
is coordinated with the node selection and numbering 
routine. The nodes are connected by the element definition 
routine to define three-dimensional eight-node isoparametric 
elements according to the requirements of the selected 
finite element program for the stress analysis. The de­
finition of the coordinate system of eight node elements 
in the SAP IV finite element program which was selected for 

the analysis, is given in Figure 19.

Global System

N(2)N(l)
in cross 
section K

i nN(4)

N(5) N(6) in cross
section K + 1

N (8 )
N(7)

Figure 19: The Coordinate System of Eight
Node Elements in SAP IV Finite 
Element Program



The method of forming the elements is inherent with
the node numbering method described in Section 2.7, and

is done automatically for each two adjacent cross sections.
The node selection routine provides a constant number of
nodes in each cross section, and thus insures no free

nodes in any cross section after the elements are formed.
The element definition algorithm developed takes into
account the intrinsic shape of the bone cross-sections
and the variations of boundary geometry in the adjacent
cross sections in order to create a general procedure for
long bone modeling.

The element definition routine starts a sequential
procedure for the cross section K = 1 to the K = KTOT -
1 in which each adjacent pair K, K+l are utilized to
define eight-node elements by the following procedure:

A. Four nodes of cross section K are found as follows

N (1) = (K-l) • KFACT + (L — 1) - XGRID + M
N (2 ) = N ( 1) + 1
N (4) = (K-l) • KFACT + L • XGRID + M
N ( 3 ) = N ( 4 ) + 1

are "connected" to the four following nodes of the cross

section K + l :
N (5) = K-KFACT + (L-l) • XGRID + M
N ( 6 ) = N ( 5 ) + 1
N (8) = K-KFACT + L • XGRID + M 
N ( 7 ) = N (8 ) + 1

where: N(l) to N(8 ) are the element eight nodes according
to the coordinate system defined in the SAP IV

program (Figure 19).
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KFACT is defined at the node selection routine
(Section 2.7).

The above procedure is applied seque nt ially for :

K= 1 to KTOT-1 number of cross sections
L = 1 to YGRID-1 numb er of selected node lines
M= 1 to XGRID-1 number 

1 ine
of selected nodes per

B . Each related eight nodes N(l) to N (8) form one

eight-node (brick) element by their location at the two 
parallel adjacent cross sectional planes. Each two such 
cross sections form, therefore, one three-dimensional 

slice consisting of eight-node elements. The validity of 
each element is tested as follows:

If the element lies in the hollow zone of the slice, 

within the internal compact bone boundaries which were 
previously defined by the edge detector (Figure 16), it is 
considered invalid and omitted. Otherwise, it is con­
sidered a valid element and filed in the element matrix.

C. The element matrix ELMNT(NE,J) is defined with 

index NE representing the element numbers assigned se­
quentially to each valid element. The maximum value of 

NE is limited by the expression:
NE = (KTOT-1)(YGRID-1)(XGRID-1)

The index J of the element matrix defines the NE elements 

by their node numbers:
J = N ( 1) , N ( 2 ) ..................  N (8 )
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2.10 Elastic Properties Definition Routine

The scanned bone cross sectional images consist of 
0.8 by 0.8 mm pixels which carry the local radiographic 
densities by their CT number. Each defined three- 
dimensional element bounds a finite number of pixels which 

can be used to calculate a mean value of radiographic 
density for the element. The radiographic density of a 
scanned bone can be related to the apparent density of the 

bone using the "standard" solutions which were scanned to­
gether with the bone (see Section 2.2). This provides a 

linear relationship used to determine the average apparent 
density of each single element in the model. An empiric 
relationship between the apparent density and the bone 

elastic modulus may then be used to determine the average 
moduli of the elements. These properties are then used 

in the SAP IV input file.
Recent investigations provide an empirical relation­

ship between the modulus of elasticity of a human bone in 
compression and the bone apparent density. Such a re­

lationship for the Poisson ratio in human bones was not 
found in the literature. The Poisson ratio was selected, 

therefore, constant for the entire model with a value of 
0.28 (Reilley and Burstein, 1974). The shear modulus is 
calculated by SAP IV for each element by its elastic modulus 
and the Poisson ratio, using the relationship: G=E/2(l+v ). 
The elastic properties definition routine consists of the
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following main steps:
A. The radiographic - apparent densities relation­

ship is determined.
B. The elastic modulus - apparent density relation­

ship is determined.
C. An average radiographic density is calculated 

for each element in the model.
D. An average modulus of elasticity is assigned 

for each element by the relationships obtained in steps 
A and B .

The next sections describe the step-by-step proce­

dures of the elastic properties definition routine.
2.10.1 Radiographic - Apparent Densities 

Relat ionship
The four "standard" images (Section 2.2) 

appear in each reconstructed image as four circular cross 
sections of gradual grey scale representing the various 
radiographic densities of the standard solutions (Figure 

4). The radiographic densities in two different scans , 
taken for the same bone,may be slightly different due to 
the CT scanner drift and calibration prior to the scanning 
procedure. Therefore, the relationship between the radio- 
graphic and the apparent densities is valid only for a 

specific CT file.
Each of the cross-sectional images taken for this 

study was examined individually to establish the radio- 
graphic - apparent density relationship. This relation­
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ship was found to be linear and identical in each cross 
section and was established as the practical relationship 

for the whole scanned bone section. A FORTRAN program, 
STAND, was developed to calculate the radiographic - 
apparent densities relationship, utilizing the four data 

points derived from the standard image pixels.
The four data points were obtained by averaging the 

radiographic density values (CT numbers) of one hundred 
pixels in the center of each circular image of the standard 
The coefficients of the desired linear relationship were 
obtained by applying a least square method procedure of 

the first order on these data points. The program STAND 
takes the following steps:

A. Set a "window" to bound the four circular 
standard images and display them using the routines de­
veloped in the section of image reconstruction and display 
in CTPRO pre-processor ( Section 2 . 4) .

B. Search and read the radiographic density values 

of one hundred pixels in the center of each circular image 

of the standard in every cross section.

C. The one hundred pixels are averaged in each 
circular image to establish the mean CT radiographic den­

sity of four data points:
m

(CTD)j = (^CTDi)j j = 1.2, ... n

where: m = 100 pixel radiographic densities 
n = 4 "standard" images
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D. Each of the four scanned solutions has a known 
mass density according to the concentration of prepared 
solutions of Dipotassium Hydrogen Phosphate (K2HPO4) . 

This determines four experimental points used in a linear 
curve fitting routine.

E. Apply a least square algorithms to find the 
linear coefficients of the radiographic - apparent 
densities relationship. The linear coefficients are 
calculated by the expressions:

B = y - A • x

_ n
where: x = p is the mean value of the standard

mass densitiesj=l
n

y = (CTD)j is the mean radiographic density
of each data point

m = 100 pixel radiographic densities
n = 4 "standard" images (data points)

The linear radiographic - apparent densities 
relationship which allows the calculation of the density 

for each pixel is:
P = (A) ’ (CTD)+ B

The coefficients of this relationship determined by 
program STAND for this study (Appendix D) are:

A = 0.9712 *10“3 B = 0.0
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F. The linear curve of the calculated relationship 
was displayed by a Tektronix 4105 graphic terminal and 
copied by a Tektronix 4611 copier, using PLOT 10 graphic 
routines (Figure 20) . The curve meets the coordinate 
system origin since the CT scanner was calibrated before 
scanning to measure the radiographic density of air as 
zer o .

2.10.2 Elastic Modulus - Apparent Density
The average density information obtained 

from the pixel data is used to find elastic moduli for 
the model elements needed for the finite element stress 

analysis. A relationship between the elastic modulus 
in human bone and the apparent bone density is required.

Recent studies of Carter and Hayes (1976, 1977), 
and Stone, Beaupre and Hayes (1983) investigate the com­
pressive behavior of bone and the relationship between 
the bone strength and modulus and the bone apparent 
density. Compression tests of human and bovine trabecular 
bone specimens with and without marrow were conducted at 

strain rates of from 0.01 to 10.0 per second. These 
experiments showed that the presence of marrow increased 
the strength, modulus, and energy absorption of specimens 
only at the highest strain rate of 10.0 per second. In 
specimens without marrow, the strength was proportional 

to the square of the apparent density, and the modulus of 
elasticity was proportional to the cube of the apparent 
density. Both, strength and modulus, were approximately
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Figure 20: The Radiographic - Apparent Density
Curve as Calculated by Least Square 
Method
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proportional to the strain rate raised to the 0.06 power. 
These power relationships, which were shown to hold for 

all bone in the skeleton, allow meaningful predictions of 
bone tissue strength and stiffness based on density 
measurements as obtained by the bone scan in this study.

The composition and real tissue densities of normal 
spongy and compact bone tissues are similar (Gong et al., 

1964; Galante et al., 1970). In addition, recent work 
has suggested that the microscopic material properties of 
trabecular bone are similar to those of compact bone 

(Martin, 1972; Pugh et al., 1973; Townsend et al., 1975). 
These observations suggest that whole bones can be modeled 
as composite structures consisting of both, a solid and 

fluid phase. The solid phase is the mineralized bone 
tissue, and the fluid phase is composed of blood vessels, 
blood, red and yellow marrow, nerve tissue, miscellaneous 
cells and interstitial fluid (McElhaney et al.,1970). The 

distribution of pores throughout the whole bone contri­

butes to the apparent density distributions which are 
observed reontgenographically. The pore geometry and 
orientation contribute to the structural anisotropy which 

is evident mainly in the trabecular bone but also in the 

compact bone tissue.
In order to establish the relationships between the 

bone strength and modulus and the bone apparent density 
and strain rate, one hundred cylindrical specimens of 
human trabecular bone and twenty-four specimens of bovine
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trabecular bone were tested under compression by Carter 
and Hayes (1977). The effect of the apparent density of 

the specimens on compressive modulus for human and bovine 
bone at a strain rate of 0.01 per second is shown in 
Figure 21. The findings of these tests suggest that the 

compressive modulus of bone is approximately proportional 
to the cube of the apparent density and to the strain rate 
raised to the 0.06 power as demonstrated by the empiric 
relationship:

■ * ‘c -  J 0 -0 6  < - ^ > 3

where E = compressive modulus (meganewtons per square 
meter) of a bone specimen of apparent density p (grams 
per cubic centimeter), tested at a strain rate of e (per 
second), and E c = compressive modulus of compact bone 
with an apparent density of p ^ tested at a strain rate of
1.0 per second. Finding the compressive modulus of human 
compact bone tested at a 1.0 per second strain rate allows 

simplification of the above relationship:

E o 3790 e °*06 p 3

This equation shows that the compressive modulus of 
elasticity is a strong function of bone apparent density 

and a weak function of the imposed strain rate.
This empiric relationship is used in this study to 

obtain the modulus of elasticity of the model elements 
when their average apparent densities are calculated from
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their pixel data. This particular expression is valid for 
compression and allows compressive stress analysis of the 

finite element model generated in this study.
Using gauges bonded to a human tibial diaphysis, 

Lanyon and Associates (1975) recorded maximum strain rates 
in the range of 0.002 per second during walking at a rate 
of 1.0 meter per second, and 0.01 per second during running 
at a rate of 2.2 meters per second. These strain rate 
values may be used in Carter and Hayes relationship to 
calculate the compressive elastic moduli in walking or 
running.

2.10.3 Average Properties of Model Elements
The average elastic moduli assigned to the 

model elements in this study are derived from the radio- 
graphic densities of all the pixels bounded within the 
element's borders. The method of element generation 

creates eight-node elements consisting of two parallel 
trapezoidal planes which are the pixel images (Figure 22). 
The pixel information in these two planes is used to cal­
culate the average density of each element. The average 
elastic modulus is then calculated for each element using 
Carter and Hayes relationship.

The mean value of the element radiographic density 
is calculated by summing the CT numbers of all the pixels 

comprising the element's two parallel trapezoidal planes. 
The CT number of any requested pixel can be retrieved by 
the direct-access matrix NCT(K,L,M). The pixels inter­



114

sected by the element borders are included in the average 
density calculation in case their relative portion within 
the borders is larger than the area outside the borders.
The sum of CT numbers is divided by the number of pixels 
included in the calculation to determine the mean value.
This procedure is carried out as follows:

The lines Ll to Ln of the element plane in cross 
section K and lines Ll to Ln of the plane in cross section 
K+l (Figure 23) are searched. The pixel CT numbers between 
the element borders are summed in each line. The pixels 
intersected by the element borders are tested to find if 
they are mostly inside the element borders. An intersected 
border pixel has a trapezoidal shape with bases which can
be calculated by the proportions of similar triangles

(Figures 23 ,24) :

Ro -  I T T  *  S o

E ■ i f r  * 3

The area of the trapezoidal shape is proportional to the 
sum of its bases (R+Rq) because the height of the trape- 
zoid is constant in each pixel. This value is examined to 
determine whether it is larger than the pixel size and, 
therefore, included in the element pixels. This procedure is 
applied on each pixel along the element border lines of the 
two element planes. The average radiographic density 
is calculated by this method for each three-dimensional



element of the model.

In this study, the scans were taken in distance of 
2.5 mm between them. The smallest average elastic 
modulus obtained for an element was 1.22*10^ MPa (1.77 •10'* 

PSI) and the largest was 53.60•103 MPa (7C . 70• 105PSI) ,
where 1 MPa = 1 Newton per square mm (Appendix E) . The 
overall mean modulus of elasticity of the entire bone 
section was determined by calculating the element pixel 
areas and applying it to the following calculation:

E - J i EiAi / A  Ai

where E is the overall mean bone section modulus, and 
A-l are the element moduli and areas, respectively. The 
overall average modulus of elasticity obtained was 4.95 *10 
MPa (7.18 • 10"* PSI). The results are in order of 
magnitude of compact bone moduli as obtained from experi­
mental studies by McElhaney et al. (1970), Evans (1973), 
Reilly and Burstein (1974, 1975) and Goldstein (1980,1983)
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2.11 Generating the Finite Element Input File

The three-dimensional model created by the mesh
generator is now formatted to create an input file for 
the selected SAP IV finite element program. The for­
matted file must follow the requirements of the finite 

element program as described by the program manuals (SAP 
IV User Guide, 1974). The input file consists of a set 
of numbered nodes and their location in a global
coordinate system, a number of elements which are defined
by their nodes in certain order due to the local coordinate 
system requirements, and the modulus of elasticity and 
Poisson ratio of the model elements. In addition, 
boundary conditions such as applied loads and initial 
displacements are applied. The loads may be concentrated 

forces in any desired direction at the model nodes, or 
equally distributed loads applied to element surfaces. 

Displacement boundary conditions are applied by assigning 
displacement values to desired nodes, where zero displace­

ment defines the fixation of a node. The input file 

generation routine in CTPRO uses the model information 
stored in matrices NODE, XNODE, ELMNT and PRPRTY to 

create the external data file assigned as input to the 

SAP IV finite element program.
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2.12 Display of the Generated Model

Advanced finite element programs include model 
display routines in their pre- and post-processors. Soft­
ware packages, such as PATRAN, ANSYS and SUPERTAB have 
such display capabilities, but the user is not usually 
provided with access to the program source code. In this 
study, SAP IV finite element program was selected for the 
stress analysis primarily because the source code is avail­

able to the user. SAP IV model display routines were not 
sufficient for the two- and three-dimensional model display 
of this study; therefore, new display routines were 
developed in the pre-processor CTPRO.

The objectives of the model display procedure were 

first to examine the model slice by slice to check the 
compact bone boundaries and the finite element mesh grid 
in x and y directions. This two-dimensional plotting of 
the model slices is achieved by using PLOT 10 graphic soft­
ware which consists of FORTRAN language graphic subroutines. 
Figure 25 displays the computer output of slice number one 
of the generated tibia model. The slice display includes 

the distance of the slice from the tibia proximal end, 
the finite element mesh grid and the slice number in the 

model and the number in the scan file. Figures 26 to 28 
display the nine slices of the model in grid of 6 by 12 

in x and y directions.
The second objective is to visually examine the 

entire three-dimensional model which consists of the



previously displayed slices. The three-dimensional model 
display was carried out using the plotting module of 

ANSYS finite element package. An input file was generated 
by CTPRO which included the node and element information 
of the bone model in a format required by ANSYS. The file 
was read and processed by ANSYS plotting module to pro­
vide the three-dimensional display as seen from four 
directions, front, rear, right side, left side (Figures 
29, 30). The slices and the entire model were displayed 
on a Tektronix 4105 graphic terminal and a hard copy was 

obtained by a Tektronix 4611 graphic copier.
The cross sections display shows that the finite 

element model generated consists of 10 scanned cross 
sections of the tibial shaft comprising 9 three-dimensional 
slices, 5 mm thick. The first model cross section is 55 mm 
from the tibia proximal end and the tenth cross section is 
100 mm from that point. This yields a three-dimensional 
model of a 45 mm long section of the scanned tibia shaft.
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SLICE NUMBER 1
SCANNED SLICE NUMBER26

>€SH GR2D OF SLICE CROSS SECTION IS 8 BY 12 NODES 

SLICE LOCATION RELATIVE TO SLICE t IN D*U • 55.00 

REAL SLICE DISTANCE FROM PROXIMAL EM) IN 0*0 > 0.00

Figure 25: The First Slice of the Three-
Dimensional Finite Element Tibia 
Section Model
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Slice:
Location:

1
0.0

Slice: 
Location:

2
5.0

Slice: 
Location:

3
1 0 .

mm

mm

0 mm

Figure 26: Slices 1 to 3
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Slice: 
Location: 15.0 mm

Slice: 
Location: 20.0 mm

Figure 27: Slices 4 to 6
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Figure 28: Slices 7 to 9
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ANSYS 4.2 
FEB 13 1986 
21:18 * 42 
PREP7 ELEHENTa
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XF=46.6
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ANSYS 4.2 
FEB 13 1986 21-11-29 
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Figure 30: The Three-Dimensional Model:
A View from -X and +X Directions
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2.13 Developing a Post-Processor

Advantages of the SAP IV program are its capability 
of analyzing large models and the availability of the 
FORTRAN source code. However, SAP IV does not include a 
post-processor capable of sorting and displaying the 
stress analysis results of the model slices. A special 
purpose post-processor named POST was developed in this 
study to print and display stresses and displacements 
obtained from the output of the finite element program.

The SAP IV program was modified in this study to 
create an additional output file containing the model 
geometrical data and the resultant stresses and displace­
ments obtained by the finite element analysis, in a 
special format readable by the developed post-processor. 
The post-processor sorts the finite element results, finds 
maximum and minimum values of stresses and displacements, 
and reveals the cross section, element or node where they 
occur. The post-processor POST includes the following 

features:
A . Maximum Displacements in x,y,z Directions

The maximum displacements in the loaded model 

are searched in x, y and z directions by a sequential 
search algorithm applied to the nodal displacements fix, 
<Sy, 6 z . The obtained maximum values are printed, in­
cluding the location they occur: the cross section number
and node coordinates (Table 4 in Appendix G ) .
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B . Maximum Resultant Displacement
The magnitude of the resultant displacement of 

each node is computed by:

,{ 2 i 2 j 2. h6 =  ( x + y + z )

5 6 6where x, y, and z are the displacement components in 
the global coordinate system. The resultant displacements 
are then searched to determine the maximum value in the 

model, the node number and the coordinates where it occurs 
(Table 4 in Appendix G ) .

C . Maximum and Minimum Stress
The normal and shear stresses in a small cubic 

element can be represented by the stress tensor

xy = T yx 
x z “ T zx 

yx = T zy

or in tensor notation: a. . (i,j = 1,2,3). The stresses
in the principal directions are amax, amin. The 

stresses in the model elements are searched by a sequential 
search routine. The maximum and the minimum values of the 
normal,shear and principal stresses are found with the 

slice and element of occurrence (Table 5 in Appendix G ) .

D . Stress Pattern Display
The stress pattern at a bone slice is displayed 

in four stress ranges using PLOT 10 graphic software sub­
routines (Figures 37 to 42). User-selected control

a XX T Jty Txz T
T yx °yy Tyz where T
T T a Tzx zy z z
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parameters allow displaying various combinations of slice 

number and stress direction. Options available to the user 

include:
(1) Select any slice and display any selected stress

0. . on the slice. ij
(2) Select any stress ° and display the slice where 

the maximum (or minimum) value occurs.
(3) Select a principal stress, 0 or 0 . , andmax m m

display the slice where the maximum (or minimum) value 

occurs.
The stress patterns indicate the stress ranges in the 

slice plane. The finite element program computes the stress 
of each element in an "integration point" which is not ex­
actly on the element surface. However, the stresses may be 
considered in the slice plane, since these distance diffe­
rences are negligible, especially when the mesh is fine.
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2.14 Verification of Model Generation Method

The finite element model generated by the pre­
processor can be verified by generating a three-dimensional 
object of simple geometry, which can be analyzed by 
analytical methods as well as by the computer aided 

analysis. The bone model in this study and the procedure 
of its generation is verified by comparing the numerical 
results of the computer aided analysis with the analytical 

solution.
A simple beam with rectangular cross sections was 

selected (Figure 31). The beam cross sectional CT images 
were reconstructed using CTPRO pre-processor. The adjust­
able window, designed to bound the scanned bone image and 

eliminate unnecessary pixels, was used to bound a rec­
tangular plane of 9 by 6 pixels in each cross section. The 
19 participating cross sections form 18 slices 2.5 mm thick 

to create a 45.0 mm long beam with rectangular cross 
section of 7.2 by 4.8 mm (pixel size 0.8 mm). The finite 
element mesh was selected in XGRID of 4 and YGRID of 3 in 

x and y direction. This provided a three-dimensional 
finite element model of 228 nodes and 108 eight-node ele­
ments. The model was considered to be homogeneous with 

isoparametric properties, and with modulus of elasticity 
and Poisson ratio of Aluminum alloy. The beam was fixed 

at one end as a cantilever and loaded by an equally dis­
tributed lateral load of q=0.2 Newtons per square mm (290 

PSI) .
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Figure 31: The Geometry and Boundary
Conditions of the Verifying 
Model

The beam model was generated by the pre-processor 
CTPRO, analyzed by SAP IV finite element program and the 
obtained results were sorted, printed (Appendix F) and 

displayed (Figure 32) by the post-processor POST. The 
maximum deflection in y direction of 0.1567 mm occurred 
at the free end of the beam (Table 2 in Appendix F ) . The 
stress pattern obtained by the computer aided analysis 
was consistent with bending stress behavior, with fibers 
above the neutral axis in tension and fibers below the 
axis in compression (Figure 32). The maximum bending 
stress (<* z z )  occurred, as expected, at the elements at 
the fixed end of the beam with magnitude of 25.59 MPa 

(Table 3 in Appendix F).
An analytical solution for the deflection and 

stresses of the same model and boundary conditions were
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calculated as follows:
The maximum moment at the fixed end (z = L ) :

2Mmax = qb

where: q is the equally distributed load in y direction.
The bending stress due to the maximum moment is:

2 -cr_ _ Mmax y _ 6L y 
"  " I - „3

2 _ where: q = 0.2N/mm , L = 45.0 mm, h = 4.8 mm and y

is the distance from the neutral axis. The bending stress
was calculated at y = ±h/4 which is the location of the
center of the element compared with the computer aided
analysis result:

o a z  . . (3) ( 0 . 2 )  ( 4 5 ^  .  2 6  3 7  Mpa

2h (2) (4.8 )

The computer aided analysis result of bending 

stresses at the same location is:

o z z  = 25.59 MPa

The variation of the two results in percent:

E = 2 6 ‘I e 3T~'5'9 <10°) = 2 '9%

The maximal deflection is calculated at the free

end of the beam in the y direction:
4 4* qbL 3qLmaX = = --- o

8EI 2Eh

wh ere: E = 70,000 MP a
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6 max (3)(0.2)(454)
(2) (70,000) (4 . 8 3)

0.1589 mm

The computer aided analysis result of the deflection at 
the free end of the beam in direction of the applied load 
q is :

6max = 0.1567 mm

The variation of the computer aided analysis from the 
analytical results in percent:

which were calculated for the same model by the analytical 

method and by the computer aided analysis show a satis­

factory agreement. The variations of 2.9% in the stress 
results and 1.4% in the deflections are typical for 

engineering purpose stress analysis by a finite element 
method. The comparison of the above results, therefore, 

verify the three-dimensional model of the scanned long 
bone section and the procedure of generating the finite 

element mesh.

E 0. 1567 - 0.1589 
0 . 1589 (100) = 1.4%

The comparison of the stresses and displacements
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2.15 Convergence Tests

A convergence test for the finite element results 
has been conducted to test the convergence of nodal dis­
placements with mesh refinements. In a valid finite ele­
ment model, displacements of the same node location should 
converge to an asymptotic result when a larger number of 
smaller elements are selected. The number of model 
elements may be selected by the user of CTPRO pre­

processor by setting the number of selected nodes in x 
and y directions of each cross section and thus to define 

the grid of the two-dimensional mesh. The defined two- 
dimensional grid determines the total number of generated 
elements in the three-dimensional model of the entire bone 

sect ion.
The first set of mesh refinements included eight 

different grid sizes of the 45 mm tibia shaft section with 

274 elements of the most coarse mesh, and 1018 elements of 
the finest mesh (Figure 33). The model was fixed at the 
lower tibia end as a cantilever, and loaded at the free 
end by two forces, each of 35 Newton, in y direction 
and by one force of 50 Newtons in x direction.

Due to slight variations of the model borders 
during the mesh refinements, the finite element results of 
the generated three-dimensional model showed no conver­

gence of the displacements at several inspected nodes.
The displacement values were substantially close to each 
other but varied in value instead of converging to an
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asymptotic result.

The model generation routine of CTPRO was examined 
to reveal the parameters which do not remain constant 
during altering the mesh size. As a result of developing 
a debugging routine as part of CTPRO pre-processor, it was 
found that the internal borders of the bone model were 
slightly altered for different, mesh sizes. As a result, 
the generated three-dimensional model stiffness was also 
slightly altered during mesh refinements and, therefore, 
the convergence test did not provide the expected results.

In order to keep the borders constant for each 
mesh size, the edge detector and the node selecting rou­
tines were modified. In the original routines, the 
three-dimensional model was generated together with the 
border detection for each mesh size. In the modified 
routines, the edge detector first determines the external 
and internal compact bone borders in each cross section, 
then the cross sections are discretized to define the 

mesh .
The model was generated, loaded and analyzed again 

for eight mesh sizes. The displacements of selected 
nodes now converged to asymptotic results. The displace­
ments of four nodal points were plotted as a function of 
mesh sizes (Figure 34). The location of the nodes
remained fixed in space during the mesh refinements 

(corner nodes) so that their displacement could be com­
pared. The resultant curves demonstrate an acceptable
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convergence of the finite element results from the 
generated model. The selected grid of 6 by 12 nodes in 

x and y directions gives an acceptable accuracy relative 
to the asymptotic results and, therefore, is selected as 
the working grid for finite element analyses.
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2.16 Demonstration Problem Analysis

A sample problem was modeled and analyzed using the 
computer aided procedures developed in this study to 

demonstrate the processor's capabilities, using the scanned 
tibia section as the analyzed model.

Several investigations have been made to calculate 
the force actions transmitted by the knee joint (Morrison, 
1968; Kettlekamp and Chao, 1972; Harrington, 1976; Minns, 
1981; Nissel et al., 1986 and others). The evaluation of 
the direction and magnitude of these forces was based on 
the tibial-femoral geometry, contact areas, relative 

alignments, and experimental force plate results. The 
resultant forces acting at the knee joint during normal 

gait depend on several ligament orientations, such as the 
cruciate and collateral ligaments, and muscle groups such 
as the quadriceps, hamstrings and gastrocnemii which act 

on the proximal tibia in various directions (Figure 35). 
External forces, gravitational and acceleration effects 
at the knee joint can be represented as three forces and 

three moments. Equilibrium must be obtained at the knee 
joint by the direct force between the tibia and femur 
acting at the bearing surface (the tibial plateau) , and 
by force actions in the muscle and ligament groups. Ex­
perimental and theoretical gait analyses show that the 

dominant loads on the proximal tibia are the compressive 
loads on the medial and lateral tibia plateau in a 
maximum value of 3.5 times the body weight (Moeinzadeh
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et a l . , 1973; Harrington, 1976). The difference between 
the magnitudes of these loads and the asymmetric tibia 
geometry add moments acting mainly at the coronal plane. 
Other ligament and muscle groups cause a moment acting in 
the saggital plane (Figure 35) .

2.16.1 Model and Boundary Conditions
The finite element model generated in this 

study yields a 45 mm length of tibial shaft starting 55 mm 
from the tibia proximal end. The compressive loads on the 
medial and lateral tibia plateau (z direction) may be 
expressed as uniformly distributed loads in the tibial 
shaft according to Saint Venant principle of rapid dissi­

pation of localized stresses, which asserts that the 
effect of forces or stresses applied over an area may be 
treated as a statically equivalent system when far enough 
from the applied area causes a stress distribution that 

follows a simple law.
In order to simulate the loading pattern on the 

tibial shaft, the generated model was fixed at the lower 

end (slice number 9 at z=45.0 mm) and the loads were 
applied on the nodes and element surfaces at the proximal 

end (slice 1 at z = 0.0 mm). A uniformly distributed 
load of 0.365 Newton per square mm (52.9 PSI) was applied 
on the surface of the proximal end in the z direction 

(Figure 36). The total force in the z direction was ob­
tained by calculating the slice surface area using the 

AREA subroutine in CTPRO pre-processor which sums the
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Posterior

xk Saggital 
PlaneMedial

Coronal 
P lane

Lateral

Anterior

Knee joint force model, w here Fxk, Fyk, Fzk and Mxk, 
Myk, Mzk represent applied forces and moments. Reactive muscle liga- 
nnnt and hearing farces are: M —medial collateral ligament; 
L — laural collateral ligament; Ac— anterior cruciate ligament; Pc—  
posterior cruciate ligament; Q- -quadriceps force action; H — ham­
strings; G- -gastrvcnemii; C - -bearing force.

Figure 35: Forces and Moments Acting at the
Knee Joint in Normal Gait 
(Harrington, 1976)



144

Fi
gu

re
 

36
: 

The
 

Lo
ad

in
g 

and
 

Bo
un

da
ry

 
Co

nd
it

io
ns

 
of 

th
e 

De
mo

ns
tr

at
in

g 
Pr

ob
le

m 
An

al
ys

is



element surface areas in a given slice. The resultant 
load in z direction was 2450 Newtons (551 lb) which is 3.5 
times an average body weight of 700 Newton. A force of 
180 Newtons (40.5 lb) was applied at the saggital plane on 
node 70 (Figure 36) to simulate the forces and moments due 

to the cruciate ligaments and the quadriceps, hamstrings, 
and gastrocnemii muscle groups action. A force of 145 
Newtons (32.6 11) was applied at the coronal plane on node 

18 to simulate forces and moments due to the collateral 
ligaments and asymmetric effects of the bearing force in 
z direction (Appendix E ) .

The model was generated with grid of 6 by 12 in x 
and y directions. The uniformly distributed load and the 
concentrated forces were applied to the model and the 
input file for the SAP IV finite element program was 
generated. The CTPRO pre-processor generated a nine slice 

model consisting of 720 nodal points and 434 three- 
dimensional, isoparametric, eight-node elements. SAP IV 
finite element program produced an output file containing 

the displacements of model nodes in the global coordinate 
system and the stresses in the model elements. The POST 
post-processor searched and sorted the SAP IV output file 

to find maximum and minimum values of stresses and dis­
placements (Appendix G ) . In addition, stress patterns of 
model slices in which maximum stresses occur were also 
produced (Figures 37 to 42). The finite element program 
used 1153 CPU time units to generate the 720 node and 434
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element model and solve the 1944 equations of the static 
analysis (Appendix H ) .

2.16.2 Analysis Results and Interpretation
The multi-axial loading of a three-dimensional 

model of complex geometry and material properties, such as 
the tibia section, allows only general interpretation of 
the stress analysis results. As mentioned before, the main 
objective of the sample problem analysis was to demonstrate 
the processors capabilities rather than performing a prac­
tical stress analysis on the tibia section.

The largest resultant displacement of 0.536 mm (Table 
4 in Appendix G) occurred at node 36 of slice 1 (Figure 
37). This displacement occurred at the free end of the 
model, at the thin cylindrical wall of the first slice, 
near the point of the applied coronal force and it is 
mainly a result of this force combined with the compressive 
load in z direction. The maximum displacement of 0.296 mm 
in z direction occurred at the first slice (z=0) mainly due 
to the equally distributed compressive load on the proximal 

surface.
The maximum stress in x direction (r0 ) of -15.4 MPaxx

(-2234 PSI) (Table 5 in Appendix G) occurred in element 13 
of slice 1 (Figure 37). The location of this stress is 
apparently due to the thin cylindrical wall and force com­
ponent in x direction applied at the coronal plane on node 

18 of this element (Figure 36).
The maximum stress in y direction (a ) of 19 MPayy
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(2756 PSI) occurred at element 141 of slice 3 (Figure 38) 
near the location of the applied saggital force. A maxi­
mum stress of cr = -68.8 MPa (-9979 PSI) was obtained atz z
element 434 of slice 9 at the fixed end of the model, a zz
is due to compressive and bending stresses at the fixed end,
where the bending moment due to the saggital force is
largest at the external fibers, far from the neutral axis.

The maximum shear stress t in the plane of the crossxy
sections occurred at slice 1 in element 40 (Figure 40) with
magnitude of -11.3 MPa (-1639 PSI). The shear stress at
the cross sections is a result of the superimposed direct
shear forces and torsion. The torsion is the result of

applying the forces at the saggital and coronal planes which

do not necessarily intersect at the center of gravity.
The maximum principal stress 0 of 21.2 MPa (3075 PSI) v max

occurred in element 141 of slice 3 (Figure 41), at the same 
location of the maximum 0 (Figure 38). The second princi-y y
pal stress 0 . of -23.7 MPa (-3437 PSI) occurred in element c mxn
40 of slice 1 (Figure 42), at the same location of the 

maximum t (Figure 40).
In a recent investigation by Little and co-workers 

(1986), a three-dimensional finite element stress analysis 
of the upper tibia was performed. The geometry for the 
model was determined by casting a cadaver tibia in a 
polyester resin, slicing it in transverse planes and then 
photographing and digitizing the slices. The stiffness 
of the tibia cancellous bone was determined by indentation



tests, and of the compact bone by values taken from the 

literature. The model materials were assumed to be 

linearly elastic, isotropic and hetergeneous. A finite 
element mesh of three-dimensional eight-node isoparametric 
elements was generated. The elastic modulus of the compact 

bone in the cortex was determined from the literature while 
the cancellous bone elements had individual moduli based 
on the indentation tests. A Poisson ratio of 0.3 was 

selected for the entire model based on the literature. An 
equally distributed compressive load of 2450 Newton was 
applied at the tibia plateau as occurs during normal gait 

at the stance phase in near full extension (Harrington, 
1976). The stress analysis was performed by the SAP IV 

finite element program. The results were processed by a 
post-processor and compared with strain gage tests and with 
a two-dimensional axisymmetric model, both from the litera­

ture.
An additional stress analysis was performed in this 

study with only one equally distributed compressive load 

of 2450 Newton (3.5 times average human weight) applied 
to the tibia plateau (z direction). The similar loading 
in both analyses provides the common base for comparing 
the results inspite of the differences in the model geometry 
and material properties. In the above investigation, a 

maximum compressive stress of 24.77 MPa was obtained at 
the compact bone tissue, while in our study the maximum 
compressive stress was 75.2 MPa (Table 7 in Appendix H ) .
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A maximum nodal displacement of 0.5 mm was reported in the 

above investigation at the subchondral bone layer, 

immediately beneath the cartilage. In our study, the sub­

chondral layer was not included in the bone section model 
and the maximum displacement in z direction due to the 

compressive load was 0.260 mm (Table 6 in Appendix H ) . In 

both studies, the deflections in z direction become smaller 
far from the loaded tibia plateau. The agreement by order 

of magnitude in the maximum stress and displacement values 
is adequate for studies which used two tibiae from different 

origin for the model geometry and material properties.



150

SLICE NUMBER 1
xx Pattern

Node 
ft 3 6

y

Element ft 13

-0.048 TO 

-3.888 TO 

-7.734 TO 

-11.562 TO

SLICE LOCATION IN Z DIRECTION IN CMM1 . 0.00 m  
MAXIMUM STRESS OF -15.400 OCCURES IN ELEhENT 13

Figure 37: Slice of Maximum Stress xx
(Element 13) and Maximum 
Resultant Displacement (Node 36)

-3.888 HRs 

-7.734 Wo 

-11.562 Mfe 

-15.480
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SLICE NUMBER 3
yy Pattern

Element #141

x.

1=4

m

-0.010 TO 4.742 Wo

4.742 TO 0.495 MRo

0.405 TO 14.247 MPa

14.247 TO 10.000 MPa

q TTY LOCATION IN Z DIRECTION IN Q*U > 10.00 M  
MAXIMUM STRESS OF 10.000 W>o OCOJRES IN ELEMENT 141

aFigure 38: Slice of Maximum yy
(Element 141)
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SLICE NUMBER 9
zz Pattern

Element #4 34

p = = ^  -0.081 TO

llllllllH -17.24B TO

-34.430 TO

-61.615 TO

SLICE LOCATION IN Z DIRECTION IN ttftf : 40.00 f* 
MAXINUN STRESS OF -68.300 OCCURES IN ELEMENT 434

Figure 39: Slice of Maximum CTzz
(Element 434)

- 17.245 ttfe 

-34.430161a 

-51.615 W o  

-68.800 W o
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SLICE NUMBER 1
xy Pattern

H I
lllllllll

0.014 TO

-2.815 TO

S3 -5 .643  TO

-8.472 TO

SLICE LOCATION IN Z DIRECTION IN 0*13 : 0.89 MN 
MAXIMUM STRESS OF -11.300 OCCURES IN ELEJCNT 40

TFigure 40: Slice of Maximum xy
(Element 40)

-2 .816  MPa 

-45.043 MPb 

-8 .472  Wo 

-11.38913*9
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SLICE NUMBER 3
° max Pattern

Element

Wy
x

#141

0.022 TO 5.310

5.316 TO 10.611 MPo

10.611 TO 15.085 M*a

15.005 TO 21.2B0Wa

SLICE LOCATION IN Z DIRECTION IN 0*0 > 10.00 H4 
MAXIMUM STRESS OF 21.200 MPa OCCURES IN ELEMENT 141

Figure 41: Slice of Maximum amax
(Element 141)

16
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SLICE NUMBER 1
a mxn Pattern

Element #40

y
x

gTffg LOCATION IN Z DIRECTION IN DMT 
MAXIMUM STRESS OF -23.700 MPo OCQJRES

-0.000 TO -5.838 

-5.830 TO -1 1.853 HFo 

- f t .863 TO -17.777MPo 

-17.777 TO -23.709 MPa

> 0.00 Ml
IN ELEMENT 40

Figure 42: Slice of Minimum °min
(Element 40)



3. SUMMARY AND DISCUSSION

3.1 The Computer Aided Analysis Method
CTPRO has been developed to process a CT data file 

of a scanned long bone section and create a formatted 

input file for the stress analysis calculation by the 
finite element program. The pre-processor CTPRO has 
the major functions as follows:

A. CTPRO reads a scanned long bone data file which 
contains the directory files and radiographic density 
information of up to 45 cross sectional images of the 
bone. The cross sectional scans are with a constant dis­
tance of 2.5 mm from each other. The scan distances may 
be determined according to the designated model. At the 
diaphysis (tibia mid-shaft), the spaces between scans may 
be larger than at the epiphysis and metaphysis in which 

the geometry changes much faster along the bone main axis. 
The program can be modified to read consecutive CT data 
files in order to allow bone section modeling of more 

than 45 cross sectional images.
B. CTPRO reconstructs the bone cross-sectional 

images using the directory file information and displays 
them by a line printer to create the character code images. 
The obtained images are characterized by high resolution 
which allow discretizing the cross sections into fine two- 

dimensional meshes based on the pixel lines.

156
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C. A first order edge detection routine defines the 
outside and inside borders of the compact bone in the 

image cross sections. The mesh generator provides con­
tinuous closed boundaries of the cortical bone section in 
the image. The line by line (cartesian) search of the 

edge detector allows using a first order edge detector. A 
radial approach would allow using a second order edge de­
tector routine which detects the change in radiographic 
density rather than comparing it to a minimum breakpoint 
density. The cartesian approach was preferred due to its 
higher efficiency and easier implementation.

D. The three-dimensional automatic mesh generator 
was developed as the main part of the pre-processor and 

consists of three main sections:
(1) The node selection routine automatically 

defines a constant number of nodes in each cross sectional 
image, and stores their location information in a matrix 
after numbering them by a method which allows automatic 
generation of three-dimensional elements. The algorithm 

was designed to select nodes within the borders of the 
detected cortical bone as defined by the edge detector. 
Special cases such as demand for more nodes than existing 
pixels in a discretized region, or a user-selected mesh 
which is not feasible due to the size of the input scan 

data, are treated by correction routines or guiding mes­

sages.



158

(2) The element definition routine defines three- 
dimensional isoparametric eight-node elements from each 
two adjacent cross sectional discretized images. The 
method of automatic generation of the elements is inherent 
with the node numbering method. Some modified finite ele­
ment programs can discretize a given object into elements 
of orthotropic or transversely isotropic elastic pro­
perties. The use of such programs, when available, would 
allow more flexibility in long bone modeling.

(3) The mechanical properties generation rou­
tine assigns average elastic modulus and Poisson ratio, 
individually for each element in the model. The average 
elastic properties were calculated based on the radio- 
graphic density information of each pixel within the ele­
ment borders using an empirical relationship. A relation­
ship from the literature, considered appropriate for this 
study, relates the apparent density and strain rate to the 
compressive modulus of elasticity in cortical and trabe­
cular bone tissues. Further experimental work may be aimed 
at deriving other relationships between the apparent den­
sity and other bone mechanical properties which can provide 
better modeling using computed tomography. In addition, 
the designed routine calculates the average elastic pro­
perties of the entire model which may be compared with 

experimental measurements.
E. A formatted input file is created for the SAP IV 

finite element program. The file includes the model
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information as obtained by the mesh generator, and applied 
loads and displacements as defined by the user. The SAP IV 
program is a long standing program which was selected for 
this study due to its available source code and large 
possible model size. The use of modified finite element 
packages, such as ANSYS, PATRAN or SUPERTAB may provide 
better efficiency and flexibility in modeling and analyzing, 
and can be carried out by developing a modified version of 
the pre-processor of this study. The model display in two 
and three dimensions was performed in this study using PLOT 
10 graphic package and ANSYS plotting module.

The stress analysis results of SAP IV finite element 

program, stresses and displacements, were sorted and dis­

played by the developed POST post-processor. The SAP IV 

source code was available to modify and create an additional 

output file containing the analysis results in a special 

format. The dedicated post-processor provides the means to 

view the stress patterns in the model slices, and examine 

the maximum values of stresses and displacements at se­

lected elements and nodes in these slices.

The automatically generated three-dimensional finite 
element model of the long bone section is characterized by 

the following features:
A. The size (length) of the bone model is deter­

mined by the user through selecting the participating 
scanned slices within the limits of the provided scan in­

formation.
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B. The cortical bone volume comprising the model is
determined by a selected breakpoint radiographic density 
considered as "cortical bone density" which indicated the 
participating pixels to the model edge detector.

C. The mesh size is determined by the user through
the selection of discretized grid.

D. The model consists of isoparametric eight-node
elements, each is assigned with individual elastic pro­
perties .

The model generation method was verified by a com­
parison of the computer aided analysis results with the 
analytical solution of a generated model of simple geo­
metry. The selected verification model was rectangular 

and the similarity in both solutions verified the model 
generation procedures. A convergence test was conducted to 
determine an optimal mesh size for the bone model. The 
model displacement values were examined to display conver­
gence to an asymptotic result during mesh refinements. The 
verification procedure, together with the convergence test, 
confirm the mesh generation method and the model validity.

The pre- and post-processors of the finite element 
program may be characterized by the following features:

A. The processors can be applied on any long bone 
section scanned by a General Electric CT/T 8800 scanner.

B. The processors are affiliated with a SAP IV 
finite element program version which has been modified in 

its output generation procedures.



161

C. The finite element model is generated automati­

cally in a format of SAP IV input file and the results are 
sorted and displayed by user-selected options which deter­
mine the model characteristics as well as the desired re­
sults for display.

D. User selected variables determine input-output 

organization features, such as eliminating redundant in­

formation and skipping undesired printout bulks.

E. The processors are coded in FORTRAN 77 computer 
language. The programs are fully in-line documented and 
a debugging routine indicates the reason for program stop 
in cases of improper or insufficient input data file.

A sample problem was modeled and analyzed to demon­
strate the processors capabilities. The scanned tibial 
shaft section was reconstructed and the generated finite 

element model was analyzed with approximate loads, taken 
from existing gait analyses. The generated model is dis­
played in two- and three-dimensions and the resultant 
stresses and displacements are given by the post-processor 
in various locations in the bone model. The stress analysis 
results, stresses and displacements have been compared with 
results of a recent stress analysis study of the upper tibia 
(Little et.al., 1986). The model in their study was gene­
rated by the conventional method of casting a cadaver tibia, 
transversely slicing it and then photographing and di­
gitizing the slices to determine the three-dimensional 
geometry. The material properties of the model were deter-
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3 . 2 Future Work

The usefulness of the computer aided analysis method 
can be enhanced by extending the scope of the present 
study in the areas of modeling, analysis and applications.

The modeling method in its present state of develop­
ment generates a non-homogeneous but isotropic three- 
dimensional model. Combining the processors with a finite 
element software package including transversely isotropic 

elements allows the development of a more realistic model 
with transversely isotropic elastic properties. This 
feature allows also extending the stress analysis model to 
the metaphysis and epiphysis where the trabecular bone 
mechanical properties are anisotropic.

An additional verification problem of cylindrical 
model with varying geometry and mechanical properties may 
be analyzed. The computer aided analysis results may be 
verified by comparing them to the stress analysis results 
obtained by manual modeling and solving with ANSYS finite 
element program. This problem analysis may provide an 
extended verification of the long bone models generated 

by CTPRO.
The stress analysis of the generated model may be 

modified by using a more advanced finite element package, 
which is equipped with various display features and pro­
duces more efficient solution. The finite element program 
used in the future may be selected according to its 
modeling capabilities and its analysis and post-analysis
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features. The pre-processor of this study may be then 
modified to generate a suitable model and a formatted 

input file readable by the selected program. An advanced 
finite element package can provide a stress contour display 
at the post-processing level to indicate possible failure 
point s .

Applications such as a whole long bone stress 
studies and long bones with artificial implants may be 
analyzed by the computer aided stress analysis using the 
CT data file. A geometric reference, related of the 

scanned object, can indicate the biomechanical coordinate 
system which can then be related to the scanner coordinate 

system. This will allow realistic loads, which may be 
determined from gait analysis, to be applied to the model 
generated by the pre-processor. This model analysis may 
provide more realistic results for the specific scanned 
models.

A long range goal of this study may be extending 
this method to serve as a research and diagnostic tool 

for analyzing the biomechanical response of the long bone 
of a specific patient. The general procedure of such 
analysis may be in-vivo scanning of the patient's leg, per­
forming the model generation and stress analysis using the 
CT data files. Such processors would employ additional 
methods for eliminating the imaging of soft tissues, iso­
lating the pixel data of the examined bone and relating the 

scanner coordinate system to the biomechanical system. At



this stage, an interactive version of the processors may be 
developed with detailed "user friendly" instructions which 

provide access to the processors by users not expert in 
computer analysis and coding.



APPENDIX A

TAPE ORGANIZATION

SECTION SUB SECTIONS
SIZE 

(2-Byte Word
Main Tape 
Directory 32

Tape Directories File Directory //I 32
V

1 4096
1

File Directory §N 32

Dummy File 30 inch

File Header 256
Slice #1, Header 256

Display File #1 Slice #1, data 315x256

•

•

•

Slice //N Header 256

Slice //N Data 3 15x256
*

•

•

•

•

•

Display File #M •

m

•

Table 1: A CT Archive Tape Organization
in a CT/T 8800 Scanner
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APPENDIX B 

TAPE AND FILE DIRECTORIES

$ $ $ $ $  $ <c « « «  * «  $ # $ # $  <t# <e*<t $ $ $ $ # $ $ $ $ $ $ $ #
* £
*  CTPRO PREP ROCES SOR FOR SAP I V F I N I T E  ELEMENT *
$
* S TRE SS  ANALYSI S  PROGRAM U T I L I Z I N G  COMPUTED TOMOGRAPHY
V*

$  DEVELOPED BY S .  MAROM

$ £ $ $ $ # $ #  $  S)t $  $  $  #  >* <t # £ $ $ $ #  fr «t$  fc
MAIN DI RECTORY DF SCANNED BONE CT F I L E

S TARTI NG P O I N T  : .  HEAD

REEL NUMBER : 1 7 4 5

H OS P I T AL  NAME : U N I V E R S I T Y HDSP UMDNJ

NUMBER OF F I L E S  : 1

SCAN DATE : 7 /  19  /  1 9 8 4
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$ $ $ * * Jje # * * £ # $ * $ $ * £ <t $ $ *$ fr $
DI S P L AY F I L E  HEADER 

* * $ $ # $ # $ * * * * # # # # $ # *##***

F I L E  NAME : 1 6 8 6 7 .

P A T I E N T  I D : 0

P A T I E N T  NAME : MALE T I B  F I B  

SCAN D E S C R I P T I O N  : MALE CADAVER T I B I A  

CONTROL CHARS : SV ( S A ) V E  OR ( D E ) L E T E  

HEAD SCAN J 1 C O = N O , l = Y E S )

NUMBER OF 2 5 6  WORD BLOCKS PER S L I C E  : 1 5 4 4

S L I C E  THI CKNESS  : VT

NUMBER DF S L I C E S  TAKEN : 4 4

START I NG S L I C E  : 1

LAST S L I C E  NUMBER J 4 4

P I X E L  S I Z E  CMMOI 0 . 8 0 0 0

Y- DI AMETER CMMD: 2 5 . 0 0 0 0

X- DI AME T E R CMM3:  2 0 . 0 0 0 0

DETECTOR S P ACI NG CMMO: 1 . 2 0 6 7

H O S P I T A L  NAME : U N I V E R S I T Y  HOSP UMONJ

DATE OF SCAN : 7 /  1 9  /  8 4

DATA TYPE : 3

F I L E  MODE : 0 C0 = N0 RMAL . 1 = SEGMENTED, 2 = T A R G E T )



APPENDIX C 

MAP ARRAY OF THE CT FILE

THE MAP ARRAY FOR IMAGE RECONSTRUCTION
«9 999999999(i49A99<>9999t>9999999 9(i99(>49<<

IM A P ( 1) » 1 I MAPC  2) =■ 1 I M APC  3) a 1 IMA PC  6) S 1 I MAPC  5) . 10
H A P C  6) = 17 I MAPC  7) = 22 IMAP C 8) a 25 IMAPC 9) = 30 I M APC  10) = 33
I M A P C  11) S 36 I M A P C 12) a 38 IMA PC  13) a 61 I MAPC  16) 3 63 I MAPC 15) a t5
I M A P C  16) a *7 I M A PC  17) a 69 IMAPC 18) a 51 I M AP C 19) S 53 I MAPC 20) a 5t
I M A P C 21) a 56 I M APC  22) 3 58 I MAP C 23) a 59 I M A PC  26) 8 61 I MAPC 25) = 62
I M A P C  26) 3 63 I M A P C  27) = 65 IMAPC 28) a 66 IMAPC 29) 3 67 I MAPC  30) E 63
I MAPC  31) 3 70 I M A P C  32) a 71 I M A P C 33) a 72 I M A P C  36) 3 73 I M APC  35) = 7t
I M A PC  36) 3 75 I M A P C  37) a 75 I MAPC  38) 3 77 I M A P C 39) 3 78 IMA PC  60) a 79
I M A PC  *1) 3 80 I M A P C  62) e 81 IMAPC 63) a 82 I H A PC  66) S 83 IMA PC  65) a at
IMAPC 66) 3 85 I M A P C  67) 3 86 IMAPC 68) 3 87 I M A P C 69) = 87 IMAPC 50) a 63
I M APC  SI) a 89 I M A P C  52) 8 90 I M APC  53) a 91 I M A PC  56) ■ 91 IHA PC  55) a 92
I M APC  S6) 3 93 I M A PC  57) S 96 IMA PC  58) 3 96 I M A P C  59) S 95 IMA PC  60) a 96
I MAPC  61) a 96 I M A P C 62) S 97 I MAPC  63) a 98 I M A P C  66) 3 98 I HAPC  65) ■ 99
I MAPC 66) 8 99 I M A P C 67) 8 100 I MAPC  68) a 101 I M A P C 69) ■ 101 I MAPC 70) a 102
I MAPC  71) a 102 I M A P C 72) = 103 I MA PC  73) a 103 I M A PC  76) 8 106 I M APC 75) a 105
IMA PC  76) 3 105 I M A P C 77) 3 106 IMA PC 78) a 106 I M A PC  79) 8 107 IMAPC 80) a 107
I MA PC  81) 3 • 108 I M A P C 82) 3 108 I MA P C  83) a 108 I M A P C 86) 8 109 IMAPC 85) a 109
I MA P C  86) a 110 I M A P C  87) = 110 I MA PC  88) a - 111 I M A PC  89) 3 111 IMA PC  90) a 11 2
I MA P C  91) 3 112 I M A P C  9 2) 3 112 IMAP C 93) a 11 3 I H A P C  96) 8 113 IMA PC  95) 3 113
I M A P C  96) 3 11« I M A P C  97) e 116 IMAPC 98) a 115 I MA P C  99) a 115 I M A P C 1 0 0 ) s 11 5
I M A P C 101) 3 1 16 I M A P C 1 0 2 ) a 116 I M A P C 1 0 3 ) a 116 I M A P C 1 06) 8 117 I M A P C 1 0 S ) = 11 7
I M A P C 1 0 6 ) 8 ’ 1 1 7 IMA PC 1 0 7 ) a 117 I M A P C 1 0 8 ) a 118 I M A P C 1 09) 8 118 I M A P C 1 1 0 ) 3 116
I M A P C 1 1 1 ) 3 119 I M A P C 1 1 2 ) a 119 I M A P C 1 1 3 ) a 119 I M A P C 1 1 6 ) 3 119 I M A P C U 5 ) 5 120
I M A P C 1 1 6 ) S 120 I M A P C U 7 ) a 120 I M A P C 1 18) a 120 I M A P C 119) = 120 I M A P C 1 2 0 ) E 121
I M A P C 1 2 1) 3 121 I M A P C 1 2 2 ) a 121 I M A P C 1 2 3 ) a 121 I M A P C 1 2 6 ) a 122 I M A P ( 1 2 5 ) “ 122
I M A P C 1 2 6 ) 3 122 I H A P C 1 2 7 ) a 122 I M A P C 1 2 8 ) a 122 I M A P C 1 2 9 ) 3 122 I M A P C 1 3 0 ) S 12 3
I M A P C 131) S 12 3 I M A P C 1 3 2 ) a 123 I M A P C 1 3 3 ) a 123 I M A P C 136) 8 123 I M A P C 1 3 5 ) * 123
I M A P C 1 3 6 ) 3 12 3 I M A P C 1 3 7 ) a 126 I M A P C 1 3 8 ) a 126 I M A P C 1 3 9 ) 3 126 I M A P C 1 4 0 ) S I 21
I M A P C 161) 3 126 I M A P C 1 62) a 126 I M A P C 1 6 3 ) a 126 I M A P C 1 6 6 ) 8 126 I M A P C 1 6 S ) 8 1 2 t
IM A P C 1 6 6) 3 126 IMA PC 1 6 7 ) a 125 I M A P C 1 6 8 ) a 125 I M A P C 169) 3 . 125 I M A P C 1 5 0 ) S 12 5
I M A P C 151) 3 125 I M A P C 1 5 2 ) a 125 I M A P C 1 5 3 ) a 125 I M A P C 156) S 125 I M A P C 1 S 5 ) 8 125
I M A P C 1 S 6 ) 3 125 I M A P C 1 5 7 ) a 125 I M A P C 1 S 8 ) a 125 I M A P C 1 5 9 ) 3 125 I M A P C 1 6 0 ) 8 125
I M A P C 1 6 1 ) 3 125 I M A P C 1 6 2 ) a 125 I M A P C 163) a 125 I M A P C 1 6 6 ) 3 125 I M A P C 165) 8 125
I M A P C 1 6 6 ) 3 125 I M A P C 1 6 7 ) a 125 I M A P C 168) a 125 I M A P C 1 5 9 ) a 125 I M A P C 1 7 0 ) S 12 5
I M A P C 1 7 1 ) 3 125 I M A P C 1 72) a 125 I MA P C 1 7 3 ) a 12S I M A P C 1 7 6 ) 3 125 I M A P C 1 7 5 ) = 1 2 t
I M A P C 1 76) 3 126 I M A P C 1 7 7 ) a 126 I M A P C 1 7 8 ) a 126 I M A P C 1 7 9 ) S 126 I M A P C 1 8 0 ) S 1 2 1
I M A P C 1 8 1 ) 3 126 I M A P C 1 8 2 ) a 126 I M A P C 1 8 3 ) a 126 I M A P C 1 8 6 ) 8 126 I M APC 1 8 5) = 123
I M A P C 1 8 6 ) 3 123 I M A P C 1 3 7 ) a 123 I M A P C 1 8 8 ) a 123 I M 6 P C 1 8 9 ) 8 123 I M A P C 1 90) 8 123
I M A P C 1 9 1 ) 3 1 23 I M A P C 1 9 2 ) a 122 I M A P C 1 9 3 ) a 122 I M A P  C 196 ) ■ 122 I M A P C 1 9 5 ) S 122
I M A P C 1 9 6 ) 3 122 I M A P C 197 ) a 122 I MA P C 1 9 B ) a 121 I M A P C 1 9 9 ) 8 121 I M A P C 2 0 0 ) = 121
I M A P C 2 0 1 ) 3 121 I H A P C 2 0 2 ) a 120 I M A P C 2 0 3 ) a 120 I M A P C 2 0 6 ) 3 120 I M A P C 2 0 5 ) 8 12 0
I M A P C 2 0 6 ) 3 120 I M A P C 2 0 7 ) a 119 I M A P C 2 0 8 ) a 119 I M A P C 2 0 9 ) • 119 I M A P C 2 1 0 ) 8 119
I M A P C 2 1 1 ) 3 118 I M A P C 2 1 2 ) a 118 I H A P C 2 1 3 ) a 118 I M A P C 2 1 6 ) 3 117 I M A P C 2 1 S ) 8 117
I M A P C 2 1 6 ) 3 117 I MA PC 2 1 7 ) a 1 17 I M A P C 2 1 B ) a 116 I M A P C 2 1 9 ) a 116 I M A P C 2 2 0 ) * 116
I M A P C 2 2 1 ) 3 115 I M A P C 2 2 2 ) a 115 I M A P C 2 2 3 ) a 115 I M A P C 2 2 6 ) 8 116 I M A P C 2 2 5 ) 8 l i t

I M A P C 2 2 6 ) 3 113 I M A P C 2 2 7 ) a 113 I M A P C 2 2 8 ) a 113 I M A P C 2 2 9 ) a 112 I M A P C 2 3 0 ) = 112
I M A P C 2 3 1 ) 3 112 I M A P C 2 3 2 ) a 111 I H A P C 2 3 3 ) a 111 I M A P C 2 3 6 ) 3 110 I M A P C 2 3 5 ) Z 11 0
I M A P C 2 3 6 ) 3 109 I M A P C 2 3 7 ) a 109 I M A P C 2 3 8 ) a 10B I M A P C 2 3 9 ) 8 108 I M A P C 2 6 0 ) ~ 10 3
I MAPC  2 61) 3 107 I M A P C 2 6 2 ) a 107 I M A P C 26 3) a 106 I M A P C 2 6 6 ) 8 106 I M A P C 2 6 5 ) ~ 105
I M A P C 2 6 6 ) a 105 I M A P C 2 6 7 ) a 106 I M A P C 2 68 ) a 103 I M A P C 2 6 9 ) 8 103 I M A P C 2 5 0 ) S 102
1 M A P C 2 S 1 ) 3 102 I M A P C 2 5 2 ) a 101 I M A P C 2 5 3 ) a 101 I H A P C 2 5 6 ) 8 100 I M A P C 2 5 5 ) 8 99
I MAPC 2 5 6) 3 99 IMA PC 2 S 7 ) a 98 I M A P C 2 5 8 ) a 98 I M A P C 2 5 9 ) 8 97 I M A P C 2 6 0 ) a 9 6
I.MAPC261) 3 96 I M A P C 2 6 2 ) a 9 5 I M A P C 2 6 3 ) a 96 I M A P C 2 6 6 ) S 96 IMAPC 265 ) = 9 3
I M A P C 2 6 6 ) 8 92 I M A P C 2 6 7 ) a 91 I M A P C 2 6 8 ) a 91 I M A P C 2 6 9 ) 8 90 I M A P C 2 7 0 ) 8 3 9
I M A P C 2 7 1 ) 3 88 I M A P C 2 7 2 ) a 87 I M A P C 2 7 3 ) a 87 I H A P C 2 7 6 ) 8 86 I M A P C 2 7 5 ) 9 9 5
I M A P C 2 76) 3 86 I M A P C 2 7 7 ) a 83 I M A P C 2 7 8 ) a 82 I M A P C 2 7 9 ) 8 81 I H A P C 2 8 0 ) C 8 0
I M A P C 2 8 1 ) 8 79 I M A P C 2 8 2 ) a 78 I M A P C 2 8 3 ) a 77 I MA PC  286) 8 76 I M A P C 2 8 5 ) E 7 5
I M A P C 2 8 6 ) 3 76 I M A P C 2 8 7 ) a 73 I M A P C 2 8 8 ) a 72 I M A P C 2 8 9 ) 3 71 I MAP C 2 90 ) 8 7 0
I M A P C 2 9 1 ) a 68 I M A P C 2 9 2 ) a 67 I M A P C 2 9 3 ) a 66 I H A P C 2 9 6 ) 8 65 I M A P C 2 9 5 ) 9 6 3
I M A P C 2 9 6 ) 3 62 I M A P C 2 9 T ) a 61 I M A P C 2 9 8 ) a 59 I H A P C 2 9 9 ) 8 53 I MAPC  300 ) 8 56
I M A P C 3 0 1 ) 3 56 I M A P C 3 0 2 ) a 53 I M A P C 3 0 3 ) a 51 IMA PC  306) 8 69 I M A P C 3 0 5 ) 8 «• 7
I M A P C 3 0 6 ) 8 65 I M A P C 3 0 7 ) a 63 I M A P C 3 0 8 ) a 61 I M A P C 3 0 9 ) 8 38 I M A P C 3 1 0 ) 3 36
I M A P C 3 1 1 ) 8 33 I M A P C 3 1 2 ) a 30 I M A P C 3 1 3 ) a 26 I M A P C 3 1 6 ) 8 22 I MAPC 315 ) a 1 7
I M A P C 3 1 6 ) 3 10 I M A P C 3 1 7 ) a 1 I M A P C 3 1 B ) = 1 I H A P C 3 1 9 ) 8 1 I MAPC 320 ) s 1

NUMBER DF PIXELS (CALCULATED) FDR EACH SLICE : 612B6
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APPENDIX D

RADIOGRAPHIC - APPARENT DENSITIES RELATIONSHIP 

PROGRAM STAND.FOR OUTPUT

AVERAGE SAMPLE DATA BASED ON ALL 2 0  SCANNED IMAGES :

DENS E RRORCS )

1 . 0 0 0  0 . 4

1 . 8 3 0  5 . 8

2 . 1 0 7  0 . 2

2 . 3 8 3  4 . 2

THE LI NEAR RE GRE S S I ON C O E F F I C I E N T S  ARE :

A = 0 . 9 7 1 E - 0 3  

B = 0 . 0 0 0 E + 0 0

WHERE THE LI NEAR RE GRE S S I ON R E L A T I O N S H I P  I S  :

DENS I TY = A $ CT DENS I TY + B

CT »

1 0 2 6 .

2000.
2 1 7 4 .

2 3 5 6 .
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APPENDIX E

CTPRO OUTPUT OF MODEL INFORMATION

4 3 4  ELEMENTS WERE F I L E D  I N ARRAY " E L M N T " .

9 S L I C E S  , EACH C O N S I S T S  OF 4 8  I S OP ARAME T RI C CBRI CK)  ELEMENTS 

ARE FORMING THE THREE DI MENSI ONAL MESH OF THE T I B I A  SEGMENT .

THE AVERAGE MODULUS OF E L A S T I C I T Y  OF THE WHOLE

BONE SECT I ON I S  : 0 . 4 9 5 0 E + 0 4  CMPaO OR 0 . 7 1 7 9 E » 0 6  C P S I 3  .

THE MAXIMUM ELEMENT AVERAGE MODULUS OF E L A S T I C I T Y  I S  : 0 . 5 3 5 7 E + 0 5

THE MI NI MJ M ELEMENT AVERAGE MODULUS OF E L A S T I C I T Y  I S  : 0 . 1 2 2 0 E + 0 4

2 CONCENTRATED LOADS WERE A P P L I E D I N X D I R E C T I O N  :

■ 1 2 3 . 7 5  CNEWTONS3 AT NODE NUMBER 1 8

- 8 8 . 0 0  CNEWTONS3 AT NODE NUMBER 70

2 CONCENTRATED LOADS WERE A P P L I E D I N Y DI R E C T I O N  :

6 5 . 0 0  CNEWT0NS3 AT NODE NUMBER 18

■ 1 6 2 . 5 2  CNEWT0NS3 AT NODE NUMBER 7 0

C M Pa  I 

CMPal
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APPENDIX F

POST OUTPUT OF VERIFYING MODEL ANALYSIS

$ T

* P OSTPROCESSOR FOR SAP I V F I N I T E  ELEMENT MODEL *
o* «Vi* -i*

$ GENERATED BY REAOCT PREPROCESSOR *
* $
* DEVELOPED BY S .  MAROM *
# #

THE READ I NP UT  F I L E  I NCLUDES NODAL I NFORMATI ON , COORDI NATES 

AND RESULTANT DI SPLACEMENTS , OF MUMNP = 2 2 8  NODAL P O I N T S  , 

D E F I N I T I O N S  ,  P R O P E R T I E S  AND RESULTANT S T RE S S E S  OF NELM = 1 0 8

THE MODEL C O N S I S T S  OF 1 8  3 - 0 S L I C E S  .

THE F I R S T AND LAST NODES IN EA CH S L I C E

S L I C E F I R S T  ELEMENT LA ST ELEME

1 1 6

2 7 1 2

3 1 3 1 8

4 1 9 2 4

5 25 3 0

. 6 31 3 6

7 3 7 4 2

8 4 3 48

9 4 9 5 4

10 5 5 60

11 61 6 6
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12 67 72
13 73 78
14 79 84
15 35 90
16 91 96
17 97 102
18 1 03 1 08

M A X I M U M  D I S P L A C E M E N T S  (TABLE 2)

M A X I M U M  N O D A L  D I S P L A C E M E N T S  IN THE D I R E C T I O N S  X

D E L T A  MAX =• 0 . 6 9 8 E - 0 3  M M  IN N O D E  N U M B E R  2 1 6
AT L O C A T I O N  C 7 . 2 0  , 4 . 8 0  , 4 2 . 5 0  ) C M M D  .

D E L T A  M A X = 0 . 1 5 7 E + 0 0  M M IN N O D E  N U M 3 E R  12
AT L O C A T I O N  C 7 . 2 0  , 4 . 8 0  , 0 . 0 0  ) C M M 3  .

D E L T A  M AX  « 0 . 1 1 0 E - 0 1  M M IN N O D E  N U M B E R  60
AT L O C A T I O N  C 7 . 2 0  » 4 . 8 0  t 1 0 . 0 0  ) C M H O  .

A N D  I :
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MAX/ MIN S T R E S S E S  I N MPa : (TABLE 3)

SIGMA MAX ELEMENT AT S L I C E MIN ELEMENT AT S L I C E

XX 0 . 1 3 E + 0 2  1 0 5

YT 0 . 1 3 E + 0 2  1 0 5

11 0 . 2 6 E + 0 2  1 0 5

18

18

18

- 0 . 1 3 E + 0 2  

- 0 . 1 3 E + 0 2  

- 0 . 2  6 E + 0 2

1 0 8

1 0 8

1 0 8

18

18

18

X Y 0 . 7 4 E + 0 0 1 0 0 17 - Q . 7 4 E + 0 0 1 0 2 1 7

Y L 0 . 2 2 E + 0 1 1 0 6 18 - 0 . 2 2 E + 0 1 1 0 8 18

ZX 0 . 3 3 E + 0 1 1 0 4 18 0 . 4 2 E - 0 1 5 1

MAX 0 . 1 3 E + 0 2 1 0 5 18 - 0 . 1 3 E + 0 2 1 0 8 18

MIN 0 . 1 3 E + 0 2 1 0 5 18 - 0 . 1 3 E + 0 2 1 0 8 18

THE DE S I RE D S L I C E  ,  KSTR = 18  WAS PLOTTED AND STORED IN F I L E



APPENDIX G

POST OUTPUT OF DEMONSTRATING PROBLEM ANALYSIS

* *
* P O S T P R O C E S S O R  F O R S A P  IV F I N I T E  E L E M E N T  M O D E L  * 
£ *
* G E N E R A T E D  BY C T P R O  P R E P R O C E S S O R  $
£ *
* D E V E L O P E D  BY S. M A R O M  *
* *

T H E R E A D  I N P U T  F I L E  I N C L U D E S N O D A L  I N F O R M A T I O N  , C O O R D I N A T E S
A N D  R E S U L T A N T D I S P L A C E M E N T S , OF N U M N P  = 72 0 N O D A L  P O I N T S  ,
D E F I N I T I O N S  , P R O P E R T I E S A N D R E S U L T A N T  S T R E S S E S  OF N E L M  = 4 3 4

T H E  M O D E L  C O N S I S T S DF 10 2 * 0 CS C A N N E D )  C R O S S  S E C T I O N S  t
E A C H  OF  T H E M I N C L U D E S  6 N O D E S IN X D I R E C T I O N  , A N D  12 N O D E S  II

H E N C E  , T HE  T O T A L N U M B E R OF N O D ES IN E A C H  C R O S S  S E C T I O N  IS 72
A N D  IN T H E  W H O L E  M O D E L 7 2 0 N O D ES .

T H E  F I R S T  A N O L A S T N O D E IN E A C H C R O S S  S E C T I O N  A RE :
C R O S S  S E C T I O N FI R S T  N O D E LA ST N ODE

1 1 72
2 73 1 44
3 1 4 5 2 1 6
4 2 17 2 8 8
5 2 8 9 3 60
6 361 4 3 2
7 4 33 5 04
8 505 5 7 6
9 577 6 4 8

10 6 4 9 7 2 0
1 *7 t:175

E L E M E N T S  .

Y D I R E C T I O N



THE MODEL C O N S I S T S  OF 9 3 - 0  S L I C E S  .

THE F I R S T  ftND LAST ELEMENTS IN EACH S L I C E  ARE 

S L I C E  F I R S T  ELEMENT LAST ELEMENT

1 1 ft 7

2 ft 8 9ft

3 9 5 l f t l

ft l f t 2 1 8 9

5 1 9 0 2 3 8

6 2 3 9 2 8 7

7 2 8 8 3 3 6

8 3 3 7 3 8 5

9 3 8 6 ft3ft

MAXIMUM DI S P L ACE ME NT S (TABLE 4)

MAXIMUM NODAL DI SPLACEMENTS I N THE D I R E C T I O N S

DELTA MAX = 0 • 3 8 9 E  + 0 0 MM I N NODE NUMBER

AT ; L OC AT I ON C 7 3 . 6 0  ,

oo•f**4 ,  0 . 0 0  )  CMM3

DELTA MAX = - 0 . 2 5 1 E + 0 0 MM I N NODE NUMBER

AT LOCATI ON ( 6 7 . 2 0  , 6 1 . 6 0 , 0 . 0 0  )  CMM3

OELTA MAX = 0 • 2 9 6 E + 0 0 MM I N NODE NUMBER

AT LOCATI ON ( 7 3 . 6 0  , f t l .  6 0 ,  0 . 0 0  )  CMM3
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MAXIMUM RESULTANT NODAL DI SPLACEMENT I S  :

DELTA MAX = 0 . 5 3 6 E + 0 0  MM I N NODE NUMBER 3 5

AT LOCATI ON C 7 3 . 6 0  ,  4 1 . 6 0  ,  0 . 0 0  )  CMM3

WI TH DI SPLACEMENT COMPONENTS I N  X , Y , Z ,  D I R E C T I O N S  OF J 

0 . 3 8 9 E * 0 0  - 0 . 2  2 1 E  + 0 0  0 . 2 9 6 E  + 0 0  C MMD

MAX/ MI N S T R E S S E S  I N  MPa  : (TABLE 5)

SIGMA MAX ELEMENT AT S L I C E MIN ELEMENT

XX - 0 . 1 5 4 E + 0 2 1 3 1 0 .  1 7 3 E - 0 2 3 5 6

Y Y 0 . 1 9 0 E + 0 2 1 4 1 3 - 0 .  1 7 0 E - 0 2 3 6 2

11 - 0 . 6 8 8 E + 0 2 4 3 4 9 - 0 . 1 8 3 E - 0 1 3 5 5

XY - 0 • 1 1 3 E + 0 2 4 0 1 0 . 2 8 5 E - 0 3 2 4 6

YZ 0 . 1 7 1 E + 0 2 2 8 7 6 0 . 8 2 1 6 - 0 2 1 4 3

ZX 0 .  1 0 3  E + 02 2 8 7 6 0 . 5 1 8 E - 0 2 4 7

MAX 0 . 2 1 2 E + 0 2 1 4 1 3 - 0 . 4 6 4 E - 0 2 2 1 9

MIN - 0 . 2 3 7 E + 0 2 4 0 1 - 0 . 3 7 4 E - 0 2 4 3 3

8
8

8
6
4 

1
5 

9

THE DE S I RE D S L I C E  , KSTR = 6 WAS PLOTTED AND STORED I N F I L E  " STRESS' *



APPENDIX H 
POST OUTPUT FOR COMPARISON ANALYSIS

MAXIMUM DISPLACEMENTS (TABLE 6)

MAXIMUM NCDAL DISPLACEMENTS IN THE DIRECTIONS X Y AND 2 :

f*. - L T A MAX = 0 . 363E+CG MM IN NODE NUMBER 30

AT LCCATIDN ( 70.40 , 37.60 » 0.00 ) CMM 3 •

D E LT A MAX = - 0 .1995+00 MM IN' NODE NUMBER 24

AT LCCATICN C 68.00 , 33.60 • 0.00 ) CM M 3 •

DELTA VAX = 0 .2605+00 MM IN NCDE NUMBER 3 0

m A X / MIN STRESSES IN MPa : (TABLE 7)

SIGMA MAX ELEMENT AT SLICE MIN ELEMENT AT SL

X X 0.157E+02 2 1 -0.310E-C2 266 6

Y Y 0.167E+02 52 2 -0. 14QE-02 412 5

L I -0.752E+02 434 9 -0.237E-C3 351 6

X Y 0.416E+01 2 4 1 C. 2 60 5-0 3 419 9

Y Z 0.196E+02 Z r 7 6 -C.3S6E-02 24 1

Z X 0.117E+02 2 8 7 6 C.2 9 2E-03 1 8r *+

MAX C.17CE+0 2 52 2 C . 1 6 4 c - C 2 376 s

MIN - 0 . 117B + 0 2 3 1 0 . 3 2 7 5-02 4 13
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APPENDIX I

SAP IV OUTPUT INFORMATION OF DEMONSTRATING PROBLEM

S A P I V  S T R U C T U R A L  A N A L Y S I S  P R O G R A M  
S T R E S S  A N A L Y S I S  O F .A L O N G  B O N E  U T I L I Z I N G  C O M P U T E D  T O M O G R A P H Y
N U M B E R  OF N O D A L  P O I N T S  = 7 20
N U M B E R  OF  E L E M E N T  T Y P E S  = 1
N U M B E R  OF L O A O  C A S E S  = 1
N U M B E R  OF F R E Q U E N C I E S  = 0
A N A L Y S I S  T Y P E  = 0
0 - S T A T I C  A N A L Y S I S
1 - P E R I O O S  A N D  M 3 D E  S H A P E S
2 - F O R C E D  R E S P O N S E  A N A L Y S I S
3 - R E S P O N S E  S P E C T R U M  ( S I N G L E )
5 - R E S P O N S E  S P E C T R U M  ( M U L T I P L E )

S T A T I C  S O L U T I O N  E X E C U T I O N  T I M E S
S O L U T I O N  O F E Q U A T I O N S  = 8 8 1 . 3 1
C A L C .  L P R I N T  D I S P .  = A . 7 6
C A L C .  L P R I N T  S T R E S S E S  = 9 . 1 8

S T R E S S  A N A L Y S I S  OF A L O N G  B O N E  U T I L I Z I N G  C O M P U T E D  T O M O G R A P H Y

E X E C U T I O N  T I M E S
N O D A L  P O I N T . I N P U T  = 1 3 . 9 7
E L E M .  S T I F .  F O R M A T I O N 1 3 9 . 7 0
N O D A L  L O A O  I N P U T 0 . 9 0
T O T A L  S T I F .  F O R M A T I O N 1 0 3 . 1 3
S T A T I C  A N A L Y S I S 8 9 5 . 2 5
P E R I O D S  A N D  M O D E  S H A P E S  = 0 . 0 0
F O R C E D  R E S P O N S E  A N A L .  = 0 . 0 0
R E S P O N S E  S P E C T R U M  A N A L .  = 0 . 0 0
S T E P  BY S T E P  I N T E G .  = 0 . 0 0
T O T A L  S O L U T I O N  T I M E  = 1 1 5 2 . 9 5

E Q U A T I O N  P A R A M E T E R S
N U M B E R  OF E Q U A T I O N S 1 9 4 4
B A N D W I D T H  O F S Y S T E M  = 2 40
N O. OF E Q U A T I O N S / B L O C K  = 82
N U M B E R  OF  B L O C K S  OF E Q. = 24
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