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CHAPTER 1 

INTRODUCTION

1.1 Background

The Consumer Electronic Bus (CEBus) for the intelligent home, sponsored by the 

Electronic Industries Association(EIA) [1], is a local area network for communication 

and control w ithin a house. The CEBus is intended to support home communication 

for remote sensing and control, status indication, security monitoring and control, 

energy m anagem ent, entertainm ent facilities, lighting autom ation, home appliances, 

etc. It provides a standardized communications interface to six different physical 

communication media [l]-[5]: PLBus (Power Line Bus), TPBus (Tw isted-Pair Bus), 

CXBus (Coaxial Bus), SRBus (Infrared, or Single-Room Bus), RFBus (Radio Fre­

quency Bus) and FOBus (Fiber-Optic Bus). It uses existing 60 Hz power lines as 

the main retrofit medium in the home. Since every house in the world is wired for 

electricity, the PL CEBus network is easy and inexpensive to install.

The EIA Consumer Electronics Group [4] began in 1984 an effort for the formula­

tion of a standard for a home communication network focused on consumer products. 

Subsequently, a technical steering committee was formed under the Engineering Policy 

Council of the EIA to provide overall guidance and adm inistration of the standards. 

Portions of the draft specification began being released for review in 1989. A revised 

specification was released in 1992. The CEBus standard sets out to achieve several 

objectives. First, it should be easy to retrofit. Also, it should be expandable over
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time as new media and new technologies are adopted. The m ajor technical develop­

ment goals are versatility with both distributed and centralized control, simplicity of 

operation w ithout special training or knowledge, low cost, com patability regardless 

of m anufacturer, support of multiple m edia and media independence.

A new language, the Command Application Language (CAL), has been specif­

ically designed for the CEBus. It provides com patability among supported devices. 

It also allows for extendability over tim e as new features and services are introduced.

The CEBus protocol utilizes Carrier Sense M ultiple Access w ith Contention 

Detection and Contention Resolution (CSM A/CDCR) for channel access. The round 

robin queueing scheme, based on the queueing state, has been employed in order 

to provide equal opportunity to transm it within a priority. Three priority classes of 

messages HIGH, STANDARD, and DEFERRED are supported in the CEBus protocol 

and play an im portant part in its design philosophy. O ther im portant characteristics 

are data communications1, fast response, priority, and fairness.

The CEBus Architecture, which follows the ISO /O SI seven-layer network model, 

will be described briefly in the next chapter. The CEBus standard uses the OSI (Open 

Systems Interconnect) model for data communications interchange. However, it uses 

only four of the seven OSI layers [1], [4]. Some of the functionality associated w ith the 

Transport Layer has been built into the CEBus Network and Application Layers. The 

Session and the Presentation Layers of the OSI model are not required for the  CEBus, 

so they have been om itted to minimize both  packet length and device complexity.

In the literature  [9] - [16], several perform ance evaluations of the CEBus pro­

tocol have been carried out. B. R. B ertan [9] has used a modified CSMA protocol 

to bound the delay for lower priority frames. Bounded delay can be achieved by 

increasing the access time of higher priority nodes. Pakkam and Manikopoulos [10]

P rovisions have been provided for the exchange o f data (non control information) between CEBus 
devices using available bandwidth or other physical resources of the CEBus medium outside of that 
used for control communications.
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have investigated the CEBus performance based on the  Power Line (PL) by studying 

delay versus offered load and throughput for a  num ber of high priority nodes. Yang 

and Manikopoulos [11] - [13] have studied the performance for two physical media 

connected w ith a router. However, the work considers the router as one of the three 

priorities. It was assumed that the date ra te  of the PL was 1,000 ONE b /s  and that 

of the T P  was 10,000 ONE b/s. The literature [12] and [13] contain the router as 

a controlled router. The philosophy behind the design of the controlled router is to 

limit the possibly excessive channel access by the router when demanded by high 

inter-network traffic originating in other medium.

Markwalter, et al., [14] have tested the CEBus proposed design by using a proto­

type router implemented with computer hardware. However, the priority assignment 

of packets utilized was limited to HIGH in order to keep channel access delays con­

sistent.

Yang and Manikopoulos [15] - [16] have also investigated the desirable range of 

packet length and buffer sizes.

1.2 Contributions o f th is D issertation

The main objectives of this dissertation are to investigate the performance of the 

CEBus and to form ulate a theoretical analysis for it by m athem atical models.

In order to evaluate the performance of the Power Line (PL) in the CEBus, a 

mathem atical formulation has been carried out. A priority channel assigned m ulti­

ple access with embedded priority resolution (PA M A /PR) has been developed which 

incorporates the main features of the CEBus network. Several schemes have been 

studied incorporating priority classes and collision avoidance in the literature. These 

schemes have been classified into several categories in this thesis. The scheme used in 

numerical analysis, i.e., PA M A /PR based on the main concept of the CSM A/CD, con­
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tains prioritization (3 priorities) of the channel access, persistent channel access, and 

deference to  higher priority class as a non-preemptive scheme. The analytic results 

by the m athem atical model have been verified by com puter simulation experiments.

In addition, the performance of the CEBus, implemented with two physical 

media interconnected through a router, has been investigated. The router is modeled 

as a node which can handle three priority levels simultaneously. The physical media 

employed here are the Power Line (PL) and Twisted Pair (TP) media communication 

lines. The delay and throughput characteristics of each of the three priority classes 

of messages have been measured in term s of message and channel throughputs and 

mean packet and total (message) delays.

Finally, an ISDN-based home information system using the CEBus has been 

proposed by employing basic rate interfaces. ISDN supplied application services for 

the CEBus such as home information, security, energy management, remote home 

control/m onitoring, call management, and video telephony have been discussed. The 

ISDN/ CEBus network structure, data  and signaling interface between the CEBus 

and ISDN, as well as gateway wiring have been designed. Simulation experiments 

have been carried out in a study of traffic through a gateway between the CEBus and 

the ISDN. The gateway provides 16 K b/s for the ISDN and 10 K “1” b it/s  for the 

home CEBus network. A study of the network sensitivity to the propagation delay 

between the ISDN and the CEBus has been carried out.

1.3 Outline of the D issertation

Following this introduction, chapter 2 describes the architecture and protocols of the 

CEBus briefly in which the details can be found in the literature [1] - [6].

Chapter 3 describes the CEBus theoretical analysis. A m athem atical model for 

the CEBus protocol is formulated. Also, numerical analyses for priority resolution
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using priority channel assigned m ultiple access are carried out. For these analyses, 

embedded Markov chains and generating functions are employed. In order to evaluate 

throughput and delay, the expected length of cycle and the backlogs of each priority 

are calculated. The m athem atical model does not include some aspects of the CEBus 

protocol such as contention resolution during the preamble field of 8 bits and queue­

ing state  in each station, which were deemed intractable in the scope of this thesis. 

However, the simulation experiments do include all the parts of the CEBus protocol. 

So the simulation work is not object to any limitations th a t may be present in the 

theoretical model. At the same tim e it verifies the results obtained in the m athem at­

ical model, which in turn validates the simulation model itself. The close agreement 

found between the analysis and the simulation results strengthens both models.

The objective of chapter 4 is to conduct simulation experiment studies for the 

throughput and delay performance of traffic between the Power Line (PL) and the 

Twisted Pair (T P) media interconnected by a  router which is assigned to handle all 

three priority classes. The router architecture of the CEBus is layered in the same 

m anner as a node. However, it has two Medium Access Control (MAC) Sublayers 

and Logical Link (Control) Sublayers using the same Network Layer. Priority based 

channel access enables a higher priority message to preem pt a lower one while the 

la tte r is waiting for channel access.

The data  rate of the CEBus for the home environment network is quite low, 

the Power Line (PL) and Twisted Pair (TP) each employ 10 K b/s, which is the data 

rate utilized in the simulation experiments. However, generally speaking, local area 

networks using wire pairs can operate up to a few of M b/s. The standard operating 

rate for coaxial cable is in the neighborhood of 10 M b/s. For optical fiber, it is more 

than 50 M b/s. If lasers and single-mode fibers are deployed, the range of bandwidth 

is far higher, in the G b/s range. Given this low channel capacity in the CEBus, 

relatively large delays may be expected in comparison with other high bandwidth



6

networks.

In chapter 5, a CEBus gateway is designed to join the CEBus to ISDN (Inte­

grated Services Digital Network). Such a gateway is utilized in the simulation model. 

A home information system may feature ISDN-based services such as remote home 

control, multim edia including audio, data, and video, security monitoring, and energy 

management. A CEBus gateway plays a key role in the successful connection of ISDN 

to the home. ISDN residential service can be accessed with low speed terminals, per­

sonal computers, and digital telephones through the Basic R ate Interface (BRI), For 

fast facsimile, and slow motion video terminals, the Prim ary Access Interface may 

be utilized. Included in the gateway capabilities is the ability to  convert term inal 

keypress sequences into commands, and to transm it the generated commands to  the 

appropriate media. The gateway is used to convert CEBus signals to ISDN ones and 

vice versa, and to provide 16 K b/s signalling through the D-channel for the ISDN 

network and 10 K ONE b it/s  for the home CEBus network.



CHAPTER 2

CEBUS ARCHITECTURE  
AND PROTOCOLS

2.1 Background

This chapter describes the architecture and protocol of the CEBus briefly as proposed 

in [1] - [6]. The standard  also provides a comparison of supported media, a functional 

description of the utilized constituent layers and requirements. The details may be 

referred to the documents.

The CEBus is a local area network which provides a standardized communica­

tion facility for the exchange of control information among devices and services in the 

home. Prim ary consideration in the development of the CEBus is low cost and ease 

of operation. It addresses both of these issues by providing a standard communica­

tions interface to six supported media (power line,twisted pair, fiber optic, coaxial 

cable, RF, and infrared). In particular, use of the existing 60 Hz power line as a 

communications medium in consumer applications reduces the costs of installation of 

inter-room wiring between devices.

The CEBUS architecture [1] is similar to the OSI model, but has only some of 

the layers. Some of the functionality associated with the Transport Layer has been 

built into the CEBus Network and Application Layers. Since the Session and the 

Presentation Layers of the OSI model are not required for the CEBus, they have 

been omitted to minimize both packet length and device complexity.
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2.2 Channel Access P rotocol

The CEBus [1] employs three different priorities HIGH, STANDARD and DE­

FERRED. The s ta te  of the m edium may be classified as IN FER IO R  or SUPERIOR 

[l]-[3]. For the PL control channel, the encoded symbols will be represented by the 

alternating presence of either SU PERIO R state phase in the message body, or alter­

nating SU PERIO R and IN FERIO R states during the preamble. Examples of encod­

ing during the preamble portion and during the non-preamble portion of the message 

are shown in Fig. 2.1. To make detection of the preamble easier, the unit symbol 

tim e (UST) is longer during the preamble than during the message portion of the 

packet. W hile the unit symbol tim e is longer (114/xs vs. 100/ts), the SUPERIOR01 

carrier sweep tim e remains constant throughout the packet. The carrier on the PL 

consists of a sinusoidal wave form th a t is swept linearly from 203 KHz to 400 KHz 

for 19 cycles, back to 100 KHz in one cycle, then back to 203 KHz in 5 cycles during 

a lOO^sec interval.

The preamble ends with a special preamble EOF symbol th a t divides the pream­

ble from the non-preamble portion of the message. The following Table 2.1 is for the 

three CEBus encoded symbols used during the preamble. The preamble EOF consists 

of eight SU PER IO R 01 states in a row of 100/xs each (no intervening inferior state). 

Then the body of the message immediately follows the preamble EOF.

During the non-preamble portion of the message, the transm itter is continually 

outputing a frequency swept carrier in either the SU RPERIO R01 sta te  phase or the 

SU PER IO R 02 state  phase, as shown in Fig. 2 (b).

The CEBus symbols are indicated by “1”, “0” , “EO F” (End of Frame), and 

“E O P” (End of Packet). The signal encoding for the PL control channel is Non 

Return to Zero (NRZ), using Pulse W idth Encoding. These symbols are encoded 

using a swept frequency carrier coupled to the power line. For the TP, CX, or IR 

control channel, the SUPERIOR s ta te  is represented by the presence of either a
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(a). Preamble Encoding Example
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(b). Non-preamble Encoding Example 

F ig. 2.1  Power Line (PL) Control Channel.
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Table 2.1: Symbol Duration of the Preamble

SYMBOL Duration Margin
ONE 114/isec ±114ns

ZERO 228/zsec ±228ns
Preamble EOF 800^sec ±800ns

positive or a negative differential voltage, while the INFERIOR state  as the absence 

of any voltage swing. The T P  control channel occupies a bandwith from 1 to 64 KHz. 

The T P  signal is a differential bipolar signal making use of three levels to encode the 

symbols. The CX signal characteristic is Non R eturn to Zero (NRZ) Pulse W idth 

Encoding (PW E). The encoded symbols will am plitude key a sinusoidal waveform 

carrier coupled to the coaxial cable.

In order to transm it a frame, the medium should remain in the IN FERIO R state. 

The nodes for each priority transm it packets and wait a certain amount of tim e as 

follows:

• Successful transmission:

If the channel is sensed idle, the node may start transmission of a packet. Even 

if a collision occurs while the node is transm itting a SUPERIOR state, the 

transm itting node succeeds in completing the transmission. This procedure 

will be described again in item  e.

• Unsuccessful transmission:

If the node senses the channel busy or gets involved in a collision, then it 

defers the transmission a ttem pt according to a random tim e delay, prioritization 

and queueing state. The packet of the backlogged node becomes ready for 

retransmission again in some later slot.

To reduce the probability for unsuccessful communication, the CEBus uses sev­

eral different methods to access the channel [l]-[3]. The medium channel access
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DEFERRED UNQUEUED QUEUED

Minimum Channel 
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UST

F ig . 2 .2  Channel Access Wait Time of Prioritization and Queuing Scheme, 

m ethod is reviewed briefly below:

2.2.1 Prioritization

Fig. 2.2 illustrates the channel access wait tim e of prioritization and queueing scheme. 

According to the priority of the message and sources, the CEBus employs HIGH, 

STANDARD and DEFERRED priorities [1]. The lower priority nodes will always 

yield to the higher priority nodes and defer to  them. After the end of a packet (EOP) 

and minimum channel access delay time, HIGH priority, imposes no additional access 

delay. STANDARD priority imposes 4 USTs (Unit Symbol Times) access delay, while 

DEFERRED requires 8 USTs access delay. This does not include the random  access 

delay time. Therefore, higher priority frames do not have to contend for channel 

access with lower priority ones, as shown in Fig. 2.2.1.
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2.2.2 M inim um  C hannel A ccess D elay (S tate D eference)

After a minimum of 6 unit symbol times (USTs) have elapsed following an EOP, 

an immediate acknowledgment (IACK) or a retransmission without conflict can take 

place. W hen the Physical layer sends an EOP (4 USTs) symbol, it readies the D ata 

Link Layer (DLL) to transm it [1], [2].

In the case of IACK, the originating node expects to hear the beginning of the 

IACK preamble within the first 4 USTs after sending its EOP symbol. This sequence 

of events happens within the minimum wait time (6 USTs). If the originating node 

does not detect the beginning of an IACK within 4 USTs after the end of its frame, 

a retransmission will s tart before the 5th UST has elapsed. During this period, the 

originating node still owns the channel and avoids any contention. However, the 

receiving node must begin transmission of the IACK Preamble within 2 USTs of 

the end of the received originating frame. If a received IACK at the source denotes 

bad reception at the destination, the originating node m ust begin its retransmission 

within 5 USTs of the end of the faulty IACK.

2.2.3 Q ueueing and Round-robin Scheduling

The use of the round-robin scheme within the same priority level ensures that the 

contending nodes have equal opportunity  to access the channel.

- Queued State

Once a transm itting node completes a transmission successfully, the node will be 

placed in the Queued state from an Unqueued state. The effect of being in the 

queued state  is to repeatedly defer channel access to all unqueued nodes at the same 

priority level. If the queued node confirms th a t no other unqueued nodes a ttem pt to 

send a message during the 4 UST of its queued s ta te ’s delay, it may then a ttem pt to 

send a message.
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- Unqueued State

This state  occurs in one of the following two circumstances:

1. If the station has no message to send or the medium is sensed idle for the maximum 

channel access time (22 USTs).

2. If none of the Queued nodes complete a transmission during the following 4 UST 

slots.

2.2.4 R andom ization

A random  delay of either 0, 1, 2, or 3 USTs is used for the control of each node’s 

transmission start tim e [1], which results in reduction of contention probability during 

each of the priority queueing time slots. By this m ethod, the channel throughput can 

be improved significantly. This randomization of s ta rt times described above is a 

clever and simple mechanism designed to reduce the probability of contention, which 

is quite successful.

2.2.5 C ontention D etection  and its R esolution

Although the above rules cover all situations and while the Data Link Layers of the 

nodes are designed to avoid contention over the channel, some nonzero probability 

of contention still exists when two or more nodes try  to transm it simultaneously in 

the same time slot [7], [8]. Fig. 2.3 shows an example of contention detection and 

contention resolution.

• Contention Detection:

The Power Line Symbol Encoding (PLSE) sublayer provides all the necessary encod­

ing of the CEBus symbols into the required requests for SUPERIOR or IN FERIO R 

states on the media. So, the Physical Layer by the use of SUPERIOR and IN FERIO R 

medium states enables contention detection. A node, while transm itting as SUPE-
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t r a n s m it t e r  a  

t r a n s m it t e r  b

TRANSMITTER C

STATES ON 
THE CHANNEL

SUPERIOR SUPERIOR
STATE STATE

F ig . 2 .3  Example of Contention Detection and. Contention Resolution.

RIOR state on the medium, will dom inate any a ttem pt to transm it an IN FERIO R 

state  by any other transm itting nodes. This dominance of the SU PERIOR state  

makes it possible for the nodes transm itting a SU PERIO R state  to keep transm itting 

in preference over the  IN FERIO R state  nodes. Fig. 2 shows an example of contention 

detection and contention resolution. In the CEBus, collisions occur only when two or 

more stations win contention during the period of preamble transmission.

• Contention Resolution:

The node which detects a contention while transm itting  an INFERIOR state  will stop 

transm itting immediately and continue to defer transmission until after the frame has 

been sent. The value of the Preamble field is a Pseudo-random  bit sequence (8 pulses) 

which allows for contention resolution by the D ata Link Layer [1], This Preamble 

activates contention detection and resolution as part of the channel access protocol. 

For example, after two nodes have a collision, they will try  to transm it their packets

SUPERIOR
INFERIOR

-0
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by sending a random bit sequence of SU PERIO R and IN FERIO R states by the 

Physical Layers to the medium. Of course, each node would begin its transmission 

in the SU PERIOR state. However, at some time, one of the colliding nodes will 

transm it an IN FERIO R state  while the other is transm itting  a SU PERIO R one. The 

SUPERIOR state  must be able to override the IN FERIO R state ( “listening s ta te” ), 

allowing a node in IN FERIO R state to detect any other node’s SU PERIO R state  over 

the medium [14], [15]. So, the conflict among the transm itting nodes can be resolved 

during the Pream ble slot w ithout losing any information. However, in rare occasions 

for some reason such as noise on the medium, device interference, or by chance, the 

contention may survive past the preamble. This will cause either the transm ission to 

be aborted and retransm itted  or a bad packet to be received.

2.2.6 Error D etection

Cyclic Redundancy Check (CRC) is a powerful error-detecting m ethod. These re­

dundancy bits do not carry any information; they are merely used to determ ine the 

correctness of the bits carrying the information.

Here, all the characters in a message block are treated as a serial string of 

bits representing a binary number. This number is then divided modulo 2 by a 

predetermined binary number and the rem ainder of this division is appended to the 

block of characters as a cyclic redundancy check (CRC) character. The CRC is 

compared with the check character obtained in similar fashion at the receiving end. 

If they agree, the message is assumed correct. If they disagree, the receiving term inal 

will demand a retransmission. This is usually called the ARQ (A utom atic Repeat 

Request) m ethod of error control and is very commonly used in d a ta  communication. 

The CRC character is also called the cyclic check sum, or simply the check sum 

character.

The Power Line protocol employs “error detection” performed a t the Sym­
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bol Encoding sublayer level, i.e. PLSE (Power Line Symbol Encoding Sublayer). 

For error correction, the status service primitive, PH_CC_STATUS. indicate (e.g., 

GOOD_FRAME or BAD_FRAME) is passed up at the end of every received packet 

(at the end of CRC) [4]. T hat is, the Frame check Sequence (FCS) is computed over 

the Unit Symbol Times(UST) by treating 01 as logical Is and 0 2  as logical Os. Here 

one phase is called 01 , and the opposite phase is called 0 2  from either SUPERIOR 

01 or SU PERIO R 02. For reference, the PREAM BLE EOF and the  rest of the frame 

are encoded by state  changes between one of two phases of an elemental waveform. 

Media tha t do not use Symbol Encoding Sublayer error detection do not have this 

primitive value. The specific Frame check sequence used is a 16-bit CRC standard, 

known as 1 +  X 2 +  X 15 +  X 16 [4].

Bits are shifted into the CRC com putation starting with the 0 2  UST that must 

follow the PREAM BLE EOF. The PREAM BLE EOF will always be transm itted  as 

8 01 pulses. A 0 is the first bit into the CRC computation. Each transm itted  UST 

(01 or 0 2  pulse) shifts another bit into the CRC. This process, as explained in [4], 

continues until the last of 4 EOP USTs is processed. At this tim e the CRC will 

contain the 16bits tha t will result in a 0 in the CRC register.

At the end of the EOP, the PLSE immediately transm its the 16 USTs encoding 

the 16 CRC bits. The most significant bit of the CRC16 is transm itted  first. A PL 

medium will always end with four EOP USTs plus 16 CRC USTs. After handling of 

USTs and error checking, the CRC is cleared and each UST after the PREAM BLE 

EOF shifts a new bit to the CRC com putation. After the last UST, an error free 

frame will result in 0 in the 16 bits of the CRC.



CHAPTER 3

CEBUS THEORETICAL 
ANALYSIS

3.1 General

One characteristic of a local area network is th a t all attached users (or stations) on 

its medium m ay a ttem pt simultaneously to gain access to the transmission facilities. 

Gold and Franta [21] have categorized multi-access protocols, based on two general 

criteria (a) the level of node cooperation demanded by the protocol along with the 

information the nodes employ and (b) the degree to which they adapt to changes in 

demand for the channel, as follows:

1) Fixed Assignment

2) Random Assignment

3) Demand Assignment

One of the most widely used random access protocols is Carrier Sense Multiple 

Access with Collision Detection (CSM A/CD). This provides excellent channel u ti­

lization and low packet delays under light traffic loads. However, in order to provide 

a priority function in the channel access recently prioritized channel access mecha­

nisms have been considered. According to the type of the packets transm itted  such as 

data files, e-mail, interactive data, rem ote control, emergency reporting and system 

management, different delay times and throughputs are required.
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In order to resolve collisions, several schemes have been studied for incorporating 

priority classes and collision avoidance. Those schemes proposed in the literature 

can be classified into several categories, on the basis of the objectives and approach 

methods, as follows:

A. P r io r i ty  Q u e u e in g  A p p ro a ch

In the priority queueing scheme at station buffers, each station organizes a pri­

ority queue with Head-of-Line (HOL) discipline. Accordingly, the packet at the head 

of the buffer will be the longest-waiting packet of the highest priority class, at any 

instant. A new arrival packet to the buffer, with greater than the current highest 

priority, will displace the packet currently at the head of the queue.

•  Preemptive/Non-preemptive Priority Queueing;

Priority Queues (preemptive or non-preemptive) [51], and CSM A/CD-P [52] are ex­

amples of such a priority queueing scheme. In the Preemptive Priority Queueing 

System  [53], two-classes of customers were considered. The high priority class has pre­

emptive head of the line priority over the low priority customers. In Non-preemptive 

Priority Queueing System [53], [54], the preemption is not allowed. In order to com­

pute the s ta te  probabilities in priority queueing systems, the recursive formulas as 

well as the generating function of the number of customers in the system  are derived.

• Prioritized Virtual Time CSMA (P VT-C SM A);

In PVT-CSMA [55], the packets in the network arrive with a priority queueing mech­

anism, following the head-of-line principle. The higher priority transm its packets 

ahead of the lower priority. W ithin a priority class, the packets must be transm itted 

in the order th a t they were received.

B. R e s e rv a tio n -b a se d  P r io r i ty

This scheme employs a channel reservation by allowing a portion of the channel


