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ABSTRACT

ADAPTIVE SPACE-TIME PROCESSING FOR WIRELESS COMMUNICATIONS

by
Xiao Cheng Bernstein

Adaptive space-time processing techniques have been found to increase the capacity of two major, multiple-access wireless communication systems: Time Division Multiple Access (TDMA) and Code Division Multiple Access (CDMA).

In an IS-54 TDMA system, the frequency re-use factor has to be set to 7 so that cells with the same spectrum are separated far enough to meet a required carrier-to-interference ratio (CIR). Space processing uses multiple antennas which, in turn, provide alternative signal paths in order to cancel interferences and combat multipath fading. We have proposed the eigencanceler method and have reviewed the theoretical optimum combining and the feasible direct matrix inverse (DMI) technique. An analysis of the system performance reveals that when data sets are small, the eigencanceler is superior to DMI. Furthermore, we have proposed a simple projection-based algorithm and have analyzed its performance.

The capacity of CDMA communication systems is restricted by multiple-access interferences (MAI). We have shown that spatial and temporal processing can be combined to increase the capacity of CDMA-based wireless communications systems. The degrees of freedom provided by space-time processing can be exploited to combat both fading and MAI. Specifically, we have discussed the following methods: (1) space-time diversity, (2) cascade optimum spatial-diversity temporal, (3) cascade optimum spatial-optimum temporal, and (4) joint-domain optimum processing. We have proved that, due to its interference cancellation capability, optimum combining provides significantly better performance than diversity techniques.
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CHAPTER 1
INTRODUCTION

1.1 Objective
The objective of this dissertation is to present applications of space-time processing for the following multiple-access, wireless communication systems: time-division multiple-access (TDMA) and code-division multiple-access (CDMA).

For the TDMA system, we review the following spatial processing techniques: optimum combining and direct matrix inverse (DMI); and we propose eigenanalysis-based processing, or the eigencanceler. An analysis of system performance shows that the eigencanceler is superior to DMI when small data sets are available. Also, a simple algorithm implementing the eigencanceler is proposed and its performance is analyzed. This algorithm is compared with (1) the least-mean-square (LMS) algorithm, (2) recursive least-squares (RLS) algorithm, and (3) the power method.

For the CDMA system, the following receiver configurations are formulated and compared: (1) space-time maximum ratio combining (SMRC/TMRC) (in effect space-time diversity), (2) cascade optimum space-MRC time (SOPT/TMRC) (optimum spatial processing cascaded with a RAKE receiver), (3) cascade optimum space-optimum time (SOPT/TOPT), and (4) joint domain optimum combining (JOPT). It is shown that by upgrading from the SMRC/TMRC receiver to optimum combining significant capacity improvements can be achieved. The best performance is shown with the JOPT receiver. By increasing the number of antennas from one to two, the capacity increases by at least 100%.

1.2 Background Information
Wireless communication offers universal network access by removing users' location and time constraints. As wireless networks proliferate and the subscriber community continues to expand rapidly, there is an increasing demand for the development of
spectrally efficient multiple-access schemes to alleviate spectral congestion. State-of-the-art technology already allows the deployment of some multiple-access systems, while active research is ongoing to improve the performance of future systems [4, 19, 6]. The main objective of the research is to increase network capacity without impairing service [8].

There are three types of multiple-access schemes based on a frequency, time and code division multiple-access referred to as FDMA, TDMA and CDMA, respectively. The "first-generation" cellular systems use the FDMA scheme for spectrum sharing, analog frequency modulation (FM) for speech transmission, and frequency shift keying (FSK) for signaling. The advanced mobile phone system (AMPS), developed by AT&T for the USA, and the total access communication system (TACS), used in the UK and a number of other countries, belong to the "first-generation." In these cellular systems, each cell is allocated a set of frequencies. Interference between cells is minimized by assigning different frequency bands to neighboring cells. Frequencies are reused at intervals one or two cells apart. Demand for increased capacity in a certain area can be satisfied by cell splitting. A degree of the splitting, however, is limited by the overhead of handoffs between cells.

The "second-generation" cellular systems are entirely digital. This allows TDMA and CDMA to be feasible. The TDMA system adds time slots on each radio channel, thus allowing more users to share the same spectrum. The global system for mobile communications (GSM), specified by the European Telecommunications Standards Institute (ETSI), as well as IS-54, adopted by the Electronic Industries Association (EIA) and Telecommunications Industry Association (TIA) in North America, are TDMA cellular systems. TDMA system capacity can be further increased by using spatial processing (antenna arrays). CDMA, as a spread spectrum system, has distinct advantages over FDMA and TDMA systems. It has a larger capacity than either FDMA or TDMA. The IS-95 CDMA standard is adopted by
the EIA/TIA in North America. Multipath fading and multiple-access interference (MAI), however, limit the CDMA system's capacity. Antenna arrays, combined with temporal processing could provide a cost efficient means to increase the capacity of the CDMA system.

The frequency re-use factor determines the number of cells that share an entirely allocated spectrum. Reduction of the frequency re-use factor can increase system capacity. None of the existing standard TDMA systems, however, can reach the lowest frequency reuse factor of 1, because the low frequency re-use factor results in high interference power, which in turn degrades the system performance. In the IS-54 TDMA system, the frequency re-use factor has to be set to 7 so that cells with the same spectrum are separated far enough to meet the required carrier-to-interference ratio (CIR). Space processing employs multiple antennas to provide alternative signal paths to cancel interferences and combat multipath fading so that it can reduce the required CIR. An adaptive array exploits the correlation between the interference signals at the array elements to steer nulls in their direction. Winters [33] studied the application of an adaptive array at the base station to maximize the signal-to-noise-plus-interference ratio (SNIR). He assumed a flat Rayleigh fading channel and independent fading between antennas and found a Wiener filter solution for the optimal weight-vector. Also, he showed that an antenna array may allocate available degrees of freedom either to null interferences or for path diversity to combat fading [35]. Additional applications of adaptive arrays to co-channel interference cancellation in mobile communications, can be found in refs. [27, 30]. The number of antennas is restricted by the available data size, for instance by a 14-symbol synchronization sequence as in IS-54 system. Thus, a suboptimum combining scheme, which converges with a small data size, is of particular interest.

In ref. [11], we proposed an eigenanalysis-based technique for spatial filtering of co-channel interferences. Originally applied to spectral estimation and direction-
finding problems, the eigenstructure of the received data correlation matrix can also be exploited for developing an adaptive filter [10]. This filter, referred to as the eigencanceler, was found to perform particularly well when only a few samples are available for estimating the correlation matrix. The eigenanalysis-based adaptive array is being applied to the flat Rayleigh, slowly fading channel, which in turn characterizes the mobile communications environment. In this dissertation, the eigencanceler's performance with respect to rejection of co-channel interference is compared with, and shown to be superior to DMI method. Further implementation of the eigencanceler has been suggested by applying a simple projection-based algorithm for updating the signal space decomposition and computing the weight-vector. The algorithm has an $O(Nr^2)$ complexity, where $N$ is the dimension of the matrix and $r$ is the rank of the interference subspace. The algorithm is shown to be faster than the LMS adaptive algorithm for optimum combining and its speed is comparable to the RLS. The tracking ability is also simulated in this dissertation and compared to [34].

As a result of extensive research over the last few years, cellular CDMA has emerged as an attractive alternative to the veteran FDMA and to TDMA. CDMA has been shown to be particularly advantageous in terrestrial digital cellular systems [20, 14], and it could become the long term answer to personal communication systems (PCS). Its capabilities stem from the specifics of the environment encountered in wireless PCS. In a typical urban environment the signal delay spread corresponds to a coherence bandwidth of the order of a few hundred kilohertz. The IS-95 standard defines the CDMA signal with a bandwidth of 1.25 MHz. This bandwidth is typically several times larger than the channel coherence bandwidth encountered by the systems, and thus it provides for path diversity, which can be exploited to mitigate multipath effects. CDMA signals are overlaid in the frequency channel and are separated based on their waveform signature. Consequently, it is possible to reuse
the entire spectrum in each cell (re-use factor of 1). Such a scheme can inherently take advantage of low voice activity since, with respect to any particular user, the interference is formed by the aggregate of the other signals. The performance of CDMA-based systems is ultimately limited by co-channel interference, thus it is said to be interference limited.

If the transmissions from the base station are synchronized, a judicious choice of codes can minimize interferences at the mobile downlink (site-to-mobile). On the uplink, however, signals use different propagation paths and even with synchronization, the users' signals cannot be made orthogonal, making CDMA vulnerable to near-far effects. Due to non-zero cross-correlations between waveforms, strong signals from closer users may have a deleterious effect on the designated user's signal. This problem can be mitigated using power control. To be effective, however, the power control needs to be accurate (typically within 1 dB), be fast and have a large dynamic range [19]. The quality of power control has been shown to have a great impact on the performance of CDMA systems [32]. Near-far effects are exacerbated by the multipath fading and shadowing environment typical in urban PCS environments. The multipath fading problem is mitigated by the use of the RAKE receiver, which constructively combines the resolved signal paths.

A further increase in the capacity of CDMA-based wireless communication systems is possible by exploitation of the spatial domain in the transmit or receive mode [40, 31, 21]. There are several ways in which an antenna array could operate in a wireless communication system. If line-of-sight is available, multiple transmit/receive beams could be formed at the base station. Generation of multiple transmit beams involves either parallel transmit modules or beam agility. Either way, multiple transmit beams are a complex and expensive solution. Beamforming on receiver is easier to accomplish since it can be implemented digitally or even in software. Classical beamforming forms narrow beams in specified directions. However, in an
urban environment affected by severe multipath, the line-of-sight scenario is not likely. Thus a generalized form of beamforming is required, in which beams are not associated with physical directions, but rather with a propagation vector representing the aggregate of all the propagation paths resulting from a specific source. The viewpoint adopted in this paper is that of the single user, with the tacit assumption that in a multiuser application, the solutions discussed need to be replicated for the other users. A rudimentary form of arrays (sector antennas) have been incorporated in second-generation wireless cellular systems. The arrangement provides directivity in specified sectors, but the patterns are designed for no overlap. Hence, spatial/temporal correlations cannot be exploited. Unlike sector antennas, in an adaptive array, individual antenna patterns overlap and signal processing can be brought to bear to improve performance. As an interest in the CDMA systems grows, there is an increasing number of publications considering the benefits of antenna arrays to CDMA-based systems. A co-channel interference canceler based on null-steering is suggested in refs. [18, 17]. The channel model assumed is line-of-sight and a multi-user receiver is used to cancel co-channel interferences at the same angle of arrival as the desired source. An alternative point of view to combining the paths is that of equalizing the channel. In ref.[13], the no distortion Nyquist criterion is extended to the spatial domain and is used to develop zero forcing and minimum mean square error equalizers. In ref. [23], a space-time configuration that consists of an antenna array and a RAKE receiver is suggested. The array and the RAKE receiver are cascaded. Calibration issues for this arrangement are considered in ref. [15]. Further improvement is possible by considering optimum processing in both the space and time domains, either cascaded or jointly.
CHAPTER 2
SPATIAL PROCESSING FOR TDMA SYSTEMS

This chapter demonstrates applications of adaptive array techniques to improve the performance and increase the capacity of TDMA systems. The adaptive array theory is well understood and documented [22]. Applications, however, were slow to exploit this body of knowledge, due to costs of building arrays and high demands on the real-time computing power usually associated with array processing. Nevertheless, conditions may be right for the use of adaptive antennas in mobile communications. Technological advances lowered the cost of hardware and computing power to the point that adaptive antennas have become viable alternatives to other network expansion techniques, such as microcells. The cost of the added complexity may well be offset by increased revenues from expanding traffic and customer base. Furthermore, significant improvement can be achieved even with relatively few antennas and without an undue increase in complexity.

In contrast to traditional array processing, in which antennas are placed at half-wavelength or at smaller intervals such that a high correlation exists between signals across the array, spatial diversity is achieved by placing the antennas at larger intervals to provide for independent signal paths. Signal enhancement is then provided by maximum ratio combining (MRC), where each antenna output is weighted proportionally to the signal strength in that channel [24]. MRC combats fading by maximizing the signal-to-noise ratio (SNR) under the assumption of white gaussian noise, i.e. in the absence of co-channel interference. Optimum combining has been shown to provide both signal enhancement and interference cancellation [33]. One of the important results in this field is that, under an assumption of slow independent Rayleigh fading, an $N$-element array can null out $L$ spatial interferences and provide $N - L$ diversity paths [36]. A well known result in array processing is that when the array covariance matrix is estimated from the data, the sample support is
required to be at least twice the array dimension to provide an output SNR within 3 dB of the optimal. The 14-symbol synchronization sequence provided by the IS-54 standard, could be used for array training. Due to the limited sample support, fast adaptive techniques which might outperform DMI are of particular interest.

In mobile communications, the signal environment varies due to the motion of the mobiles. However, fast adaptive techniques are capable of tracking the changing signals. This is yet another reason why fast adaptive techniques are of great interest [34]. In ref. [11], we have proposed the eigencanceler method. The eigencanceler is derived from the decomposition of the signal space into interference and noise subspaces, and the construction of a weight vector in the noise subspace [10]. In this chapter, we show that the eigencanceler can perform particularly well with small data sets.

Section 2.1 presents the problem statement and the conventional Wiener filter for interference suppression. In Section 2.2, the eigencanceler is formulated. Its performance is evaluated by analysis and simulations in Section 2.3 and Section 3.3, and conclusions are summarized in Section 2.6.

2.1 Problem Statement

Consider a mobile communication system in which mobiles communicate with the base station. The base station consists of an $N$-element antenna array. The signals are assumed to be narrowband, hence they can be represented by samples of their complex envelopes. We assume the channel is characterized by flat Rayleigh fading, independent between the antennas. The fading is assumed fixed over the processing interval and independent between processing intervals. If the multipath delay is larger than one tenth of a symbol duration, it may cause intersymbol interference, which can be equalized using a tap-delay line filter at each antenna. In this paper, however, we emphasize spatial processing. Hence, the delay spread is assumed small.
so that a single weight at each antenna is sufficient. Let $x(k)$ be the $N \times 1$ data vector of antenna outputs at time $t = kT$, where $T$ is the symbol interval. As shown in Figure 2.1, the data vector consists of contributions of the signal-of-interest (SOI) $x_s(k)$, co-channel interferences due to the other users’ signals $x_j(k)$, $j = 1, \ldots, L$, and samples of white complex Gaussian noise $v(k)$, with a zero mean and a variance equal to $\sigma^2 = N_0/T$:

$$x(k) = x_s(k) + \sum_{j=1}^{L} x_j(k) + v(k)$$  \hfill (2.1)

With the fading model assumed, each source (SOI or interference) may be represented by a propagation vector $\mathbf{u}$, whose components are realizations of independent, complex Gaussian random variables with zero means, and unit variances. This model implies that the array elements are sufficiently separated to allow independent fading between antennas. The vector $x(k)$, can be written as:

$$x(k) = m_s(k)A_s \mathbf{u}_s + \sum_{j=1}^{L} m_j(k)A_j \mathbf{u}_j + v(k)$$  \hfill (2.2)

where $m_s(k), m_j(k)$ are complex data symbols, $A_s = \sqrt{E_s/T}$ and $A_j = \sqrt{E_j/T}$ are the amplitudes, and $\mathbf{u}_s$ and $\mathbf{u}_j$ are the propagation vectors of the SOI and inter-

Figure 2.1 Adaptive array
ferences, respectively. $E_s$ and $E_j$ are the received signal energy per symbol of the SOI and interferences, respectively.

With slow fading, we assume that the interference-plus-noise correlation matrix is stationary over the processing time and define

$$R_n = \mathbb{E}[x_n(k)x_n^H(k) | u_j], \quad (2.3)$$

where the superscript $(.)^H$ denotes the complex conjugate transpose and $x_n(k) = x(k) - x_s(k)$ is the interference-plus-noise data vector. The expectation is taken with respect to the noise and conditioned on the values of the propagation vectors $u_j, j = 1, \ldots, L$. The weight vector that maximizes the SNIR is given by the well-known relation:

$$w_o = cR_n^{-1}r_{sx}, \quad (2.4)$$

where $c$ is a scaling constant and $r_{sx}$ is the cross-correlation vector defined as $r_{sx} = \mathbb{E}[m_s(k)x(k) | u_s]$. Note that $r_{sx} = \mathbb{E}[m_s(k)x(k) | u_s] = A_s u_s$. The processor in equation (2.4) is referred to as the optimal combiner. The output of the optimal combiner is constructed as $y(k) = w_o^H x(k)$, which is the input of the detector.

The statistics of the received signal channels typically are not known and, furthermore, will vary over time. This is why adaptive methods are required to track the signal environment. Methods for estimating the weight vector, when the statistics of the data are not known, are commonly classified as either block processing or adaptive processing. With block processing, the correlation matrix and cross-correlation vector are estimated from a block of received data. With adaptive processing, the new data is used directly to update the weight vector. The weight vector calculation based on block processing is known as the direct matrix inversion (DMI) method [26]:

$$w = \hat{R}_n^{-1}\hat{r}_{sx}, \quad (2.5)$$
where the estimated correlation matrix $\tilde{R}_n = \frac{1}{K} \sum_{k=1}^{K} x_n(k)x_n^H(k)$ and the estimated cross-correlation vector $\mathbf{r}_{xx} = \frac{1}{K} \sum_{k=1}^{K} m_s^*(k)x(k)$ are obtained from averages over $K$ data vectors. The estimation process results in a performance loss with respect to the case of known statistics.

The Wiener filter provides the optimal solution when data statistics are stationary and known. When the statistics are estimated from the data the solution is not necessarily optimal and is affected by the quality of the estimates. In particular, it has been shown that when the signal $x_n(k)$ is Gaussian, $\tilde{R}_n$ has a Wishart distribution and more than $2N$ snapshots are required in order to obtain a solution within 3 dB of the optimal SNIR [26]. In the next section we introduce an eigenanalysis-based array processing technique, which subsequently is shown to converge (i.e. it requires less data for estimation) much faster than the Wiener filter, when the number of interferences is limited.

### 2.2 Eigenanalysis Filter

The eigenanalysis-based filter is developed from properties suggested by the eigen-decomposition of the array correlation matrix [11]. Consider the interference-plus-noise correlation matrix $R_n = \sum_{j=1}^{L} P_j u_j u_j^H + \sigma_v^2 I$. When the number of interferences $L$ is less than the number of antennas in the array $N$, the $L$ propagation vectors $u_j$ are usually linearly independent and span a signal subspace, referred to as the interference subspace. Assuming interferences are strong, the matrix $U = \sum_{j=1}^{L} P_j u_j u_j^H = R_x - \sigma_v^2 I$ has $L < N$ non-zero eigenvalues. The eigenvalues of $R_n$, $\lambda_i(R_n)$, are those of $U$ plus the white Gaussian noise eigenvalues, $\lambda_i(R_n) = \lambda_i(U) + \sigma_v^2$, for $i = 1, \ldots, N$. Hence, the $L$ largest eigenvalues of $R_n$ represent the interference sources. It is well known that the eigenvectors $q_i$ associated with these eigenvalues span the same algebraic subspace as the interference subspace [12]; namely, $\text{span} \{q_1, \ldots, q_L\} = \text{span} \{u_1, \ldots, u_L\}$. Hence, the orthogonal complement of
the interference subspace, termed the noise subspace, has the following orthogonality property.

\[ \text{span} [q_{L+1}, \ldots, q_N] \perp \text{span} [u_1, \ldots, u_L]. \]  

(2.6)

When the number of interferences \( L \geq N \), there is no noise subspace orthogonal to the \( \text{span} [u_1, \ldots, u_L] \). Yet, the total interference-plus-noise power, given by \( P_n = \text{trace} [R_n] = \sum_{i=1}^{N} \lambda_i (R_n) \), is concentrated in the larger eigenvalues of \( R_n \).

The uneven distribution of the interference power across the eigenvalues of the correlation matrix forms the basis for the eigenanalysis filter. After having defined a partition of the signal space into an \( r \)-dimensional interference subspace, \( Q_c = \text{span} [q_1, \ldots, q_r] \), and an \( (N-r) \)-dimensional noise subspace, \( Q_v = \text{span} [q_{r+1}, \ldots, q_N] \), the eigencanceler is designed as the minimum-norm vector, which is orthogonal to \( Q_c \) and provides a specified gain to the desired signal. The weight vector is then formulated as the solution of the optimization problem:

\[ \min_w w^H w \text{ such that } w^H Q_c = 0 \text{ and } w^H u_s = g. \]  

(2.7)

It can be shown that the solution to (2.7) is given by \([10]\):

\[ w_e = c_2 \left( I - Q_c Q_c^H \right) u_s \]

\[ = c_2 Q_v Q_v^H u_s, \]  

(2.8)

where \( c_2 = g \left| Q_v^H u_s \right|^2 \), and we used the relation \( Q_c Q_c^H + Q_v Q_v^H = I \).

For \( L < N \), the best partition is given by \( r = L \). This can be seen by evaluating \( w_e^H w_e \) for \( r = L \) and for \( r = L+1 \). From relation (2.8) and the value of the constant \( c_2 \), we have:

\[ w_e^H w_e (L) = |g|^2 \left( u_s^H Q_v Q_v^H u_s \right)^{-1} \]

\[ \leq \left( u_s^H Q_v' Q_v'^H u_s \right)^{-1} \]

\[ = w_e^H w_e (L+1), \]  

(2.9)

where \( Q_v' \) denotes the matrix whose columns span the noise subspace for \( r = L+1 \). Since \( \text{span} \left[ Q_v' \right] \subseteq \text{span} \left[ Q_v \right] \), \( w_e (L+1) \) meets the orthogonality condition in (2.6).
Thus, while $w_e(L + 1)$ is a solution that meets the constraints, the minimum norm is achieved for $r = L$. Hence, $w_e(L)$ is optimal. When $L \geq N$, the best partition into interference and noise subspaces is not straightforward. Since, as with $M$, the dimensionality of the interference subspace is increased, there are two conflicting trends: (1) more of the interference is cancelled by including more interference power in the interference subspace, and (2) the gain term $w_e^H w_e$ increases due to the restriction of the weight vector to the diminishing noise subspace, resulting in higher noise power. The best partition can be determined empirically from the distribution of the eigenvalues of $R_n$.

When the correlation matrix is estimated from the data, the eigencanceler's weight vector can be found from the relation:

$$
\hat{w}_e = c_3 \tilde{Q}_n \tilde{Q}_n^H \tilde{F}_{xx},
$$

(2.10)

where $\tilde{Q}_n$ is the estimated noise subspace.

While eigenanalysis-based array processing is suboptimal when the correlation matrix is known, it has distinct advantages over the Wiener solution when the correlation matrix is estimated from the data. This is shown in the next section.

2.3 Performance Evaluation

In this section, analytical expressions are developed for the probability of error of the DMI and the eigenanalysis based methods for the single-interference case [38].

The output SNIR of the optimum combiner, given by

$$
\gamma_o \triangleq \text{SNIR}_o = |A_s|^2 u_s^H R_n^{-1} u_s,
$$

(2.11)

is a random variable dependent on the propagation vectors $u_s$ and $u_j$, $j = 1, \ldots, L$. A performance measure independent of the specific fading is the bit error rate (BER) averaged over all fading situations:
\[
\text{BER} = \int_0^\infty P_e(\gamma) f_\gamma(\gamma) d\gamma,
\]

where \( P_e(\gamma) \) is the probability of error when SNIR equals \( \gamma \) and is determined by a method of modulation. The function \( f_\gamma(\gamma) \) is the probability density function (pdf) of output SNIR \( \gamma \) and is determined by fading channel characteristics and adaptive array processing schemes. Although an analytical computation of \( P_e \) in the general case is unwieldy, for one interference the average probability of error of the optimum combiner was computed in ref. [33]:

\[
f_{\gamma_0}(\gamma_0) = \frac{e^{-\gamma_0 \sigma_t^2 / |A_i|^2} (\gamma_0 \sigma_t^2 / |A_i|^2)^{N-1} (1 + \frac{N |A_i|^2}{\sigma_t^2})}{|A_i|^2 (N-2)!} \cdot \int_0^1 e^{-(\gamma_0 |A_i|^2 / |A_i|^2) N t (1 - t)^{N-2} dt}. \tag{2.13}
\]

See appendix A for a detailed calculation of the integral term in equation (2.13).

The performance of the optimum combiner, where the covariance matrix is assumed known, provides an upper bound with respect to DMI or eigenanalysis processing.

To simplify the analysis, let us assume that the interference-plus-noise correlation matrix \( R_n \) is estimated, and the cross-correlation vector \( r_{sx} \) is known. The output SNIR of the DMI method based on the estimated interference-plus-noise correlation matrix \( \hat{R}_n \) can be written as:

\[
\hat{\gamma}_o \triangleq \text{SNIR}_{\hat{R}_n} = |A_s|^2 \frac{(u_s^H \hat{R}_n^{-1} u_s)^2}{u_s^H \hat{R}_n^{-1} \hat{R}_n \hat{R}_n^{-1} u_s}. \tag{2.14}
\]

The normalized SNIR of the DMI method with respect to the SNIR of the optimum combiner is given by:

\[
\rho(\hat{R}_n) \triangleq \frac{\hat{\gamma}_o}{\gamma_o} = \frac{(u_s^H \hat{R}_n^{-1} u_s)^2}{(u_s^H \hat{R}_n^{-1} u_s) u_s^H \hat{R}_n^{-1} \hat{R}_n \hat{R}_n^{-1} u_s}. \tag{2.15}
\]

The random variable \( \rho \) depends on both the channel and the covariance matrix estimate, and is bounded \( 0 \leq \rho \leq 1 \). It was shown by Reed et. al. [16] that the pdf of \( \rho(\hat{R}_n) \) is a Beta-distributed function, which can be written as:
\[ f_\rho(p) = \frac{K!}{(N - 2)! (K + 1 - N)!} (1 - p)^{N-2} p^{K+1-N}, \]  

\[(2.16)\]

where \(K\) represents the number of samples. From eq. 2.16 it is observed that the pdf of \(p\) is actually independent of the covariance matrix. From the definition in eq. 2.15 \(\gamma_o = \rho_\gamma_o\), hence the pdf of \(p\) can be expressed conditioned on \(\gamma_o\), \(f_\rho(p) = f_\rho(p|\gamma_o) = f_\rho(\frac{\gamma_o}{\gamma_o}|\gamma_o)\). It follows that the pdf of \(\gamma_o\) can be found from the expression

\[ f_{\gamma_o}(\gamma_o) = \int_0^\infty \frac{1}{\gamma_o} f_\rho \left( \frac{\gamma_o}{\gamma_o} | \gamma_o \right) f_{\gamma_o}(\gamma_o) \, d\gamma_o. \]  

\[(2.17)\]

Combining equations (2.17) and the conditioned probability of error \(P_e(e|\gamma)\), the BER for the DMI method can be written as

\[ \text{BER}_{\text{DMI}} = \int_0^\infty \frac{1}{\gamma_o} f_{\gamma_o}(\gamma_o) \left[ \int_0^{\gamma_o} P_e(\gamma_o) f_\rho \left( \frac{\gamma_o}{\gamma_o} | \gamma_o \right) \, d\gamma_o \right] \, d\gamma_o \]  

\[(2.18)\]

In the case of the eigencanceler, the output SNIR is given by

\[ \gamma_e \triangleq \text{SNIR}_{\tilde{w}_e} = \frac{\tilde{w}_e^H u_s u^H \tilde{w}_e}{\tilde{w}_e^H R_n \tilde{w}_e}. \]  

\[(2.20)\]

The normalized SNIR for the eigencanceler is given by the expression

\[ \rho_e(\hat{R}_n) \triangleq \frac{\gamma_e}{\gamma_o} = \frac{(u_s^H \hat{Q}_o \hat{Q}_o^H u_s)^2}{(u_s^H R_n^{-1} u_s)(u_s^H \hat{Q}_o \hat{Q}_o^H R_n \hat{Q}_o \hat{Q}_o^H u_s)}. \]  

\[(2.21)\]

The pdf of \(\rho\) for the eigencanceler has been determined in ref. [9], and is given by

\[ f_\rho(\rho_e) = \frac{K^{r/2}}{2^{r/2} \Gamma(r/2)} (1 - \rho_e)^{r/2 - 1} e^{-K(1-\rho_e)/2}, \]  

\[(2.22)\]

where \(\Gamma(.)\) is the standard gamma function and \(r\) is the dimension of the interference subspace. Similar to eqs. (2.18) (2.19), the BER for the eigencanceler can be found as
Although it is difficult to find a closed-form of BER for the case of more than one interference, we can still compare the performance of DMI and the eigencanceler by studying their pdf of $\rho$. Figure 2.2 shows the pdf of $\rho$ for an $N=9$ element array and $K=20$ samples.

For the general case, when both the covariance matrix and the cross-correlation vector are unknown and are estimated from the data, it is very difficult to find a closed-form expression for the pdf of the normalized SNIR $\rho$. When the input SNR $\gg 1$, however, the pdf of the normalized SNIR for the DMI method is represented by the expression for a known cross-correlation vector, equation (2.17), substituting $N + 1$ for $N$ [22]. Hence, the performance of an $N$-element array with an unknown $r_{xx}$ is approximately the same as the performance of an $N - 1$ array with a known $r_{xx}$.

**Figure 2.2** The pdf of $\rho$ for $N=9$
2.4 Numerical Results for the BPSK System

Figure 2.3 shows the BER as a function of the input desired signal SNR for optimum combining, DMI and the eigencanceler with one interference, and assuming BPSK modulation, such that

\[ P_e(\gamma) = \frac{1}{2} \text{erfc}(\sqrt{\gamma}). \]  

(2.25)

The SNR at each element is defined as

\[ \text{SNR} = \frac{|A_n|^2 \mathbb{E}[|u_{sn}|^2]}{\sigma^2} \quad n = 1, \ldots, N, \]  

(2.26)

where the expectation is over the components of the SOI random propagation vector.

The interference-to-noise ratio (INR) at each element is defined as:

\[ \text{INR} = \frac{|A_j|^2 \mathbb{E}[|u_{jn}|^2]}{\sigma^2} \quad n = 1, \ldots, N; \quad j = 1, \ldots, L. \]  

(2.27)

We set INR=2 dB. The analytical results are shown for several values of N and K. With the sample size K=20, Figure 2.3(a) indicates that with the eigenanalysis-based method and for a probability of bit error of $10^{-3}$, N=5 antennas provides a margin of 1 dB SNR over the DMI method; for N=9 this margin increases to 3 dB SNR. When the sample size increases to K=50, as shown in Figure 2.3(b), the margin between the eigencanceler and DMI methods is reduced. The eigencanceler, however, still provides BER curves closer to the optimum bound than does the DMI method. Therefore the eigenanalysis-based method results in superior performance when the estimation is based on short data records.

Figure 2.4 shows the simulation results and theory predictions for the N=9, K=20 and INR=2 dB case. The simulation results nearly match the theory predictions. The precision of the theory predictions depends on the size of integral region. Since the tails of the SNIR pdf functions are cut off, the offset always shows that the simulation results are slightly better than the theory predictions.
Figure 2.3 The average BER vs. the average received SNR with one interference when INR=2 dB and (a) K=20, (b) K=50 (analytical results)
Figure 2.4 The average BER vs. the average received SNR with one interference, N=9 and K=20 (simulation results)
2.5 Application of IS-54

The proposed IS-54 TDMA system uses $\pi/4$-shifted DQPSK modulation which maps a 2-bit symbol to the differential phase $\Delta \phi(k) = \phi(k) - \phi(k - 1)$, where $\phi(k)$ is the $k$th phase of the carrier and $\Delta \phi(k) = (2m - 3)\pi/4$ with $m = 0, 1, 2, 3$. The transmitted data symbol is presented as $m(k) = \exp(j\phi(k))$. The probability of error for $\pi/4$-DQPSK is given by [1]:

$$P_e(\gamma) = \frac{1}{4\pi\sqrt{2}} \int_0^{2\pi} \frac{1}{1 - \cos t} \exp \left[ -\gamma \left( 1 - \frac{\cos t}{\sqrt{2}} \right) \right] dt. \quad (2.28)$$

A typical IS-54 TDMA frame contains three time slots. Each slot contains 324 bits consisting of a 28-bit synchronization sequence, a 12-bit user identification sequence and a 260-bit data sequence. Only a 14 DQPSK symbol (28 bits) synchronization sequence is used as training sequence, i.e., $K = 14$. The energy per bit to noise power density ratio for DQPSK is given by:

$$\frac{E_b}{N_0} = \frac{E_s}{N_0} \frac{1}{2}. \quad (2.29)$$

Where $E_s$ is the symbol energy. The carrier-to-interference ratio (CIR) at each element is defined as:
CIR = \frac{\text{SNR}}{\text{INR}} \quad (2.30)

where SNR and INR are defined in eqs. (2.26) and (2.27), respectively.

In Figure 2.6, the CIR is equal to 1.8 dB. This figure presents the average BER versus the received $E_b/N_0$ for $N=9$ and $N=12$, respectively, for one interference case. Both analytical results and simulation results indicate that, when the number of antenna increases from 9 to 12, the DMI method fails to further improve the system performance. However, the eigencanceler improves the system performance.

For the case of multiple interferences only simulation results are presented. With all channels fully occupied, we consider 6 co-channel interferences from the first layer, 12 from the second layer and 18 from the third layer while ignoring interferences from layers further away as shown in Figure 2.7. The power of the interference of the first layer is proportional to $r^{-4}$, where $r$ is distance from the interference mobile to cell site. The power of the interference of the second and third layers is assumed to be proportional to $r^{-7}$ [28]. The normalized eigenvalue distribution of the interference and noise covariance matrix of this model is shown in Figure 2.8. Most of the interferences power concentrated in the 6 largest eigenvalues, the eigencanceler can still be applied and can perform superior to the DMI method, provided that the number of antennas is large enough. For a given frequency reuse pattern, the system provides a certain level of CIR. The relation between CIR and the frequency reuse factor can be found in ref. [3]:

$$\left(\frac{C}{I}\right)_{\text{ave}} = \frac{1}{6q^{-4}} \quad (2.31)$$

where $q$ is the cochannel interference reduction factor defined as $q = \sqrt{3F}$. $F$ is the frequency reuse factor. In a real case scenario, the CIR can be 4 dB or 8 dB worse than the specified value. Table 2.1 summarizes this relation [36].
Figure 2.6 The average BER vs. the received $E_b/N_o$ with one interference when CIR=1.8 dB and (a) $N=9$, (b) $N=12$
Table 2.1 Frequency reuse factor and CIR

<table>
<thead>
<tr>
<th>Reuse Factor</th>
<th>CIR (dB) (average)</th>
<th>CIR (dB) (worst)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.8</td>
<td>-7.8</td>
</tr>
<tr>
<td>3</td>
<td>11.3</td>
<td>4.3</td>
</tr>
<tr>
<td>4</td>
<td>13.8</td>
<td>7.9</td>
</tr>
<tr>
<td>7</td>
<td>18.7</td>
<td>14.4</td>
</tr>
</tbody>
</table>
Let us consider $N=12$ antennas. Figure 2.9 shows the average BER versus the average received $E_b/N_0$ with CIR $=1.8$ dB which implies a frequency reuse factor of 1 for the average case. Figure 2.9 indicates that the eigencanceler requires 5 dB less of signal power for a BER of $10^{-3}$ than the DMI method.

Figure 2.10 shows the average BER versus the average received CIR for an adaptive array with given signal power. Figure 2.10 (a) shows an ideal case, i.e., low noise power situation $N_0 \rightarrow 0$, where the system capacity is restricted only by the cochannel interferences. The eigencanceler reduces CIR requirements by 1 dB as compared with DMI method. Figure 2.10 (b) shows that when $E_b/N_0=10$ dB, the DMI requires 10 dB CIR level while the eigencanceler requires only -5 dB. The latter can almost satisfy the CIR requirement for the worst case CIR for reuse factor of 1 as per Table 2.1.
Figure 2.9 The average BER vs. the average received $E_b/N_o$ for an adaptive array with CIR=1.8 dB (simulation results)
Figure 2.10 The average BER vs. the CIR when $N=12$ and (a) $E_b/N_0=100$ dB, (b) $E_b/N_0=10$ dB
Figure 2.11 The required CIR vs. the number of antennas at BER = $10^{-3}$ when (a) $E_b/N_o=100$ dB, (b) $E_b/N_o=10$ dB
Figure 2.11 shows the CIR requirement versus the number of the antennas at a BER of $10^{-3}$. With $N_0 \to 0$, Figure 2.11 (a) shows that the eigencanceler can achieve superior performance over the DMI method when the number of antennas is larger than 10. When $E_b/N_0 = 10$ dB, Figure 2.11 (b) shows that the eigencanceler can reduce the CIR requirement below 0 dB while the DMI method can not.

2.6 Summary

Adaptive spatial processing to increase TDMA system capacity has been studied. The estimation of an array covariance matrix entails a loss in the array output SNIR with respect to the optimal case of a known covariance matrix. The density function of this loss has been derived elsewhere for both the DMI and the eigenanalysis-based methods and is used to develop an analytical expression for the average probability of error for each method for single interference. It is shown that the eigenanalysis-based method has performance close to the optimal in some cases and is superior to the performance of the DMI method. Simulations are used to corroborate the analytical results.
CHAPTER 3
IMPLEMENTATION

In Chapter 2, we presented spatial processing techniques mainly for block processing. Block processing for both \textit{optimum combining} and the \textit{eigencanceler} require \(O(N^3)\) flops per data block. Adaptive algorithms provide continuous tracking and have lower computational requirements. LMS and RLS are two common algorithms used to implement optimum combining. In this chapter, we demonstrate our new projection-based method \cite{37} and the power method to implement the eigencanceler, and compare their performance with the LMS and RLS algorithms.

3.1 Adaptive Algorithms for the Eigencanceler

The eigencanceler requires decomposition of the signal space into interference/noise subspaces. Traditionally this has been achieved using either \textit{eigenvalue decomposition} (EVD) or \textit{singular value decomposition}. The full decompositions, however, are computationally inefficient, requiring \(O(N^3)\) flops and hence they are not suited for real-time data applications. In recent years new adaptive algorithms have been suggested for subspace tracking \cite{29, 25}. Next, we suggest a new, simple algorithm for updating the interference subspace and the eigencanceler's weight vector.

3.1.1 Projection Algorithm

Let \(r\) be the rank of the interference subspace. Then, the algorithm consists of the following steps.

1. Initialize the interference subspace, for example \(\tilde{Q}_e(0) = I_r\), and initialize \(\tilde{r}_{xx}(0)\). \(I_r\) is a \(N\) by \(r\) matrix defined as
2. Update the interference subspace using the new interference-plus-noise data at time $k$:

$$
\tilde{Q}_c(k) = \left( I + \mu \frac{\tilde{x}(k)\tilde{x}^H(k)}{\|\tilde{x}(k)\|^2} \right) \tilde{Q}_c(k - 1),
$$

where $\mu$ is a forgetting factor and $\tilde{x}(k)$ is the estimate interference-plus-noise vector.

3. Orthogonalize the columns of $\tilde{Q}_c(k)$ using the Gram-Schmidt procedure:

$$
\tilde{Q}_c(k) = \text{orth} \left[ \tilde{Q}_c(k) \right].
$$

4. Update the cross-correlation vector:

$$
\hat{r}_{sx}(k) = \gamma \hat{r}_{sx}(k - 1) + m_s(k)\tilde{x}(k),
$$

where $\gamma$ is a forgetting factor and $m_s(k)$ is a data symbol the SOI.

5. Update the array weight vector:

$$
w(k) = \left[ I_r - \tilde{Q}_c(k) \tilde{Q}_c^H(k) \right] \hat{r}_{sx}(k).
$$

The algorithm involves tracking the interference subspace and the cross-correlation vector, followed by updating the weight vector. The first step updates the interference subspace using the received interference-plus-noise data $\tilde{x}(k)$. The resulting matrix $\tilde{Q}_c(k)$ does not necessarily have orthogonal columns. Those columns are orthogonalized in Step 3.
3.1.2 Power Method

A more complex algorithm for updating the interference subspace and the eigen-canceler's weight vector is a power method:

1. Initialize the correlation matrix $\mathbf{R}_n(0) = \mathbf{I}$, cross-correlation vector $\mathbf{r}_c(0) = \zeta \mathbf{1}$, and the interference subspace $\mathbf{Q}_c(0) = \mathbf{I}_r$, where $\mathbf{I}$ is the $N$ by $N$ identity matrix, $\mathbf{1} = [1, 1, \ldots, 1]^T$, and $\zeta$ is a small number.

2. Update the correlation matrix using the new interference-plus-noise data at time $k$:

$$
\hat{\mathbf{R}}_n(k) = \mu_p \hat{\mathbf{R}}_n(k-1) + \frac{\mathbf{x}(k)\mathbf{x}^H(k)}{\|\mathbf{x}(k)\|^2}.
$$

(3.6)

3. Update the interference subspace based on the correlation matrix:

$$
\hat{\mathbf{Q}}_c(k) = \hat{\mathbf{R}}_n(k) \hat{\mathbf{Q}}_c(k-1).
$$

(3.7)

4. Follow steps 3, 4 and 5 in the projection-based algorithm by using eqs. (3.3)(3.4) and (3.5).

The adaptive algorithms require the use of a reference signal (denoted $r(k)$ in eq. (3.4) above) correlated with the SOI and uncorrelated with the interferences. The reference signal may be generated with a number of techniques. For example, the reference could be initially supplied by a training sequence and then derived from direct symbol detection at the array output. The quality of this detection is obviously unsatisfactory for communication, but if the interference is not too strong, it may be sufficient for supplying the reference. Alternatively, the reference could be derived by using spread spectrum techniques, as suggested in [2]. The interference plus noise vector $\mathbf{x}(k)$ may be computed, noting that $r(k) \mathbf{f}_{se}(k)$ provides an estimate of the SOI,

$$
\mathbf{x}(k) = \mathbf{x}(k) - m_s(k) \mathbf{f}_{se}(k).
$$

(3.8)
The computational complexity of the projection algorithm is $O(Nr^2)$ and is determined by the Gram-Schmidt orthogonalization. This complexity is more than the $O(N)$ complexity of the LMS algorithm and, for $r \leq \sqrt{N}$, it is less than the $O(N^2)$ complexity of the RLS. Thus, the new algorithm is particularly suited to cases with a low-rank interference subspace. The complexity of the power method is $O(N^3)$.

3.2 Derivation of the Projection Algorithm

The previous section proposed two adaptive algorithms for the eigencanceler. The convergence of power method is proven in [7]. In this section, we will derive the projection-based algorithm.

First, let us consider one interference case. Assuming vector $q_1$ is the eigenvector of $R_n$ corresponding to the largest eigenvalue $\lambda_1$, we have $\lambda_1 q_1 = R_n q_1$. Based on this equation, we can build an adaptive scheme as follows:

\[
\lambda_1 q_1(k) = R_n(k)q_1(k-1) = \left[ R_n(k-1) + \frac{\mathbf{x}(k)\mathbf{x}^H(k)}{\|\mathbf{x}(k)\|^2} \right] q_1(k-1) = \lambda_1 q_1(k-1) + \mu \frac{\mathbf{x}(k)\mathbf{x}^H(k)}{\|\mathbf{x}(k)\|^2} q_1(k-1). \tag{3.9}
\]

Dividing both sides by $\lambda_1$, we have the interference subspace updating equation:

\[
q_1(k) = \left( I + \frac{\mu}{\lambda_1} \frac{\mathbf{x}(k)\mathbf{x}^H(k)}{\|\mathbf{x}(k)\|^2} \right) q_1(k), \tag{3.10}
\]

which is equivalent to the projection method for the one interference case.

Next, let us consider a two-interference case. Following the same idea, we extend eq. (3.10) to a two-column matrix format as follows:
\[
\begin{align*}
[\hat{q}_1(k) \quad \hat{q}_2(k)] &= [q_1(k-1) \quad q_2(k-1)] \\
&\quad + \mu \frac{\bar{x}(k)\bar{x}^H(k)}{\|\bar{x}(k)\|^2} \left[ \frac{1}{\lambda_1} q_1(k-1) \quad \frac{1}{\lambda_2} q_2(k-1) \right] \\
&= \text{orth} [q_1(k) \quad q_2(k)].
\end{align*}
\] (3.11)

(3.12)

The resulting matrix in eq. (3.11) does not necessarily have orthogonal columns. Those columns are orthogonalized in eq. (3.12). This adaptive scheme requires the estimation of the eigenvalues. After simplifying eq. (3.11), we get so-called the projection-based algorithm:

\[
\begin{align*}
[\hat{q}_1(k) \quad \hat{q}_2(k)] &= \left[ I + \mu \frac{\bar{x}(k)\bar{x}^H(k)}{\|\bar{x}(k)\|^2} \right] [q_1(k-1) \quad q_2(k-1)] \\
&= \text{orth} [\hat{q}_1(k) \quad \hat{q}_2(k)]. \\
\end{align*}
\] (3.13)

(3.14)

This projection method avoids estimating the eigenvalues. Next, we will show that the method is equivalent to the adaptive method represented by eqs. (3.11) and (3.12). Our goal is to show that \(\text{span} [q_1(k) \quad q_2(k)]\) equals \(\text{span} [\hat{q}_1(k) \quad \hat{q}_2(k)]\). We will use induction method to prove this. Let us assume that:

\[
\text{span} [q_1(k-1) \quad q_2(k-1)] = \text{span} [\hat{q}_1(k-1) \quad \hat{q}_2(k-1)].
\] (3.15)

From eqs. (3.11) and (3.12), we have:

\[
\text{span} [q_1(k) \quad q_2(k)] = \text{span} [\hat{q}_1(k) \quad \hat{q}_2(k)] \\
= \text{span} [q_1(k-1) \quad q_2(k-1)] \\
+ \text{span} \left\{ \mu \frac{\bar{x}(k)\bar{x}^H(k)}{\|\bar{x}(k)\|^2} \left[ \frac{1}{\lambda_1} q_1(k-1) \quad \frac{1}{\lambda_2} q_2(k-1) \right] \right\} \\
= \text{span} [q_1(k-1) \quad q_2(k-1)] \\
+ \text{span} \left\{ \mu \frac{\bar{x}(k)\bar{x}^H(k)}{\|\bar{x}(k)\|^2} [q_1(k-1) \quad q_2(k-1)] \right\}. 
\] (3.16)

From eqs. (3.13) and (3.14), we have:
\[ \text{span} [\hat{q}_1(k) \ \hat{q}_2(k)] = \text{span} [\hat{q}_1(k) \ \hat{q}_2(k)]. \]

\[ = \text{span} [\hat{q}_1(k-1) \ \hat{q}_2(k-1)] + \text{span} \left\{ \mu \frac{\tilde{x}(k)\tilde{x}^H(k)}{\|\tilde{x}(k)\|^2} [\hat{q}_1(k-1) \ \hat{q}_2(k-1)] \right\}. \] (3.17)

With the assumption of eq. (3.15), the righthand sides of eqs. (3.16) and (3.17) are equal. Thus, we can conclude that the two adaptive schemes are equivalent.

The algorithm requires knowledge of the rank of the interference subspace. An additional step may be incorporated in the algorithm to estimate and track changes in the rank of the interference subspace. To that end, note that the interference eigenvalues are given by

\[ E \left[ \hat{Q}_c(k-1)\tilde{x}(k)\tilde{x}^H(k)\hat{Q}_c(k-1) \right] = \Lambda_c. \] (3.18)

Thus \( \hat{Q}_c^H(k-1)\tilde{x}(k)\tilde{x}^H(k)\hat{Q}_c(k-1) \) provides an estimate of the interference eigenvalues at each update. The rank of the interference subspace may be adjusted based on significant changes in the size of the smallest eigenvalue of the interference subspace.

### 3.3 Results

The projection-based algorithm and the power method were evaluated with simulations and compared to the LMS and RLS algorithms. The reference signals were estimated using an 8-chip long, pseudo-noise sequence. Propagation vector components were modeled as i.i.d. complex Gaussian random variables. Propagation vectors were assumed to be constant over processing time. The simulations were carried out for \( M = 9 \) elements, \( \text{SNR} = 2 \text{ dB} \), and \( \text{INR} = 2 \text{ dB} \). The results presented below were obtained by averaging 400 independent runs. Figure 3.1(a) shows the learning curve of the BER for a single interference and Figure 3.1(b) presents the
Figure 3.1 The average BER vs. the number of iterations with (a) one interference, (b) two interferences
case for two interferences. The BER at each run was calculated assuming a Gaussian
distribution of the interference-plus-noise at the array output

\[ P(e | u_s, u_j) = Q\left( \frac{w^H E[x_s(k)x_s^H(k) | u_s] w}{w^H E[x(k)x^H(k) | u_j] w} \right), \]

where \( Q(\cdot) = 0.5 \text{erfc}(\cdot/\sqrt{2}) \). The plot shows the BER averaged over 100 independent
the propagation vectors. In addition, we have included a line representing the value
of the BER for optimum combining at steady state for the case of one interference,
and calculated using eq. (25) in [33]. For one interference the new algorithm’s speed
is comparable to the RLS. For two interferences the projection-based algorithm is
faster than the LMS and slower than the RLS.

Furthermore, let us consider a dynamic system. The fading environment is
changed predominantly by the movement of mobiles. We use an AR process to
model the slow fading:

\[ u(k) = \xi u(k-1) + \eta(k) \quad \text{where} \quad 0 < \xi \leq 1, k = 1, 2, 3, \ldots \quad (3.20) \]

with the constraints \( E[|u_i(k)|^2 | u_i(0)] = |u_i(0)|^2, i = 1, \ldots, N \) to maintain equal
power of process samples. The variance of white Gaussian noise \( \eta(k) \) is: \( E[|\eta_i(k)|^2] = (1 - \xi^2)|\eta_i(0)|^2 \).

This 3 dB bandwidth \( \omega_p \) of this AR process is determined by the speed of the
mobile \( v \), and can be written as follows:

\[ \omega_p = \frac{2\pi v T}{\lambda}, \quad (3.21) \]

where \( \lambda \) is the wavelength and \( T \) is the symbol interval. The amplitude response
\( |H(e^{j\omega})| \) of this AR process is as follow:

\[ |H(e^{j\omega})| = \frac{1}{(1 + \xi^2 - 2\xi \cos \omega)^{1/2}}, \quad (3.22) \]
Let $|H(e^{j0})|/|H(e^{j\omega_p})| = 2$, we have the relation between $\xi$ and $\omega_p$:

$$\xi = \frac{-b - \sqrt{b^2 - 4}}{2} \quad \text{where} \quad b = \frac{-8 + 2\cos(\omega_p)}{3}.$$  \hfill (3.23)

Figure 3.2 presents simulation results of the system tracking ability with a mobile travelling at 60 mph or about 100 km/h. It shows that the projection-based method has the best performance in terms of tracking SOI.
CHAPTER 4

SPACE-TIME PROCESSING FOR CDMA COMMUNICATIONS

As discussed earlier, spatial processing can be used to improve the performance and capacity of narrow-band TDMA systems. Next, we extend this technique to combined spatial-temporal processing [39] to improve wide-band CDMA system performance and capacity.

A SMRC/TMRC system could exploit the diversity in both the spatial and temporal domains. MRC in the temporal domain is also the concept underlying the RAKE receiver. The MRC method is optimal when the noise is white; however, it does not eliminate co-channel interference. Hence, a different approach is needed to overcome near-far effects. A solution to this problem is offered by adaptive antennas.

In contrast to MRC, optimum combining refers to the maximization of the SNIR. The application of optimum combining rather than MRC is motivated by the observation that the co-channel interference is colored, as illustrated in the eigenvalues distribution of the example in Figure 4.1. In this chapter, the applications of various space-time processing schemes, such as SMRC/TMRC, SOPT/TMRC, SOPT/TOPT and JOPT schemes, are studied for the CDMA-based wireless communication systems.

The chapter is organized as follows: Section 4.1 contains the signal model, in Section 4.2 we formulate the processing schemes and derive the associated space-time filters weights, numerical results are given in Section 4.3, and the conclusions are summarized in section 4.5

4.1 Signal Model

Consider a cell site that serves $L+1$ users. The signal transmitted by the designated user is denoted $g_0(t)$, while signals transmitted by the other users are denoted $g_j(t), j = 1, \ldots, L$. The signals $g_j(t)$ are considered co-channel interference with
Figure 4.1 Eigenvalues of the space-time covariance matrix for $N=2$ antennas, $M=4$ taps, and $L=70$ users.

respect to the designated user. The equivalent lowpass transmitted waveform for the $i$th user is

$$ g_i(t) = A_i S_i \left( \left\lfloor \frac{t}{T_s} \right\rfloor \right) u_i(t), $$

(4.1)

where $A_i$ denotes the amplitude of the signal. The amplitude of the signal transmitted by co-channel interference user $j$ is $A_j = \psi_j \sqrt{P_j}$, where $P_j$ is the power and $\psi_j$ represents the voice activity modeled as a constant $3/8$ for $j = 1, \ldots, L$. In the case of perfect power control, all $P_j$'s are equal. Imperfect power control is characterized by the power control error (PCE) parameter. The notation $\left\lfloor \cdot \right\rfloor$ denotes the integer part, and $S_i(t)$ is the binary information data bit transmitted by the $i$th user with $E[|S_i(t)|^2] = 1$. The users' signature waveforms, i.e., spreading waveforms, are represented by time functions $u_i(t)$, with period $T_s$, where $T_s$ is the
symbol interval. The spreading gain is given by $D = T_s/T_c$, with unit chip duration $T_c = 1$, $D = \int_0^{T_s} |u_i(t)|^2 dt$.

The typical CDMA channel is frequency-selective, i.e., the channel coherence bandwidth $\Delta f_c$ is assumed smaller than the transmitted signal bandwidth $W$. This channel coherence bandwidth is determined by the multipath spread $T_m$, with $\Delta f_c = 1/T_m$. Such a channel can be modeled with $M$ resolvable paths [24], where $M = \lceil T_m W \rceil + 1$. It is assumed that $T_s > T_m$.

The general configuration at the base station is shown in Figure 4.2. The base station uses an $N$-element uniform array with antennas set sufficiently apart such that the signals can be assumed to reach the antennas via independent paths, and hence can be modeled as independent random processes. We further assume perfect code synchronization. The signal received at $n$th antenna can be written:

$$x_n(t) = \sum_{m=0}^{M-1} C_{nm}^{(0)}(t) g_0(t - mT_d - \tau_0) + \sum_{j=1}^{L} \sum_{m=0}^{M-1} C_{nm}^{(j)}(t) g_j(t - mT_d - \tau_j) + v_n(t)$$

Figure 4.2 General configuration of the space-time CDMA receiver
Figure 4.3 Configuration of the demodulator

where $C^{(j)}_{nm}(t)$, $j = 0, \ldots, L$, $m = 0, \ldots, M - 1$ are random processes characterizing the fading channel as seen by each of the users. Samples of $C^{(j)}_{nm}(t)$ are modeled as zero-mean, complex-valued, stationary Gaussian random processes—statistically independent between users $j$ and between paths $m$. The received signals are assumed asynchronous, with $\tau_j$ denoting the delay of the $j$th user with respect to an arbitrary time origin. $T_d = 1/W$ represents the tap-delay in the channel model. The additive noise $v_n(t)$ is modeled white complex Gaussian with a variance of $\sigma_v^2$. We further assume that the channel is characterized by slow fading such that $C^{(j)}_{nm}(t) = C^{(j)}_{nm}$ during the processing period. Without loss of generality we set the time origin such that $\tau_0 = 0$.

A demodulator is used at each antenna element to collect the energy of the received signal from all the independent paths and despread signals. The demodulator consists of an $M$-tap delay line and matched filters. The tap-delay line compensates for the delay propagation in the channel, providing the time alignment for demodulation with the user's signature $u_0(t)$. The received signal at the $n$th
antenna passes through the tap delay line and is fed into the correlators for spread spectrum demodulation. The output at the mth tap correlator and the kth symbol is given by:

\[ y_{nm}(k) = \int_{kT}^{(k+1)T} x_n(t + mT_d) u_0^*(t) dt \]

\[ = \int_{kT}^{(k+1)T} \sum_{i=0}^{M-1} C_{ni}^{(0)} g_0(t + mT_d - iT_d) u_0^*(t) dt \]

\[ + \int_{kT}^{(k+1)T} \sum_{j=1}^{L} \sum_{i=0}^{M-1} C_{nj}^{(j)} g_j(t + mT_d - iT_d - \tau_j) u_0^*(t) dt \]

\[ + \int_{kT}^{(k+1)T} v_n(t + mT_d) u_0^*(t) dt. \]  

(4.3)

In Appendix B it is shown that \( y_{nm}(k) \) can be written explicitly in terms of the contributions of the designated user and the co-channel interference:

\[ y_{nm}(k) = A_0 S_0(k) B_{nm(0)}^{(0)} + A_0 S_0(k + 1) B_{nm(1)}^{(0)} + A_0 S_0(k - 1) B_{nm(-1)}^{(0)} \]

\[ + \sum_{j=1}^{L} \left[ A_j S_j(k) B_{nm(0)}^{(j)} + A_j S_j(k + 1) B_{nm(1)}^{(j)} + A_j S_j(k - 1) B_{nm(-1)}^{(j)} \right] \]

\[ + \eta_{nm}(k), \]  

(4.4)

where \( B_{nm(\alpha)}^{(0)}, \alpha = (0, 1, -1) \) represents the aggregate cross-correlation with the designated user waveform \( u_0(t) \) of all paths and symbols \( S_0 \), as seen at the mth tap delay in the nth channel. \( B_{nm(\alpha)}^{(0)} \) consists of contributions of the current symbol \( S_0(k) \), as well as the previous and the next symbols. Similarly, \( B_{nm(\alpha)}^{(j)} \) represents contributions of the co-channel interferences \( S_j(k + \alpha), j = 1, \ldots, L \) to the output of the cross-correlation with \( u_0(t) \). The term \( \eta_{nm}(k) \) stands for the noise at the output of the matched filter. Consistent with the slow fading model assumed, all user and co-channel interference factors \( B \) are fixed during the processing interval. In this dissertation, we are concerned with the signal processing applied to the \( y_{nm}(k)'s \), the
demodulated outputs of the array/tap-delay structure. The motivation for undertaking this effort is illustrated by Figure 4.1, which shows the eigenvalues of a sample covariance matrix of the space-time array for the case of 70 users. The covariance matrix was obtained by stacking the values $y_{nm}$ and averaging over 50 symbols. The non-uniform distribution of the eigenvalues indicates that signal processing may be useful in improving the SNIR. Various space-time processing schemes are formulated in the next section.

4.2 Space-Time Combining Schemes

We consider two approaches to space-time processing: cascade space-time and joint domain processing. The cascade space-time processor consists of a temporal processor using the outputs of the spatial processor as shown in Figure 4.4. Processing could be MRC or optimum combining in each domain. The joint processor is applied simultaneously to all the signals in the array/tap-delay line structure. In the following, first the spatial combiner is defined, then it is used to formulate the cascade space-time configurations. The section concludes with the presentation of joint domain processing.

4.2.1 Spatial Combiner

Spatial processing combines the signals following spread spectrum demodulation, i.e., it combines the signals $y_{nm}$ for each $m$. Unlike conventional phased arrays where a single (line-of-sight) path is assumed between the source and the array, our model assumes that each sensor receives signals independent of the other sensors. This can be achieved by allowing sufficient separation between sensors. Define the array vector at the output of the $m$th tap matched filter as $y_m^T(k) = [y_{1m}(k), \ldots, y_{Nm}(k)]$. As can be seen from eq. (4.4), this output consists of the designated signal, interference and
Figure 4.4 Configuration of cascade space-time processing

\[ y_m(k) = A_0 S_0(k) B_{m(0)}^{(0)} + I_m + N_m, \] (4.5)

where \( B_{m(0)}^{(0)} = [B_{m(0)}^{(0)}, \ldots, B_{N_m(0)}^{(0)}]^T \). This expression is similar in form to the output of a conventional phased array, with the random vector \( B_{m(0)}^{(0)} \) consisting of the transfer complex gain of the desired signal \( S_0(k) \), from the source to each of the sensors. The interference vector can be expressed,

\[ I_m(k) = \sum_{j=0}^{L} \sum_{\alpha \neq 0,j} A_j S_j(k + i) B_{m(0)}^{(j)}. \] (4.6)

Following spatial processing with the spatial weight vector \( f_m \), the array output at the \( m \)th tap-delay is given by \( z_m(k) = f_m^H y_m(k) \).

With spatial MRC, each signal is weighted by the complex conjugate of the appropriate channel gain. The SMRC weight vector is given by:

\[ f_m = A_0 B_{m(0)}^{(0)}, \] (4.7)
for $0 \leq m \leq M - 1$. Due to the independence between successive symbols of the same source, as well as the independence of the sources and the noise, the cross-correlation of the array vector and the desired signal is given by,

$$ r_m = E[y_m(k)S_o(k)] = A_0 B_{m(0)}^{(0)}. \quad (4.8) $$

Thus the SMRC weight vector is the cross-correlation, $f_m = r_m$. This observation suggests a practical way to compute $f_m$ using a training sequence or previous bit estimates $\hat{S}_o(k)$:

$$ r_m = \frac{1}{K} \sum_{k=1}^{K} y_m(k) \hat{S}_o(k). \quad (4.9) $$

The maximum ratio combiner optimizes the SNR but ignores the co-channel interference as well as the self-interference. The SNIR is optimized by the optimum combining weight vector:

$$ f_m = R_m^{-1} r_m, \quad (4.10) $$

where $R_m$ is the array interference and noise covariance matrix at the output of the $m$th correlator and is defined by:

$$ R_m = E \left\{ [y_m(k) - S_o(k)r_m] [y_m(k) - S_o(k)r_m]^H \right\}. \quad (4.11) $$

This covariance matrix can be estimated similar to the cross-correlation vector:

$$ \tilde{R}_m = \frac{1}{K} \sum_{k=1}^{K} \left[ y_m(k) - \hat{S}_o(k)\tilde{r}_m \right] \left[ y_m(k) - \hat{S}_o(k)\tilde{r}_m \right]^H. \quad (4.12) $$

### 4.2.2 Space-Time Combiner

Let $z^T(k) = [z_1(k), \ldots, z_M(k)]$ be a vector that consists of the $M$ outputs of the spatial combiners. The vector $z(k)$ is fed into the temporal combiner. It can be expressed:

$$ z(k) = A_0 S_o(k) H + I_t + N_t, \quad (4.13) $$
where $H^T = [f^{H}_{0}B^{(0)}_{1}, \ldots, f^{H}_{M-1}B^{(0)}_{M-1, 0}]$, $I_{t}^{T} = [f^{H}_{0}I_{0}, \ldots, f^{H}_{M-1}I_{M-1}]$, and $N_{t}^{T} = [f^{H}_{0}N_{0}, \ldots, f^{H}_{M-1}N_{M-1}]$. The output of the space-time combiner is given by $z(k) = g^{H}z(k)$, where $g$ is the temporal weight vector. The weight vector $g$ is derived similar to the spatial weight vectors $f_{m}$. Several space-time cascade configurations are considered. (For acronyms, please refer to the introduction.) The SMRC/TMRC configuration is defined by

$$g = H,$$ (4.14)

where in the definition of $H$, the spatial weight vectors $f_{m}$ are given by eq. (4.7). Assuming independence between the various random variables, the cross-correlation between the space-time combiner output and the desired signal is given by

$$r^{t} = E[z(k)S_{0}(k)] = A_{0}H.$$ (4.15)

Therefore, the TMRC weight vector can be found from the estimate of the cross-correlation vector. With the SOPT/TMRC configuration, the SNIR at the output of the temporal processor is maximized by the optimum weight vector,

$$g = R_{t}^{-1}r_{t},$$ (4.16)

where $R_{t}$ is the array interference and noise covariance matrix at the input of the temporal combiner and is given by

$$R_{t} = E[(z(k) - S_{0}(k)r_{t})(z(k) - S_{0}(k)r_{t})^{H}].$$ (4.17)

The previous relation suggests a practical way of estimating the interference covariance matrix by substituting for $S_{0}(k)$ and $r_{t}$ previous symbol and cross-correlation vector estimates. Table 4.1 summarizes the space-time receiver configurations.

The SNIR at the output of the space-time combiner is given by the expression:

$$\rho = \frac{E_{o}}{I_{0} + N_{0}} = \frac{A_{0}^{2}E[|g^{H}H|^{2}]}{E[|g^{H}I_{t}|^{2}] + E[|g^{H}N_{t}|^{2}]}.$$ (4.18)
---|---|---
\( f_m = r_m \) (SMRC) | \( g = H \) (TMRC) | SMRC/TMRC
\( f_m = R_m^{-1} r_m \) (SOPT) | \( g = H \) (TMRC) | SOPT/TMRC
\( f_m = R_m^{-1} r_m \) (SOPT) | \( g = R_t^{-1} r_t \) (TOPT) | SOPT/TOPT

| Table 4.1 Cascade space-time receiver configurations |

where \( E_b \) is the bit energy, \( I_o \) is the interference power spectral density and \( N_o \) is the noise power spectral density. The expectation is taken with respect to the noise over a time interval during which the channel is considered constant. Thus, \( \rho \) is viewed as a random variable and is a function of the channel parameters \( B_{nm(a)}^{(j)} \), the source power \( P_j \), and the voice activity \( \psi_j \). The conditional bit error rate (BER) is given by

\[
P_{e|\rho} = Q\left(\sqrt{2\rho}\right).
\]  

(4.19)

It is common to evaluate the system performance in terms of the outage, defined as the probability of the BER exceeding a set level. To derive an expression for the outage, consider the various components of \( \rho \). The bit energy \( E_b \) can be set to 1, without affecting the SNIR, by suitable scaling of the weight vector \( g \). The interference and noise, \( I_o + N_o \) term, is the aggregate of a large number of independent sources, symbols and noise. Hence, according to the central limit theorem, it may be regarded as a normal random variable with some mean \( \mu_I \) and variance \( \sigma_I^2 \). The outage can then be calculated from [5],

\[
\Pr\left[\frac{E_b}{I_o + N_o} \leq \xi\right] = Q\left(\frac{1/\xi - \mu_I}{\sigma_I}\right).
\]

(4.20)

4.2.3 Joint-Domain Combiner

With the joint domain combiner, processing occurs jointly in the space-time domains. To formulate the weight vectors of the joint domain combiner, define the \( NM- \)
dimensional stacked vector after spread spectrum demodulation:

\[
Y(k) = \begin{bmatrix} y_0^T(k), \ldots, y_{M-1}^T(k) \end{bmatrix}^T = A_0 S_0(k) B_0 + I(k) + N(k),
\]

(4.21)

where \( B_o^T = B_{0(0)}^T, \ldots, B_{M-1,0}^T \), \( I^T(k) = I_0^T(k), \ldots, I_{M-1}^T(k) \), and \( N^T(k) = N_0^T(k), \ldots, N_{M-1}^T(k) \). The joint domain cross-correlation vector and the space-time covariance matrix are given by

\[
r = E[Y(k)S_o(k)] = A_o B_o
\]

(4.22)

and

\[
R = E[(I(k) + N(k))(I(k) + N(k))^H] = E[(Y(k) - S_o(k)r)(Y(k) - S_o(k)r)^H],
\]

(4.23)

respectively. The JMRC weight vector is given by \( w = r \). It is readily shown that, with proper scaling, the SMRC/TMRC and JMRC configurations provide exactly the same outputs. The cascade and joint configurations, however, do not provide the same performance when optimum processing is applied. This is illustrated in the next section. The JOPT weight vector is given by

\[
w = R^{-1}r.
\]

(4.24)

The difference in performance between the cascade and the joint domain weight vectors is a consequence of the number of degrees of freedom available to each configuration. The cascade configuration has \((N + M - 2)\) degrees of freedom while the joint domain configuration has \((NM - 1)\) degrees of freedom. In a typical CDMA scenario, the number of interferences \(L \gg NM\) and each interference has multipath as well, hence each additional degree of freedom provides increased performance. The outage for joint domain processing is evaluated using the following SNIR expression:

\[
\rho = \frac{E_b}{I_o + N_o} = \frac{A_0^2 E[|w^HB_0|^2]}{E[|w^II|^2] + E[|w^HN|^2]}.
\]

(4.25)
4.3 Numerical Results

This section presents numerical results on the performance of the configurations studied in the previous section. Both perfect and imperfect power control are considered, and the effect of the number of antennas on the BER and outage probability is studied. The scenario is typical to communications using the existing IS-95 CDMA standard. Based on a multipath coherence bandwidth of 300 kHz and a CDMA signal bandwidth of 1.25 MHz., the channel was modeled with four taps. The information symbols were modulated by Gold sequences of length 127. The SNR before spread spectrum demodulation was set to 0.8. For the case of perfect power control, all sources were assumed to have the same power as the desired signal. The case of imperfect power control was modeled using the approach taken in [32]. For the maximum allowed fractional deviation $\epsilon$, the PCE was modeled as uniformly distributed between $1 - \epsilon$ and $1 + \epsilon$. The standard deviation of the PCE is then $\sigma_{\text{PCE}} = \sqrt{\epsilon}$. Thus, a standard deviation of 2 dB corresponds to $\epsilon = 0.4$. Covariance matrices and cross-correlation vectors were estimated from blocks of 50 symbols using relations similar to those in eqs. (4.12) and (4.9), respectively. Curves, shown in Figures 4.5 to 4.10, are obtained by using eqs. (4.19) and (4.20) and are averages of 100 Monte Carlo runs.

Figures 4.5 and 4.6 show the BER and outage, respectively, as a function of the capacity for the different space-time configurations and for $N = 1, 2$ antennas. The power control was assumed perfect. Figure 4.5 indicates that at a probability of symbol error of $10^{-3}$ and for $N = 1$, optimal processing increases capacity by close to 30% over diversity processing only (the conventional RAKE receiver). For $N = 2$, JOPT increases capacity from 85 to 125 users. In Figure 4.6 it is shown that with JOPT, the capacity, measured at an outage of $10^{-3}$, is increased from 20 to 30 for a single antenna, and from 45 to 65 for two antennas. Note that this improvement comes at a relatively small increase in complexity since,
Figure 4.5 BER vs. capacity with perfect power control

Figure 4.6 Outage probability vs. capacity with perfect power control
while optimum combining requires matrix inversion, the matrix dimension is not large. The configuration SOPT/TMRC provides only little improvement. Thus, both JOPT and SOPT/TOPT are superior to SOPT/TMRC. This is not surprising since for two antennas there is only a single degree of freedom to exploit. The capacity of the SOPT/TOPT configuration is about half-way between the capacities of the SMRC/TMRC and JOPT configurations. It should be noted however, that these results represent the steady state system performance. It is possible that the adaptation of the larger number of degrees of freedom associated with the JOPT structure may require longer settling times or, equivalently, longer training sequences than the cascade configurations. This may make the joint domain configuration more sluggish to respond to changes in the signal environment due to sudden changes (such as a user entering or leaving). Trade-offs between the transient and steady states will be considered in our future work.
**Figure 4.8** Outage probability vs. capacity with PCE=2 dB

**Figure 4.9** BER vs. power control error for K=10 users
Figure 4.10 BER vs. power control error for K=20 users

The effect of imperfect power control on capacity can be assessed from Figures 4.7 and 4.8. It is observed that a 2 dB PCE generally causes a significant drop in capacity for each configuration. Optimum combining can thus be viewed as providing a trade-off to power control. This is illustrated in Figures 4.9 and 4.10, which show the effect of the PCE on the BER. For example, from Figure 4.10, it is observed that for BER = 10^{-5} and N = 2, JOPT provides a margin of about 1 dB PCE over SMRC/TMRC.

The previous results are based on the gaussian assumption of MAI, so that $Q(.)$ function can be used to evaluate the system performance as of eqs. (4.19) and (4.20). In order to verify this assumption, we run simulations to count the bit error rate over 12,000 bits at each point as shown in Figure 4.11. The simulation points match the curves.
4.4 Near-Far Resistance

According to Appendix B equation B.2, the output of the demodulator has the following approximation

\[ Y(k) = A_0 S_0(k) B_0 + I(k) + N(k) \]

\[ \approx A_0 D S_0(k) C + I(k) + N(k), \]  \hspace{1cm} (4.26)

assuming inter-path contributions are small. \( C = [C_{10}^{(0)}, \ldots, C_{N(M-1)}^{(0)}] \) is the channel coefficient vector of the desired user. To simplify the analysis, we define the normalized channel vector \( C = c/|c| \) such that the array processing gain \(|C| = 1\). The space-time processor's output is given by

\[ \zeta = w^H Y = A_0 D S_0(k) w^H C + w^H I(k) + w^H N(k). \]  \hspace{1cm} (4.27)
From eq. (B.9), the noise covariance matrix is given by $E[N(k)N(k)^H] = D\sigma_v I$, where $I$ is the identity matrix. The worst case is when all interferences combine to reduce the output due to the desired signal. We have the minimum SNR at the output

$$(SNR)_{\text{min}} = E \left[ \frac{(A_o D|w^H C| - |w^H I(k)|)^2}{D\sigma_v^2|w|^2} \right].$$ (4.28)

The $(SNR)_{\text{min}}$ determines the probability of error $P_e$ for the desired user. To achieve this error probability $P_e$, the SNR at the input of space-time processor or the output of the demodulator is required as follows:

$$(SNR)_{\text{in}} = \frac{A_o^2 D^2}{D\sigma_v^2} = \frac{A_o^2 D}{\sigma_v^2},$$ (4.29)

The effective SNR is defined as the SNR in a way that the desired user would require to achieve the error probability $P_e$ in the same Gaussian channel but without interferences. In this case, we get effective $(SNR)_e = (SNR)_{\text{min}}$. The asymptotic efficiency is defined as the ratio $(SNR)_e/(SNR)_{\text{in}}$ in the region of low noise power which can be written as follows:

$$\eta = \frac{(SNR)_e}{(SNR)_{\text{in}}} = E \left\{ \left[ \max (0, |w^H C| - \frac{|w^H I(k)|}{A_o D}) \right]^2 \right\}. $$ (4.30)

Notice that in the absence of interferences ($I(k) = 0$) and since $|C| = 1$, the asymptotic efficiency equals to 1 ($\eta = 1$).

Let us consider one interference synchronized case. There, the interference term can be written as $I(k) \approx A_I S_I(k) C_I$, where $C_I$ is the normalized channel coefficient vector of the interference user with $|C_I| = 1$. The MRC method yields the weight vector $w_m = C$, so that the asymptotic efficiency is given by:

$$\eta_{\text{mrc}} = E \left\{ \left[ \max (0, 1 - \frac{A_I}{A_o D}|C^H C_I|) \right]^2 \right\}. $$ (4.31)
In Appendix C, it is shown that $E[|C^H C_I|] = \sqrt{\pi/(4NM)}$, and $E[|C^H C_I|^2] = 1/(NM)$. Further simplifying eq. (4.31), we get

$$
\eta_{mrc} \approx \left[ \max \left( 0, 1 - \sqrt{\frac{\pi}{NM} \cdot \frac{A_I}{2A_o D}} \right) \right]^2 \quad (4.32)
$$

When the interference power increases, the asymptotic efficiency decreases until it vanishes. Hence, the MRC is not near-far resistant.

With optimum combining the weight vector is given by $w_o = R_n^{-1}C$, where $R_n = A^2_I C_I C_I^H + D\sigma^2_o I$. Using the matrix inversion lemma, $R_n^{-1} = (I - \alpha C_I C_I^H)/(D\sigma^2_o + A^2_I)$. The asymptotic efficiency of optimum combining can be written as follows:

$$
\eta_{opt} = E \left[ \frac{(1 - \alpha|C^H C_I|^2 - \frac{\sigma^2_o}{\lambda A_o A^2_I}|C^H C_I|^2)^2}{1 - \alpha(2 - \alpha)|C^H C_I|^2} \right] . \quad (4.33)
$$

In the region of low noise power, we have $\alpha \to 1$ and $\alpha \sigma^2_o/(A_o A_I) \to 0$ so that the asymptotic efficiency of optimum combining can be further simplified as follows:

$$
\eta_{opt} = E \left[ 1 - |C^H C_I|^2 \right] = 1 - \frac{1}{NM} . \quad (4.34)
$$

It means that space-time processing with the optimum combining is near-far resistant in the one interference case.

Figure 4.12 shows the asymptotic efficiency of an adaptive array for two synchronized users with spread gain $D = 127$, system dimension $NM = 5$ and $NM = 8$. Both simulation results and theory calculations show that the optimum combining is near-far resistant while MRC is not. The simulation curves were obtained by using eq. (4.30) and averaging over 1000 runs while the theory curves for the MRC and the optimum combining were obtained by using eq. (4.32) and eq. (4.34), respectively.

When the number of the interferences, (which include delayed version of multipaths), is smaller than the system dimension, optimum combining has sufficient
Figure 4.12 Asymptotic efficiency of an adaptive array for two users with (a) NM=5, (b) NM=8
degrees of freedom to null all interferences making the system near-far resistant. When the number of the interferences is larger than the system dimension, optimum combining cannot null all the interferences and the system ceases to be near-far resistant.

4.5 Summary

In this chapter, we studied space-time processing for CDMA-based wireless communications. Specifically, the following configurations were suggested: (1) space-time diversity, (2) cascade optimum spatial-diversity temporal (RAKE), (3) cascade optimum spatial-optimum temporal, and (4) joint domain optimum processing. We considered a typical CDMA wireless communications scenario modeled by a four tap-delay line and showed that a two-antenna system provides double the capacity of a single antenna system. Joint domain optimum combining provides an additional 25% increase in capacity over diversity processing only. It also provides a 1 dB power control error margin over MRC. These improvements come at only modest cost due to the few degrees of freedom that need to be optimized. We conclude that joint space-time optimum combining is a cost-efficient method for increasing capacity of CDMA-based wireless communications.
CHAPTER 5
CONCLUSIONS

In this dissertation, we have studied space-time processing to increase wireless communication systems capacity and improve their performance.

In Chapter 2, adaptive spatial processing to increase TDMA system capacity has been studied. The estimation of an array covariance matrix entails a loss in the array output SNIR with respect to the optimal case of a known covariance matrix. The density function of this loss has been derived elsewhere for both the DMI and the eigencanceler methods and is used to develop an analytical expression for the average probability of error for each method for single interference. It is shown that the eigencanceler method has performance close to the optimal in some case and is superior to the performance of the DMI method in some case. Simulations are used to corroborate the analytical results. In Chapter 3, we presented the implementation of the eigencanceler by using a simple projection-based algorithm.

In Chapter 4, we studied space-time processing for CDMA-based wireless communications. Specifically, the following configurations were suggested: (1) space-time diversity, (2) cascade optimum spatial-diversity temporal (RAKE), (3) cascade optimum spatial-optimum temporal, and (4) joint domain optimum processing. We considered a typical CDMA wireless communications scenario modeled by a four tap-delay line and showed that a two-antenna system provides double the capacity of a single antenna system. Joint domain optimum combining provides an additional 25% increase in capacity over diversity processing only. It also provides a 1 dB power control error margin over MRC. These improvements come at only modest cost due to the few degrees of freedom that need to be optimized. We conclude that joint space-time optimum combining is a cost-efficient method for increasing capacity of CDMA-based wireless communications.
APPENDIX A

CALCULATION OF INTEGRAL TERM

In this appendix, we evaluate the integral term of eq. 2.13. Let $c = -\frac{\gamma_0 |A_1|^2/|A_s|^2}N$, so that

$$\int_0^1 e^{-(\gamma_0 |A_1|^2/|A_s|^2)Nt} (1-t)^{N-2} dt = \int_0^1 e^{ct} (1-t)^{N-2} dt. \quad (A.1)$$

Defining

$$y(N-2) = \int_0^1 e^{ct} (1-t)^{N-2} dt, \quad (A.2)$$

we get

$$y(N) = \int_0^1 e^{ct} (1-t)^N dt$$

$$= \frac{1}{c} \int_0^1 (1-t)^N c^{Nt} dt$$

$$= \frac{1}{c} \left[ (1-t)^N e^{ct} \bigg|_0^1 + \int_0^1 e^{ct} N(1-t)^{N-1} dt \right]$$

$$= \frac{1}{c} \left[ -1 + N \int_0^1 e^{ct} (1-t)^{N-1} dt \right]; \quad (A.3)$$

hence

$$y(N) = -\frac{1}{c} + \frac{N}{c} y(N-1) \quad (A.4)$$

and

$$y(0) = \int_0^1 e^{ct} dt = \frac{e^c - 1}{c}. \quad (A.5)$$
APPENDIX B
CORRELATION OF CDMA SIGNALS

This appendix evaluates the terms of eq. 4.3. This relation represents the correlation of the signal received at the mth tap-delay with the signature waveform of the designated user. Let the three terms on the right-hand side of eq. 4.3 be denoted $T_1, T_2$ and $T_3$, respectively. $T_1$ represents the aggregate contributions of the designated user at the mth tap-delay. It can be further analyzed as follows:

$$T_1 = A_0 S_0(k) B_{nm(0)}^{(0)} + A_0 S_0(k+1) B_{nm(1)}^{(0)} + A_0 S_0(k-1) B_{nm(-1)}^{(0)}, \quad (B.1)$$

where the factor $B_{nm(0)}^{(0)}$ represents contributions of $S_0(k)$ to the output of the matched filter at the nth element and mth tap-delay. This factor consists of the correlation of the desired signal in the mth path with the signature waveform $u_0(t)$, as well as inter-path contributions, and can be written,

$$B_{nm(0)}^{(0)} = C_{nm}^{(0)} \rho_{00}(0, 0, T_s) + b_{nm}^{(0)}, \quad (B.2)$$

where $\rho_{jl}(\tau, t_1, t_2)$ is the partial correlation between the signature waveforms of users $j$ and $l$, with time lag $\tau$ between the waveforms, and time limits $t_1$ and $t_2$:

$$\rho_{jl}(\tau, t_1, t_2) = \int_{t_1}^{t_2} u_j(\alpha + \tau)u_l^*(\alpha) d\alpha. \quad (B.3)$$

Note that $\rho_{00}(0, 0, T_s) = D$, the processing gain, as expected. The complex normal variable $b_{nm}^{(0)}$ (constant during the processing interval) represents the contributions of $S_0(k)$ paths other than the mth. It consists of paths, $i < m$, that arrive prior to path $m$, and paths, $i > m$, that arrive after $m$. It is given by:

$$b_{nm}^{(0)} = \sum_{i=0}^{m-1} C_{ni}^{(0)} \rho_{00}[(m-i)T_d, 0, T_s-(m-i)T_d] + \sum_{i=m+1}^{M-1} C_{ni}^{(0)} \rho_{00}[(m-i)T_d, (i-m)T_d, T_s]. \quad (B.4)$$

A timeline diagram is provided in Figure B.1 to clarify the time limits used in the various correlation expressions. Factors of the form $B_{nm(\alpha)}^{(0)}$, $\alpha = -1, 1$ represent
contributions associated with the \((k + \alpha)\)th symbol of the designated user. Note that the \(m\)th path waveform of \(S_0(k)\) may overlap with the \(i < m\)th path waveform of the next symbol \(S_0(k + 1)\) or with the \(i > m\)th path waveform of the previous symbol \(S_0(k - 1)\). This factor can be explicitly written

\[
B_{nm}^{(0)} = C_{nm}^{(0)} \rho_{00}(0, 0, T_d) + b_{nm}^{(0)}
\]

\[
B_{nm}^{(1)} = \sum_{i=0}^{m-1} C_{ni}^{(0)} \rho_{00}[(m - i)T_d, (i - m)T_d, 0]
\]

\[
B_{nm}^{(-1)} = \sum_{i=m+1}^{M} C_{ni}^{(0)} \rho_{00}[(m - i)T_d, 0, (i - m)T_d].
\]

(B.5)

The time limits of the correlations can be visualized using Figure B.1 and noting the periodicity of \(u_0(t)\).

The term \(T_2\) represents the co-channel interference. It is given by

\[
T_2 = \sum_{j=1}^{L} \left[ A_j S_j(k) B_{nm}^{(j)}(0) + A_j S_j(k + 1) B_{nm}^{(j)}(1) + A_j S_j(k - 1) B_{nm}^{(j)}(-1) \right].
\]

(B.6)

With some considerable algebraic manipulations, but in a manner similar to the derivation of eq. B.5, it can be shown that the terms \(B_{nm}^{(j)}, \alpha = -1, 0, 1\) are given by:

\[
B_{nm}^{(0)} = C_{nm}^{(0)} \rho_{00}(0, 0, T_d) + b_{nm}^{(0)}
\]

\[
B_{nm}^{(1)} = \sum_{i=0}^{m-1} C_{ni}^{(0)} \rho_{00}[(m - i)T_d - \tau_j, (i - m)T_d + \tau_j, 0]
\]

\[
B_{nm}^{(-1)} = \sum_{i=m+1}^{M} C_{ni}^{(0)} \rho_{00}[(m - i)T_d - \tau_j, 0, (i - m)T_d + \tau_j],
\]

(B.7)

where

\[
b_{nm}^{(j)} = \sum_{i=0}^{m-[T_d/T_s]} C_{ni}^{(j)} \rho_{00}[(m - i)T_d - \tau_j, (i - m)T_d + \tau_j, 0]
\]

\[
+ \sum_{i=m-[T_d/T_s]}^{M} C_{ni}^{(j)} \rho_{00}[(m - i)T_d - \tau_j, 0, (i - m)T_d + \tau_j, T_s].
\]

(B.8)

Finally, \(T_3\) is the noise after matched filtering:

\[
\eta_{nm}(k) = \int_{kT_s}^{(k+1)T_s} v_n(t + mT_d) u_0^*(t) dt,
\]

where the noise variance is given:

\[
\sigma^2 = D\sigma_v^2.
\]

(B.9)
Figure B.1 Timeline for correlation calculations
APPENDIX C

CORRELATION OF CHANNEL COEFFICIENTS

This appendix evaluates the first and second moment of the random variable $|\mathbf{C}^H \mathbf{C}_I|$ — the amplitude of the correlation of channel coefficient vectors. In the context of Section 4.4, the channel coefficients are normalized to preclude their effect of the processing gain. $\mathbf{C}$ and $\mathbf{C}_I$ can be modeled as normalized complex Gaussian vectors with zero means and unit norms:

$$\mathbf{C} = [C_1 \ldots C_{NM}]^T = \frac{\mathbf{c}}{|\mathbf{c}|},$$

$$\mathbf{C}_I = [C_{I1} \ldots C_{INM}]^T = \frac{\mathbf{c}_I}{|\mathbf{c}_I|},$$

where $\mathbf{c}$ and $\mathbf{c}_I$ are random vectors with elements $c_n = c_{nr} + j c_{ni}$ and $c_{In} = c_{Inr} + j c_{Ini}$. Coefficients $c_{nr}$, $c_{Inr}$ and $c_{ni}$, $c_{Ini}$ are real and imaginary parts of the elements $c_n$ and $c_{In}$, respectively, and are i.i.d random variables with distribution $N(0, \sigma_c^2/\sqrt{2})$.

Hence, random variables $|C_n|^2$ can be written as follows:

$$|C_n|^2 = \frac{c_{nr}^2 + c_{ni}^2}{(c_{nr}^2 + c_{ni}^2) + \sum_{k=1, k \neq n}^{NM} (c_{kr}^2 + c_{ki}^2)}.$$  \hspace{1cm} (C.3)

From eq. (C.3), we can notice that $|C_n|^2$ has beta distributions with 2 and $2(NM - 1)$ degrees of freedom. $|C_{In}|^2$ has the same distribution as well. The mean of these random variable is given:

$$E[|C_n|^2] = E[|C_{In}|^2] = \frac{1}{NM}.$$  \hspace{1cm} (C.4)

Let

$$x_n = x_{nr} + j x_{ni} = C_n^*C_{In},$$
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where \( x_{nr} \) and \( x_{ni} \) are the real and imaginary parts of \( x_n \). Both are independent random variables with means and second moments given as follows:

\[
E[x_{nr}] = E[x_{ni}] = E[x_n] = 0 \tag{C.6}
\]
\[
E[x_{nr}^2] = E[x_{ni}^2] = \frac{1}{2} E[|x_n|^2] = \frac{1}{2(\sqrt{N}M)^2}. \tag{C.7}
\]

We form their sum

\[
Z = Z_r + jZ_i
\]
\[
= x_1 + \ldots + x_{NM}
\]
\[
= C^H C_I, \tag{C.8}
\]

where \( Z_r \) and \( Z_i \) are the real and imaginary parts of \( Z \). According to the central limit theorem, \( Z_r \) and \( Z_i \) have normal distributions \( N(0, \sqrt{1/(2NM)}) \). Hence, the amplitude of the random variable \( Z \) has Rayleigh distribution with mean

\[
E[|Z|] = \sqrt{\frac{\pi}{4NM}} \tag{C.9}
\]

and variance

\[
E[(|Z| - E[|Z|])^2] = \frac{4 - \pi}{4NM}. \tag{C.10}
\]

Thus, we have

\[
E[|Z|^2] = \frac{1}{NM}. \tag{C.11}
\]
APPENDIX D
GLOSSARY OF ABBREVIATIONS

AMPS: advanced mobile phone system
CDMA: code-division multiple-access
CIR: carrier-to-interference ratio
DMI: direct matrix inverse
EVD: eigenvalue decomposition
FDMA: frequency-division multiple-access
GSM: global system for mobile communications
JOPT: joint domain optimum combining
LMS: least-mean-square
MAI: multiple-access interferences
MRC: maximum ratio combining
PCS: personal communication systems
RLS: recursive least-squares
SNIR: signal-to-noise-plus-interference ratio
SNR: signal-to-noise ratio
SMRC: space maximum ratio combining
SOPT: space optimum combining
TACS: total access communication system
TDMA: time-division multiple-access
TMRC: time maximum ratio combining
TOPT: time optimum combining
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