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CHAPTER 1

INTRODUCTION

In recent years, digital technology has invaded almost every aspect of our lives. The

idea of an information highway is not the science fiction it was once thought to be.

The future promises more availability of more information and easier access with

each passing day. The more technology matures, the more its capabilities spread

through every layer of society. Just about anyone can gain access to the Internet—no

matter how old, how rich or poor, how skilled or not.

Anyone can access huge amounts of data in the form of text, sound, and images.

From an entire congressional hearing to an artistic web site design, multimedia data

may be copied and transferred to someone else with the touch of a button. When we

can access and transfer data so easily, we take for granted that this data was created

by an individual who spent time, effort, and possibly money to put the data into a

form we can so easily copy, edit, and move from one place to another.

1.1 The Need for Image Watermarking

With every advance comes a setback. It's difficult to sit through an evening news

program without hearing about some form of technology misuse. As fun and as

instrumental to learning as the Internet may be, there are plenty of users who would

be happy to take advantage of others. Sometimes this happens in the form of the

child pornography cases we hear about so often on television. Other times, it takes

the form of a more subtle crime, such as illegal duplication and distribution. Not

in the line of police or detective work, it is the second case with which we are in a

position to deal.

Copyright protection of images is a major concern in the multimedia industry

today. Image copyright protection is sought for many technologies. Digital Video

Disks (DVD's), for example, can be easily mass produced and illegal copies easily

distributed. On the Internet, downloading images also opens the door for false

1



2

ownership claims and the production of illegal copies. Scientific images are just as

likely as others to fall victim to technology misuse and, therefore, need some means

of copyright protection.

As far as the entertainment industry goes, the future also holds the possibility

of accessing movies over the Internet, so that viewers can watch them without having

to leave the house. It is possible that someone can rent a movie (download it) and

instead of watching it once, produce illegal copies of it. Data hiding will enable the

owner of the movie (or the person or organization holding the copyright to the movie)

to hide computer instructions that enable the renter to watch the downloaded movie

once before it is deleted. A digital image watermark can carry information that not

only identifies the owner, but also allows tracking—a way to identify the producer of

illegal copies.

1.2 Copyright Protection and Information Hiding

Generally speaking, digital image watermarking can be divided into two main

categories. The first category utilizes the watermark signal for copyright protection,

while the second category utilizes the signal for other purposes, such as hiding some

information in the image. Each category has its own requirements and hence its own

challenges. During the course of the research that lead to this dissertation, a goal

was established to develop a watermarking technique for copyright protection that

simultaneously provides a means for carrying meaningful information in the signal.

In digital image watermarking, it is preferred that the watermark signal be

embedded in a transform domain. When transforming the image back to the spatial

domain, the change in the energy of the transform domain coefficients—where the

signal is added—tends to spread among all the pixels of the transformed block,

making the signal less invisible [3]. Throughout this dissertation, the watermarking

encoding (embedding) and decoding (recovery) methods are based on Figure 1.1.

When embedding the watermark signal, the original image 10 is transformed to the

Discrete Cosine Transform (DCT) domain. The DCT is applied to blocks of 8 x 8

pixels. Some / significant AC coefficients in each transformed block are selected to



Figure 1.1 Watermark Signal Embedding and Recovery Using DCT

carry the watermark signal. After adding the signal, an inverse DCT is applied and

the watermarked image I . is obtained. Thus,

where WM1 is the embedded watermark signal.

/2 is a version of /1 that went through some intentional or unintentional attacks.

Intentional attacks come from someone who intends to claim the ownership of the

image. Unintentional attacks occur from signal processing techniques that the image

may go through (e.g., filtering and quantization). The recovery technique of the

watermark signal assumes the original image h (the one without the signal) is

available. h and /2 are transformed to the DCT domain, and the watermark signal
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is obtained by subtracting 10 from /2 . That is,

where WM2 is the watermark signal obtained at the decoder. WM2 is a noisy

version of the embedded signal WM1.

One can see that, generally speaking, for a watermark signal designed for

copyright protection, WM2 is expected to support the owner's right to the image

by giving a clear indication of the existence of WM1 in /2 even if /2 suffers from

attacks. For a watermark signal designed for hiding some information (where 10

may not be available), WM1 is expected to carry as many information symbols as

possible (without causing any perceptual difference between /0 and /1 ). In addition,

when WM2 is retrieved, it is expected to reveal the embedded symbols with the

least symbol decoding error possible.

1.3 Industry Requirements and Challenges

The industry requirements for image copyright, which are not straightforward, have

created an area of research that is demanding and carries many problems yet to be

solved. What the industry has put forth includes the following requirements [3] [4]

[5]: A copyright protection digital image watermark is expected to be perceptually

invisible (it should not interfere with the original image); it should be unambiguous

(it should explicitly identify the owner); and it should be robust (hard to remove).

The signal is expected to be robust in that it is shielded against signal processing

techniques, distortion of the image itself, and intentional attacks.

There are many challenges that come with these demands. If we want to

have a watermark signal that is unambiguous, and at the same time one that resists

attacks, the signal itself must be hidden from someone with the intention of forging or

destroying the watermark signal. In this work this challenge is addressed by asking

the following question: How can we have a signal that appears to be a sequence

of random variables and, at the same time, the signal can reveal (in a convincing

manner) a string of meaningful information when image ownership is debated?
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Another challenge is raised based on the following scenario: Suppose the

original owner (A), who owns an image / 0 , produced the image Il as explained with

Equation (1.1). A fraudulent claimant (B) can take h, and subtract a certain signal

WM1 from it to produce I. That is,

When image ownership is debated, (B) can claim that h is the original image before

the watermark signal, /1 (the image under debate) is the image with the watermark

signal, and WM1 is his watermark signal (signature). The fraudulent claimant (B)

can show how his signature can be obtained from the following equation:

Note that because a watermark signal is expected to introduce no visual degra-

dation to the image, /0 can be accepted perceptually. Research in digital image

watermarking [5] showed that a solution to this attack is to make the watermark

signal image dependent. Techniques that create image-dependent watermark signals

attempt to make the correlation between WM1 and T higher than the correlation

between WM1 and /0 . This higher correlation would indicate the existence of WM1

in h and reduce the likelihood of the existence of WM1 in I. Although this work

will not cover how to generate an image-dependent watermark signal, Chapter 2

will show how to turn a watermark signal—that can reveal a string of meaningful

information—into an image-dependent signal.

Another challenge proceeds as follows: We want the watermark signal to be

invisible, and at the same time, the signal is expected to be robust against all possible

attacks. To make the watermark signal invisible, the amount of change that can be

introduced to the image to carry the watermark signal is limited. Consider trans-

forming the image to some transform domain (e.g., DCT) to embed the watermark

signal. For the DCT coefficients to carry a watermark signal that will be invisible in

the spatial domain, only a limited amount of change to these coefficients is possible.

This limitation of change translates to a limitation of watermark signal power; that

is, the watermark signal is a power-constrained signal. The issue of achieving high
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robustness is addressed by asking the following question: What is the best approach

to embed the watermark signal with respect to the image, such that the signal can

be detected if the image (or the signal) is partially damaged? That is, if an attacker

or some signal processing technique or damage to the image itself results in a loss of

part of the signal (e.g., half the signal is totally lost), we want to detect a signal that

can, in an unambiguous way, reveal sufficient meaningful information when image

ownership is debated.

1.4 Is It A Spread Spectrum Signal?

Although much of the available literature refers to the watermark signal as a spread-

spectrum communication-channel signal [3], the watermark signal is not exactly the

same as a spread-spectrum signal. In this section, some of the similarities and

differences between watermark signals and spread-spectrum signals are addressed.

1.4.1 Similarities
Similar to transmitting a spread-spectrum signal over a communication channel

(where the amount of information that can be transmitted is bounded by the channel

capacity), the amount of information that can be embedded in the watermark signal

is bounded by the image capacity. When studying the capacity of the image with

respect to the watermark signal, generally speaking, the amount of information that

can be embedded in an image depends on many factors. The size of the image is

certainly a factor, since for large images we can embed more information than for

small images with the same degradation level. The second factor is the domain in

which the information is embedded. In a transform domain, we can embed the infor-

mation bits in selected coefficients, making the watermarking signal more spread out

and hence less noticeable in the spatial domain [3].

The work performed here embeds the watermark signal in images of size 256 x

256 pixels. With this method, DCT is applied to blocks of 8 x 8 pixels (as specified

in the international image and video coding standards), and the l most significant

coefficients (excluding the DC coefficient) in each transformed block are selected to
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carry the watermarking signal. These components have a relatively larger capacity,

to tolerate the watermark signal without perceptual degradation, than other AC

coefficients [3] [4] [14]. With the approach used in this work, when we selected / = 3

image size, the transform domain selected for embedding the watermark signal (e.g.,

DCT or FT), or the number of coefficients per transformed block (1) carrying the

signal, the need to make the watermark signal perceptually invisible results in a

signal that is power constrained.

In this work, we show how the number of coefficients utilized by the watermark

signal resembles the available bandwidth for a power constrained signal trans-

mitted over a spread-spectrum communication channel. As with power-constrained

signals, the tradeoff between increasing the signal dimension (which could mean

better utilization of available capacity) and lower computational complexity is

encountered.
Because the watermark signal is power constrained and it should appear as a

sequence of random variables to those attempting an attack, there is a striking resem-

blance between detecting the watermark signal and detecting a signal over a spread

spectrum communication channel [34]. The similarities between the watermark signal

and a spread-spectrum signal can be summarized as follows:

• Both signals are power constrained.

• Both signals are a sequence of random variables.

• Both can have a tradeoff between the achieved capacity and the signal

dimension.

1.4.2 Differences

The resemblance between the detection of the watermark signal and detecting a

signal over a spread-spectrum channel, does not mean that the watermark signal is

identical to a spread-spectrum signal. In this work we are interested not only in the

similarities, but also in the differences between the two signals. Let us observe a

fundamental and very important difference between the two.



Figure 1.2 Modeling the Signaling over a Typical Communication Channel

8

Figure 1.3 Modeling the Watermark Signaling Process



9

Figure 1.2 shows how a communication channel is modeled [29], while Figure

1.3 shows how the digital image watermark process is modeled. Over a communi-

cation channel, the demodulator is expected to supply the decoder with quantized

values of the received signal [40]. Communications references are rich in explaining

the difference between hard- and soft-decision decoding [21] [37] [39]. Researchers in

the communications field are aware of the fact that if we can reach a demodulator

that supplies the decoder with unquantized values of the received signal, optimum

detection using sequence decoding is achievable [29]. Unfortunately, this ideal demod-

ulator does not exist with communication channels. In this work, however, we will

explain how this ideal situation is available with watermark signals. We will show

how unquantized values of the detected signal are obtainable and hence show how

sequence decoding is possible. The use of sequence decoding makes the increase of

computational complexity manageable as the signal dimension increases. This opens

the door to achieving higher capacity.

Another major difference between an image watermark signal and a communi-

cation channel signal is the signal layout. While the layout of the spread-spectrum

signal normally is in 1-D (the signal as a function of time), the layout of the

watermark signal is multi-dimensional. When embedding the watermark signal in

a still image, the signal layout is in 2-D (x and y coordinates of each coefficient).

When embedding the watermark signal in a video sequence, the layout of the signal

is in 3-D (x and y coordinates decide the location in a frame, and the z coordinate

decides the specific frame in the sequence).

The differences between the watermark signal and a spread-spectrum signal

can be summarized as follows:

• No demodulator is used with the watermark signal.

• The watermark signal layout is multi-dimensional.

As the reader proceeds with this dissertation, it will be clear how these two major

differences between a watermark signal and a communication-channel signal are

utilized to improve both the detection process and the achieved robustness of

watermark signaling.
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1.5 Detection and Robustness

This dissertation concentrates mainly on two very important aspects of the digital

image watermarking process: detection and robustness. The dissertation is divided

into two parts. The first part addresses the detection aspect of the signal and the

second part addresses the robustness aspect.

1.5.1 Detection

With regard to the detection process, the first part is divided as follows:

• In Chapter 2, the dilemma of keeping the watermark signal a random variable

sequence, and at the same time having the detection process reveal meaningful

information, is addressed. We develop a multiple signaling approach that allows

us to embed meaningful information in the watermark signal while keeping the

signal a sequence of random variables. We proceed in this study by examining

the approach with regard to Shannon's coding theory. We will compare the

following three coding approaches:

1. Multiple embedding, where a single binary value is embedded in multiple

coefficients. We will show how this is equivalent to using repetition codes

in channel coding.

2. Error correction coding, where we select the error correction code BCH

(31:6) for our comparison.

3. Correlation decoding, where we used the same redundancy as with BCH

(31:6) but in the form of increasing the signal dimension.

We will show that because the watermark signal is power constrained, corre-

lation decoding is better than error correction coding, and that multiple

embedding gives the poorest performance. We will also show how Shannon's

coding theory is applied to the watermark signal: As the watermark signal to

noise ratio SNRwm , decreases, the amount of information that could be carried

in the signal decreases.
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• Chapter 3 will show how the number of coefficients selected to carry the

watermark signal N resembles the available bandwidth in a spread-spectrum

channel. As with spread-spectrum signaling, a tradeoff between the achieved

capacity and the signal dimension. may be encountered. We will study the

behavior of the image capacity when approaching the watermark signal

as a signature (just a sequence of random variables utilized for copyright

protection), and when approaching the watermark signal as a means for

embedding information symbols. On this point, we show that the complexity

of the detection process may increase as the signal dimension increases. This

prompts the need to develop a digital image watermark detection process

where a manageable increase in the computational complexity occurs when

the signal dimension increases.

• In Chapter 4, the similarity between detecting the digital image watermark

signal and detecting a signal over a spread spectrum communication channel

with additive white Gaussian noise is explained. We study the differences

between the two, and show how we can use sequence decoding, which offers

a manageable increase in computational complexity as the signal dimension

increases. A comparison between correlation detection and sequence detection

is presented. We also present a comparison between maximum likelihood

sequence decoding (MLSD), maximum a-posteriori probability sequence

decoding (MAPSD), and correlation sequence decoding (CORSD). We will

show how MAPSD, in addition to offering a less complicated detection

technique, can also offer a good measure of the confidence level of the detected

signal.

1.5.2 Robustness

The second part of this dissertation approaches the robustness aspect of the digital

image watermark signal from a communications angle. Much of the literature

addresses this issue from signal- and image-processing points of view. These works

attempt to increase the signal robustness by trying to increase signal power through


