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ABSTRACT

SELF SIMILAR FLOWS IN FINITE OR INFINITE TWO DIMENSIONAL GEOMETRIES

by

Leonardo Xavier Espín Estevez

This study is concerned with several problems related to self-similar flows in pulsating channels. Exact or similarity solutions of the Navier-Stokes equations are of practical and theoretical importance in fluid mechanics. The assumption of self-similarity of the solutions is a very attractive one from both a theoretical and a practical point of view. It allows us to greatly simplify the Navier-Stokes equations into a single nonlinear one-dimensional partial differential equation (or ordinary differential equation in the case of steady flow) whose solutions are also exact solutions of the Navier-Stokes equations in the sense that no approximations are required in order to calculate them. One common characteristic to all applications of self-similar flows in real problems is that they involve fluid domains with large aspect ratios. Self-similar flows are admissible solutions of the Navier-Stokes equations in unbounded domains, and in applications it is assumed that the effects of the boundary conditions at the edge of the domain will have only a local effect and that a self-similar solution will be valid in most of the fluid domain. However, it has been shown that some similarity flows exist only under a very restricted set of conditions which need to be inferred from numerical simulations. Our main interest is to study several self-similar solutions related to flows in oscillating channels and to investigate the hypothesis that these solutions are reasonable approximations to Navier-Stokes flows in long, slender but finite domains.
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CHAPTER 1
INTRODUCTION

The incompressible Navier-Stokes equations govern the motion of viscous fluids and in a two-dimensional Cartesian coordinate system take the following form:

\[ \rho (u_t + uu_x + vv_y) = -p_x + \mu (u_{xx} + u_{yy}), \]  
\[ \rho (v_t + uv_x + vv_y) = -p_y + \mu (v_{xx} + v_{yy}), \]  
\[ u_x + v_y = 0, \]

where \( u \) and \( v \) denote the horizontal and vertical components of the velocity field of the fluid and \( p \) is the pressure. These three unknowns depend on the spatial variables \( x, y \) and time \( t \). The parameters \( \rho \) and \( \mu \) represent the density and the viscosity of the fluid respectively. The Navier-Stokes equations result from applying the Transport Theorem to the integral form of the equations of balance of momentum and incompressibility of the fluid (see Chorin and Marsden (1992)). This study is concerned with several problems related to self-similar flows in pulsating channels, that is we are interested in a particular class of solutions of equations (1.1)-(1.3) for channel geometries.

Exact or similarity solutions of the Navier-Stokes equations are of practical and theoretical importance in fluid mechanics. In addition to direct physical applications, they serve as benchmarks for the validity of complex numerical codes. Many basic flows studied in the field of fluid dynamics are of exact or similarity form: Poiseuille flow in a pipe, stagnation-point flows, rotating-disk flows are some examples (for a recent and extensive review of exact solutions of the Navier-Stokes equations the reader is referred to the monograph by Drazin and Riley (2006)). The assumption of self-similarity of the solutions is a very attractive one from both a theoretical and a practical point of view. It allows us to greatly simplify the equations of motion (1.1)-(1.3) into a single nonlinear one-dimensional
partial differential equation (or ordinary differential equation in the case of steady flow) whose solutions are also exact solutions of the Navier-Stokes equations in the sense that no approximations are required in order to calculate them.

Self-similar flows have been widely used in applications. A few of them, which are related to this study are: a model of gas transport in the airways of the lung (Hydon and Pedley 1993), a model for oxygen transport in transmyocardial revascularization channels or tubes (Waters 2001), (Waters 2003), a model of blood flow in coronary arteries (Secomb 1978) and flows in porous channels or tubes (Brady 1984). One common characteristic to all applications of self-similar flows in real problems is that they involve fluid domains with large aspect ratios. Self-similar flows are admissible solutions of the Navier-Stokes equations in unbounded domains, and in all the applications mentioned it is typically assumed that the effects of the boundary conditions at the edge of the domain will have only a local effect and that a self-similar solution will be valid in most of the fluid domain. However, it has been shown that some similarity flows exist only under a very restricted set of conditions which need to be inferred from numerical simulations (see for example Brady and Acrivos (1982a), Brady (1984), Hewitt and Hazel (2007)). Our main interest is to study several self-similar solutions related to flows in oscillating channels and to investigate the hypothesis that these solutions are reasonable approximations to Navier-Stokes flows in long, slender but finite domains.

In Chapter 2, we compare channel flows driven by accelerating (and decelerating) surface velocity in finite, slender channels with the self-similar solution which exist in infinite channels. There is a direct connection between channel flows driven by decelerating surface velocity and channel flows driven by vertically oscillating walls since the former arises from the latter in a distinct high-frequency small amplitude limit identified and analyzed by Hall and Papageorgiou (1999).

Chapter 3 is concerned with flows driven by pulsating channels. Secomb (1978), studied the flow driven by a two-dimensional infinite channel whose parallel walls oscillate
vertically in a prescribed way. He considered the limiting cases of low and high-frequency wall oscillations, and also the case of small amplitude wall oscillations for arbitrary frequency. Hall and Papageorgiou (1999) studied a closely related problem and presented results for arbitrary oscillation frequencies and amplitudes. They found that the dynamics of the flow depend on two non-dimensional parameters: the dimensionless amplitude of the wall oscillation, \( \Delta \), and the Reynolds number of the flow, \( R \) (see Section 3.2.1 for a summary of the main results concerning this flow). In Section 3.2, we study a secondary flow which results by superimposing a pressure gradient to the flow driven by vertically oscillating walls described in Section 3.2.1. We find that the dynamics of the secondary flow are very different from that of the pulsating flow. In particular, we find that for any value of the oscillation amplitude a bifurcation occurs at a critical Reynolds number above which the flow transitions from a time-periodic state to solutions that grow exponentially in time. In contrast with the pulsating flow, a symmetry breaking bifurcation may or may not occur, depending on the value of the oscillation amplitude. In Section 3.4 we generalize the similarity flow driven by vertically oscillating walls by allowing the channel walls to move laterally as well. This flow is related to an application in passive solute transport and diffusion in an oscillating channel which is studied in Chapter 4. In Section 3.6 we compare the similarity flow of Section 3.4 with flows admitted in finite, truncated domains computed by solving the Navier-Stokes equations numerically.

In Chapter 4 we study a model for oxygen transport in revascularization channels which utilizes a self-similar solution as a model flow for the fluid inside the channel. The transmyocardial laser revascularisation procedure is a surgical technique consisting of drilling long narrow tunnels in certain parts of the heart with the purpose of bringing oxygenated blood to the heart muscle. Waters (2001) used asymptotic techniques to determine the effects of the fluid flow on the delivery of solute to the walls of a two dimensional pulsating channel by deriving an asymptotic solution in the double limit of small amplitude oscillations and large Péclet number. We perform a numerical study of the model proposed
by Waters (2001) for a broader range of the non-dimensional parameters. Specifically, we study how the approximation is affected when the amplitude of the wall oscillation increases and we find an approximate range for which the asymptotic approximation and the numerical approximation give comparable results. We conclude by outlining possible extensions of this study and describe future research directions.
CHAPTER 2

CHANNEL FLOWS DRIVEN BY ACCELERATING SURFACE VELOCITY

2.1 Introduction

In this Chapter we compare the numerically computed solutions of Navier-Stokes flow in a channel of finite length, driven by the accelerating surface velocity of the channel walls (which we call 'accelerating wall' driven flow), with the self-similar solution admitted by the respective problem in an infinitely long channel. We are interested in studying how the similarity solution is captured as a Navier-Stokes flow in a truncated domain, and how the rich bifurcation structure of this class of self-similar solutions is affected by a truncated domain (for example it has been shown that these similarity flows can produce complex dynamics including chaotic behavior that follows a Feigenbaum period-doubling scenario at order one values of the driving parameters, see Hall and Papageorgiou (1999), Feigenbaum (1981)). In addition we formulate and solve linear stability problems of the self-similar solutions to general perturbations in order to explain any discrepancies between computed and self-similar solutions. Previous work (e.g. Brady (1984), Brady and Acrivos (1981), Brady and Acrivos (1982a)) has shown that similarity flows may not describe a realizable flow accurately, even if only localized regions of the domain of the problem are considered. Also, the recent work by Hewitt and Hazel (2007) has shown that non-linear perturbations at the edge of the finite domain can significantly alter the bifurcation structure of a similarity flow, as well as the bifurcated solutions. As we will show, similarity flows could become linearly unstable, rendering the self-similar solution irrelevant in finite channels after a critical value of the Reynolds number is crossed.

In Section 2.2 we introduce the equations of the problem, the scalings and conventions we utilize through this Chapter. In Section 2.3 we give a brief description of the code we use to compute our numerical solutions and in Section 2.4 we present our results.
Section 2.5 is left for a discussion and conclusions.

2.2 Mathematical Formulation

Consider a rectangular channel of semi-width $a$ and length $2L$ filled with a viscous incompressible fluid of density $\rho$ and viscosity $\mu$. The top and bottom walls move with the following velocity parallel to the $x$-axis

$$u(x, \pm a) = Ex, \quad v(x, \pm a) = 0,$$

(2.1)

where $E$ is a constant with units of inverse time. In equation (2.1) and in the rest of this Chapter, we use a Cartesian coordinate system $(x, y)$ with the origin placed at the center of the channel so that the walls are given by $y = \pm a$, and the channel ends are at $x = \pm L$. The corresponding velocity field is denoted by $\mathbf{u} = (u, v)$. Since the velocity due to the accelerating wall is symmetric about the plane $x = 0$, it is sufficient to solve in the region $x > 0$ with symmetric boundary conditions imposed at $x = 0$. At the edge $x = L$ the fluid is allowed to enter and leave the channel and the boundary conditions to be imposed there are discussed in detail later. We emphasize that the edge boundary conditions are central to our study since they affect the flow in the whole domain and in particular dictate whether a similarity solution emerges or not - see later. A schematic of the flow geometry is provided in figure 2.1.

![Figure 2.1 Schematic diagram for the flow in a long, slender channel with accelerating walls.](image)
The length of the channel, $L$, and its semi-width $a$ provide a natural way for defining dimensionless variables for this problem. Accordingly we set

$$
x' = \frac{x}{L}, \quad y' = \frac{y}{a}, \quad t' = Et, \quad u' = \frac{u}{EL}, \quad v' = \frac{v}{Ea}, \quad p' = \frac{a^2 p}{L^2 \mu E},
$$

which leads to the nondimensional Navier-Stokes equations (after dropping the primes)

$$
\begin{align*}
    u_t + uu_x + vv_y &= -\frac{1}{\varepsilon R} p_x + \frac{1}{R} (\varepsilon^2 u_{xx} + u_{yy}), \\
    v_t + uv_x + vv_y &= -\frac{1}{\varepsilon^2 R} p_y + \frac{1}{R} (\varepsilon^2 v_{xx} + v_{yy}), \\
    u_x + v_y &= 0,
\end{align*}
$$

where $R = \rho E a^2 / \mu$ is the Reynolds number for the flow, and the reciprocal of the aspect ratio of the channel is $\varepsilon = a/L$. The boundary conditions (2.1) at the symmetry plane $x = 0$ and at the walls $y = \pm 1$ become

$$
\begin{align*}
    u(0, y) &= 0, \quad v_x(0, y) = 0, \\
    u(x, \pm 1) &= x, \quad v(x, \pm 1) = 0.
\end{align*}
$$

The boundary conditions at the scaled channel end $x = 1$ are left unspecified until Section 2.3 where they are required for the calculation of numerical solutions. In the case of negative acceleration, the only change is in the boundary conditions $u(x, 1) = u(x, -1) = -x$. By simplicity and for historical reasons (see Watson et al. (1990), Brady and Acrivos (1981)), we will refer to this case as negative Reynolds number flow.

The problem (2.2)-(2.4) is exact and is solved numerically later. In the limiting case when $\varepsilon \to 0$ (or equivalently when $L \to +\infty$, i.e. the geometry becomes infinite), the equations admit a similarity solution of the form

$$
\begin{align*}
    u &= xf(y, t), \quad v = -f(y, t), \quad p = \frac{\beta}{2} x^2 + p_0(y),
\end{align*}
$$

where $\beta$ is a constant.
that arises from the stream function $\psi(x,y,t) = xf(y,t)$ for the flow. The function $f(y,t)$ satisfies the equation

$$f_{ytt} = f_{yyyy} - f_yf_{yy} + \frac{1}{R} f_{yyyy},$$

(2.7)

subject to the no-slip boundary conditions at the walls

$$f_y(\pm 1, t) = 1, \quad f(\pm 1, t) = 0.$$  

(2.8)

The constant pressure coefficient $\beta$ and the pressure $p_0(y)$ appearing in (2.6) can be calculated from the equations of motion (2.2)-(2.4) once $f(y,t)$ has been determined.

Our objective is to study the relation between the similarity solution $f$ with the Navier-Stokes flow described by (2.2)-(2.5) in the case $\epsilon > 0$. Even though any value of $\epsilon$ can be taken in a direct numerical simulation, it is appropriate to consider small values of $\epsilon$ corresponding to long channels. There are two reasons for this: first, we want the channel to be sufficiently long so that different conditions at $x = 1$ (recall that in unscaled terms the channel length is $1/\epsilon$) have sufficient distance to adjust to the exact similarity solution (2.6); second, a long channel enables us to also study via our full simulation, the spatial stability of the exact solutions at different values of the flow parameters. Both of these are addressed fully in what follows. Brady and Acrivos (1982a) studied the related problems of a symmetric flow (about the $x$-axis) in a closed channel or tube, driven by the accelerating walls of an asymptotically infinite channel or tube. They found that below a critical value of the Reynolds number, small perturbations to the similarity velocity profiles at the channel edge will decay to zero and consequently the similarity solution would be a good approximation to the flow in a range $0 \leq x \leq x_0 < 1$ which depends on $R$. Above this critical value, the perturbations at the edge propagate to the interior of the channel and affect the solution in the whole domain, fundamentally altering its nature. In our case, the channel is of finite extent and we do not impose symmetry along the channel center-line ($y = 0$) since, as seen by Watson et al. (1990), the asymmetric branch of the similarity
solution \( f \) presents a richer bifurcation structure than the symmetric branch at moderately large values of the Reynolds number, and is also more strongly attracting since it is stable at the higher Reynolds numbers.

### 2.3 Numerical Methods

In order to compare the exact solution described by (2.7)-(2.8) with the flow in a long, finite channel with aspect ratio \( 0 < \varepsilon \ll 1 \), we set \( \varepsilon = 1/100 \) (corresponding to a channel 100 times longer than wide) and solve equations (2.2)-(2.4) subject to boundary conditions (2.5) plus conditions at the channel edge at \( x = 1 \). We consider two different cases: outflow conditions and inflow conditions which consist of prescribing the exact self-similar solution at the edge

\[
\begin{align*}
    u_x(1,y,t) &= v_x(1,y,t) = 0, \\
    u(1,y,t) &= f_y(y,t), \quad v(1,y,t) = -f(y,t).
\end{align*}
\]

Conditions of type (I) are non-linear perturbations of the self-similar flow which allow us to compare the behavior of this flow with the findings reported by Hewitt and Hazel (2007) in a different problem of the flow between two counter rotating disks. As in the present case, that flow admits self-similar solutions of stagnation point type when the disks are of infinite radius.

Type (I) conditions require that the total velocity does not change in the direction normal to the end of the channel. Conservation of mass is automatically satisfied for type (II) conditions, and for type (I) conditions it implies that \( v(x = 1, y, t) = 0 \), which is imposed accordingly. We solve equations (2.2)-(2.5) numerically with a finite differences scheme based on the projection method of Chorin that is described in the book by Griebel et al.
We describe our numerical method in detail in Appendix A. Unless stated otherwise, the initial condition for the Navier-Stokes computations is taken to be a quiescent state throughout the channel and marching is used to reach the most attracting states of the initial-boundary value problem. Such initializations are appropriate when making comparisons between the steady branches of the similarity equations and their Navier-Stokes analogues. For our computations involving unsteady time-periodic branches, we integrate the self-similar system (2.7)-(2.8) to large enough times so that transients die away (in many cases this requires integrations larger than 1000 time units), and the self-similar solutions obtained supply the initial conditions in the whole channel, for the Navier-Stokes computation. Beyond this initialization, the two systems (self-similar and Navier-Stokes) are solved in conjunction because they couple through the end conditions at $x = 1$.

We use two different methods to solve the similarity equations (2.7)-(2.8). The first one consists of solving the steady version of equation (2.7) in order to obtain solution branches that may not be stable. This nonlinear boundary value problem was solved with MATLAB's `bvp4c` solver. For values of $R$ larger than approximately 355, where the exact solution $f$ becomes time dependent due to a Hopf-bifurcation, we use a time-dependent, finite differences code based on the algorithm described by Hall and Papageorgiou (1999) (as pointed out in the introduction, the problem studied in (Hall and Papageorgiou 1999) and the one described by equations (2.7)-(2.8) are closely related and the numerical method utilized in that paper can be easily modified to solve (2.7)-(2.8)). The unsteady code is capable of calculating the most attracting stable solution since it is based on the solution of an initial value problem. Solutions which are symmetric or non-symmetric about the $x$-axis are computed throughout in order to make full comparisons with the Navier-Stokes solutions.
2.4 Results

When conditions of type (I) are used, our computations indicate that the solution always reaches a steady state after a sufficiently large integration time. This integration time increases with increasing Reynolds number - for example, the integration times required to attain a steady state for the results in Figure 2.2 at Reynolds numbers 0, 100, 300 and 500 are about 10, 40, 340, and 670, respectively.

**Figure 2.2** (a) Velocity profiles obtained from the symmetric branch of the exact solution $f$ and (b) type (I) velocity profiles at the channel edge $x = 1$ for several values of the Reynolds number. The aspect ratio of the channel is $e = 0.01$.

When $R$ is small, type (I) numerical solutions agree with the exact solution in the entire domain (i.e. for all $0 \leq x < 1$) but the range where agreement is obtained decreases with increasing $R$. This can be observed by comparing the velocity profiles at the channel edge shown in Figure 2.2(b) with the corresponding profiles obtained from the steady exact solution $f(y)$ shown in Figure 2.2(a). A comparison of the exact and computed pressure gradient over the whole extent of the channel provides a global measure of the differences between the simulations and exact Navier-Stokes solutions. Figure 2.3 depicts the pressure gradient $\partial p/\partial x(x, y = 0)$ computed from the numerical solution and a straight dash-dot line $dp/dx = x\beta(R)$ obtained from the exact solution (2.6), both calculated when $R = 100$. Results obtained with boundary conditions of type (I) and (II) are shown by the labeled curves (a) and (b), respectively. At this value of the Reynolds number type (I) conditions
support a region near $x = 0$ where the Navier-Stokes flow coincides with the exact solution, while for type (II) conditions the region of almost perfect agreement is over 70% of the channel length. To emphasize this agreement we use the velocity profiles computed from the Navier-Stokes code at different values of $x = x_i$, say, and construct the exact solution analogues using the self-similar forms (2.6). More precisely we construct the velocity profiles $v(x_i, y)$ and $u(x_i, y)/x_i$ for several values of $x_i$ in the range of agreement, $0 < x \leq 0.19141$ for type (I) conditions and $0 < x \leq 0.91797$ for type (II) conditions as indicated by the results of Figure 2.3. The results are shown collectively in Figure 2.4 with the top panels corresponding to type (II) conditions and the bottom ones to type (I) conditions. As shown, both computed solutions are self-similar and identical in the regions described in the Figure. We note that there are approximately 250 profiles superimposed in the type (II) top panels, and about 50 profiles in the lower type (I) panels. For completeness we also superimpose the exact solutions given by (2.6) at $R = 100$ indicating that the Navier-Stokes equations in a finite domain produce this exact solution.

![Figure 2.3](image_url)

**Figure 2.3** Pressure gradients $\partial P/\partial x(x, 0)$ for (a) type (I) numerical solution and (b) type (II) solution, computed when $R = 100$. The dashed straight line was computed from the similarity solution (2.6). The aspect ratio of the channel is $\varepsilon = 0.01$.

The remaining fraction of the domain where the flow adapts to the self-similar profile can be significantly reduced in the case of type (II) solutions, by increasing the number of discretization points. Considering the corresponding increase in computation time we
only use the resolution necessary to correctly resolve each case presented in time and space. As reported by Hewitt and Hazel (2007) and also by Brady and Acrivos (1982a), in cases of self-similar flows in finite domains where type (II) conditions were subject to non-linear perturbations, the length of this 'adaptation region' has been seen to be independent of the type of perturbation used and also independent of the aspect ratio in terms of the scaled variables. We refer the reader to their papers for details about their results.

![Figure 2.4](image)

**Figure 2.4** Velocity profiles corresponding to (a) type (II) edge conditions in the range $0.035156 \leq x \leq 0.91797$, (b) type (I) conditions in the range $0.035156 \leq x \leq 0.19141$ computed when $R = 100$. The aspect ratio of the channel is $\varepsilon = 0.01$.

An important difference between the flow driven by accelerating walls and the flow driven by counter rotating disks studied by Hewitt and Hazel (2007) is that for moderately large values of the Reynolds number, although symmetry is not imposed, type (I) flows remain symmetric and are significantly different from the corresponding similarity flows. This can be seen in Figure 2.2 where reversed flow at the center-line $y = 0$ appears when $R = 300$ and 500. In the latter case the reversed flow is present in the whole channel, and the velocity profiles are similar to the one shown in the Figure, all the way down to $x = 0$. Consequently, at these values of the Reynolds number the symmetric similarity solution does not constitute a good qualitative predictor of the flow. In the case of counter
rotating disks it was reported by Hewitt and Hazel (2007) that different edge conditions could significantly alter the location of the mid-plane symmetry-breaking bifurcation, but such bifurcation was always present. Nevertheless, our results for type (I) conditions appear to confirm the conclusion presented by Hewitt and Hazel (2007) that the symmetric branch of the similarity solution is a good predictor of the flow in a vicinity of $x = 0$ for moderate values of the Reynolds number (meaning in the present context $R \lesssim 200$), independently of the boundary conditions used at the edge of the domain.

We now turn our attention to type (II) flows and their bifurcations. As found by Watson et al. (1990), when symmetry is not enforced at the channel center-line, the similarity solution has a symmetry breaking bifurcation at the critical value $R = 132.75849$ where two stable asymmetric solutions appear (each of them can be obtained by reflection about $y = 0$ from the other). Then, at the value $R = 355.5738$ the flow Hopf bifurcates and a stable, unsteady and time-periodic solution appears. The period of the unsteady solution increases with $R$, and it nearly doubles when $R = 400$. Eventually, when $R = 1200$ there is evidence of chaotic behavior; see (Watson et al. 1990).

In order to investigate how these features of the exact solution are replicated by our numerical solution, we performed computations with type (II) boundary conditions at the channel edge. The profiles required for imposing type (II) conditions were computed in two ways: a stable asymmetric branch of the exact solution is found by time-marching the unsteady code described in Section 2.3. Other steady solution branches are efficiently calculated with MATLAB's `bvp4c` solver for boundary value problems as mentioned earlier by using continuation methods in the Reynolds number $R$.

Both branches of the similarity solution, symmetric and asymmetric, are recovered by our Navier-Stokes code. In Figure 2.5 we show the pressure gradient $\partial p/\partial x(x, y = 0)$ computed from the numerical solution for type (I) and type (II) edge conditions, for the symmetric and asymmetric branches. As pointed out previously, the deviation from the line $\beta x$ at the edge decreases when more discretization points are used. Further inside the
Figure 2.5 Pressure gradients $\partial P/\partial x(x,0)$ for (a) type (I) solution and (b)-(c) type (II) solutions in the case $R = 200$. The type (II) edge condition for (b) came from the symmetric branch of the similarity solution and the edge condition for (c) came from an asymmetric branch. Dash-dot lines were obtained from the similarity solution $f$ in the respective cases. The aspect ratio of the channel is $\epsilon = 0.01$.

channel, as the fluid moves away from the edge the solution decays to the similarity solution as evidenced by the results of Figure 2.6 where profiles $v(x_i,y)$ and $u(x_i,y)/x_i$ for values of $x_i$ between 0 and $x = 0.9179$ are superimposed with the exact solution velocity profiles. Similar results are obtained for larger values of $R$. As an example, in Figure 2.7 we show pressure gradients corresponding to the asymmetric branch of $f$, for several values of the Reynolds number in the regime $R \geq 345$.

2.4.1 Unsteady Solutions

When $R = 355.5738$ the asymmetric steady branch of (2.7) Hopf bifurcates and a time periodic solution arises. We can impose time dependent type (II) conditions by solving (2.7) numerically as explained in Section 2.3 and then coupling this solution to our Navier-Stokes solver.

When the Reynolds number is 370 the time dependent exact solution has an approximate period of 199. As can be observed in Figure 2.8 where velocity profiles near $x = 0$ and $x = 1$ are compared at two instants of time, the exact solution changes slowly over time
Figure 2.6 Type (II) velocity profiles corresponding to (a) symmetric branch of the exact solution, (b) asymmetric branch for $0.074219 < x < 0.91797$ in the case $R = 200$. The aspect ratio of the channel is $\varepsilon = 0.01$.

and this allows the numerical solution to adapt to the time dependent conditions at the edge. This slow time variation turns out to be fundamental for the stability of the flow as will be explained in the next paragraphs. Due to the proximity with the location of the Hopf bifurcation, the self-similar solution requires a long time to converge to a periodic state. This explains the relatively large variation between the profiles near $x = 1$ and $x = 0$ at the time $t = 1949.968$. When $R = 500$ the agreement between the Navier-Stokes solution and the self-similar solution has improved within the same range of time as can be seen in Figure 2.9. In the right panel of Figure 2.9 we show the velocity signals $u(x = 1/2, y = 0, t)$, with a solid line, and $f_y(t) = 0, t)/2$ with a dash-dot line. The lag between the two curves indicates the time that it takes the information prescribed as type (II) edge condition to reach the middle of the channel.

As the Reynolds number increases, the lag that occurs between type (II) conditions and the velocities at the interior of the channel destabilizes the self-similar flow. When $u(1/2, 0, t)$ reaches a minimum, the acceleration changes sign and as seen in Figure 2.10 the change of sign for $f_y(t)$ occurs at a later time, producing small oscillations. At the
Figure 2.7 Pressure gradients at the channel center line computed from type (II) solutions at different values of the Reynolds number. The dash-dot lines were obtained from the exact solution of the asymmetric branch in the respective cases. The aspect ratio of the channel is $\varepsilon = 0.01$.

top, left panel we can see a 34% increase in the total kinetic energy of the flow, occurring after $f_{yt}$ has changed sign. When $R = 900$, the flow is no longer periodic, although the Navier-Stokes solution coincides with the self-similar solution during periods of time when the kinetic energy of both solutions is smaller. When the kinetic energy is the smallest, the self-similar solution is symmetric or nearly symmetric. This is an attracting mode, which stabilizes the Navier-Stokes solution, in a similar way to what is shown in Figure 2.8, where profiles at time $t = 4261.556$ are nearly symmetric throughout the channel. This results in a return of the Navier-Stokes flow to a ‘initial’ symmetric state which is then forced by a periodic type (II) condition producing identical oscillations. This cycle is repeated resulting in a Navier-Stokes flow which is periodic but not self-similar, as in the cases $R = 600, 700$ and 800 (approximate periods are reported in Table 2.1). Increasing the Reynolds number further results in global instability of the self-similar flow, with oscillations persisting in time and propagating over the whole domain as in Figure 2.13. See the linear stability analysis of Section 2.4.3 for details about the stability of the different branches of the exact solution.
2.4.2 Decelerating Wall Flows, $E < 0$

In the case of decelerating walls, the similarity solution $f$ is an odd function of $y$ for values of $R$ less than the critical value $17.30715$ where there is a symmetry breaking bifurcation. The asymmetric solutions which appear from this bifurcation are time independent until they Hopf-bifurcate at the critical value $R = 55.77$. As found by Watson et al. (1990), increasing the Reynolds number further results in a period doubling cascade with evidence of chaos at the value $R \approx 78.7$.

We proceed with our computations as we did in the case $E > 0$ by using type (II)
Figure 2.10  In the left panels we show plots of the kinetic energy of the Navier-Stokes solution (solid line) as function of time. The dash-dot lines are the energy of the exact solution. At the right panels we show velocity signals $u(x = 1/2, y = 0, t)$ (solid line) and $f_y(y = 0, t)/2$ (dash-dot line) computed when (a) $R = 600$ and (b) $R = 700$. The channel aspect ratio is $\varepsilon = 0.01$

conditions which were obtained from the steady asymmetric branch of $f$. In Figure 2.11 we show pressure gradients $\partial p/\partial x(x, y = 0)$ computed when $R = 15, 45$ and $57$. The similarity solution is recovered in the whole channel in the case $R = 15$, but only away from the channel ends for the other two cases, since a collision region forms near $x = 0$. In this region of the channel the flow is not of similarity form as can be seen in Figures 2.11 and 2.12.

Further investigation of the formation of these collision regions have led us to conclude that both steady branches of the exact solution $f$, symmetric and asymmetric, are unstable to spatial perturbations in the negative Reynolds number case, when $R$ is larger than a critical number $R_0 \approx 33$. Below this value, perturbations to type II conditions will grow as the fluid travels down the channel resulting in the collision regions observed around $x = 0$. When the Reynolds number is large a sufficient amount of fast moving fluid enter-
Table 2.1: Approximate period of time dependent type (II) solutions and periods of self-similar solution for increasing values of the Reynolds number. Starred values were reported in (Watson et al. 1990).

<table>
<thead>
<tr>
<th>$R$</th>
<th>Computed period</th>
<th>Period of self-similar solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>355.5738</td>
<td>—</td>
<td>180*</td>
</tr>
<tr>
<td>370</td>
<td>199</td>
<td>199.041</td>
</tr>
<tr>
<td>400</td>
<td>248.19</td>
<td>250*</td>
</tr>
<tr>
<td>500</td>
<td>445</td>
<td>444.724</td>
</tr>
<tr>
<td>600</td>
<td>674.45</td>
<td>674.109</td>
</tr>
<tr>
<td>700</td>
<td>934.76</td>
<td>935.161</td>
</tr>
<tr>
<td>800</td>
<td>1223.9</td>
<td>1224.2</td>
</tr>
<tr>
<td>900</td>
<td>aperiodic</td>
<td>1546.3</td>
</tr>
</tbody>
</table>

Figure 2.11 Pressure gradients at the channel center line computed from type (II) solutions at different values of the Reynolds number. The dash-dot lines were obtained from the exact solution in the respective cases. At the right we show an enlargement of the region $0 \leq x \leq 0.3$. The aspect ratio of the channel is $\varepsilon = 0.01$

...the channel collides with the decelerated fluid in the region near $x = 0$ destroying the self-similarity of the solution in this region and affecting the solution in the entire domain. This was confirmed by the linear stability analysis performed in Section 2.4.3. Also, as illustrated by Figure 2.12, where the channel has an aspect ratio of $1/50$, and Figure 2.11 where the aspect ratio is $1/100$, the collision region occupies the same proportion of the domain in terms of the scaled variables.

The development of collision regions when $R \approx 33$, together with rapidly oscillating edge conditions when the exact solution Hopf bifurcates at $R > 55.77$ results in the...
Figure 2.12  Streamlines and pressure gradient at the channel center line computed from type (II) solutions in the case $R = 57$. The dash-dot line was obtained from the exact solution. The aspect ratio of the channel is $\varepsilon = 0.02$

instability of time dependent self-similar flows. As described in Section 2.4.1 rapidly oscillating type (II) conditions can destabilize the flow, producing wave-like structures with length scales of the same order of magnitude of the aspect ratio of the channel, like the ones shown in Figure 2.13. We note that these structures are implicitly neglected when a self-similar solution is assumed to be valid or when scalings where terms of the form $\varepsilon \partial / \partial x$ are assumed to be small.

Figure 2.13  Streamlines computed in the case $R = 70$ at time $t = 1014.761$. A time dependent type (II) condition was imposed at $x = 1$. The plot at the right is a enlargement of the region $0.9 < x < 1$. The aspect ratio of the channel is $\varepsilon = 0.01$

2.4.3  Linear Stability of the Similarity Solution $f$

The fact that we recover type (II) solutions corresponding to stable and unstable branches of the exact solution in the positive Reynolds number case suggest that these branches are
stable for the Navier-Stokes equations. In order to investigate this possibility and also to understand the development of collision regions for Reynolds number below the critical value \( R_0 \approx -33 \), we performed a linear stability analysis for small perturbations about the exact solution \( f \): if we look for solutions of equations (2.2)-(2.5) of the form

\[
\begin{align*}
  u &= xf' + \tilde{u} \\
  v &= -f + \tilde{v} \\
  p &= \frac{B}{2}x^2 + p_0 + \bar{p}
\end{align*}
\]

(2.9) (2.10) (2.11)

and we linearize for small \((\tilde{u}, \tilde{v}, \bar{p})\), we obtain the following equations for the perturbations:

\[
\begin{align*}
  \tilde{u}_t + f'(x\tilde{u}_x + \bar{u}) - f\tilde{u}_y + xf''\tilde{v} &= -\frac{1}{R}\bar{p}_x + \frac{1}{R}(e^2\tilde{u}_{xx} + \tilde{u}_{yy}) , \\
  \tilde{v}_t + f'(x\tilde{v}_x - \bar{v}) - f\tilde{v}_y &= -\frac{1}{e^2R}\bar{p}_y + \frac{1}{R}(e^2\tilde{v}_{xx} + \tilde{v}_{yy}) , \\
  \tilde{u}_x + \tilde{v}_y &= 0,
\end{align*}
\]

(2.12) (2.13) (2.14)

subject to conditions

\[
\begin{align*}
  \tilde{u}(0,y) &= 0 \\
  \tilde{v}_x(0,y) &= 0 \\
  \tilde{u}(x,\pm 1) &= 0 \\
  \tilde{v}(x,\pm 1) &= 0 \\
  \tilde{u}(1,y) &= u_p(y) \\
  \tilde{v}(1,y) &= v_p(y).
\end{align*}
\]

(2.15)

The functions \((u_p, v_p)\) correspond to perturbations of type (II) conditions at the channel edge which allow us to take into account small perturbations to the profiles used as type (II) conditions at the edge of the domain. The restrictions that \( u_p \) and \( v_p \) have to satisfy are
$u_p(\pm 1) = v_p(\pm 1) = 0$, and mass conservation in the form

$$\int_{-1}^{1} u_p(y) dy = 0.$$  \hspace{1cm} (2.16)

The spatial stability analysis performed by Durlofsky and Brady (1984) provides a useful starting point for our analysis. They studied the evolution of perturbations of the stream function $xf(y)$ of the form $x^\lambda g(y)$. This type of perturbation corresponds to the particular case $(\tilde{u}, \tilde{v}) = (x^\lambda g', -\lambda x^{\lambda-1} g)$. In the $\varepsilon \to 0$ limit of equations (2.12)-(2.14) perturbations of this form result in the eigenvalue problem

$$g''' + R(f g'' - (\lambda + 1)f' g' + \lambda f'' g) - (\lambda + 1)\gamma = 0,$$ \hspace{1cm} (2.17)

subject to conditions

$$g'(1) = g'(-1) = 0$$
$$g''(1) = g''(-1) = 0$$
$$g'''(1) = g'''(-1),$$ \hspace{1cm} (2.18)

where $\gamma$ is an unknown parameter. An eigenvalue $\lambda > 1$ implies that perturbations of flows with fluid moving towards zero are stable, and eigenvalues $\lambda < 1$ imply that perturbations of flows with fluid moving towards infinity are stable. It was reported by Durlofsky and Brady (1984) that the symmetric branch of $f$ has only positive eigenvalues for $0 < R < 11$, both positive (larger than one) and negative eigenvalues for $R > 11$ and only negative eigenvalues for negative Reynolds number. They presented two interpretations to these results. In the first one the flow is unstable for all Reynolds numbers since both the accelerating and decelerating wall driven flows have fluid moving towards $x = +\infty$ as well as fluid moving towards $x = 0$. In the second interpretation a distinction is made between fluid in the boundary layers adjacent to the walls which form at larger values of $R$, and the fluid in the
core which moves in the opposite direction. Under this interpretation the flow is stable for all Reynolds numbers. This ambiguity does not exist in finite channels where perturbations at \( x = L \) can only travel to the interior of the channel.

The eigenvalue problem (2.17)-(2.18) can be solved with MATLAB's \textit{bvp4c} package. For a given value of \( \lambda \) and the corresponding eigenfunction \( g \), we define the initial conditions for \((\bar{u}, \bar{v})\)

\[
\begin{align*}
\bar{u}_0(x, y) &= xg'(y) \\
\bar{v}_0(x, y) &= -\lambda x g(y)
\end{align*}
\] (2.19) (2.20)

which are consistent with the boundary conditions, and we use \((u_p, v_p) = (g', -\lambda g)\) as type (II) conditions at the edge. In Figure 2.14 we show the eigenvalues that we calculated and used in the stability computations shown in Figure 2.15 and the left panel of Figure 2.16. These eigenvalues were obtained by solving equations (2.17)-(2.18) with \( f \) in to the asymmetric branch of the exact solution. Since these eigenvalues are negative, we would expect this branch to be spatially unstable to perturbations of the form \((\bar{u}, \bar{v}) = (x^\lambda g', -\lambda x^{\lambda-1} g)\) in a finite channel. We will see below that this is not the case. For studying the linear stability of the negative Reynolds number flows we simply construct \( u_p, v_p \) and the initial state using polynomials that satisfy the boundary conditions and conservations of mass.

In Figure 2.15 we show the evolution of velocity profiles \( \bar{u}(x, y = 1/2, t) \) for increasing values of \( t \). These profiles were computed with the initial conditions and edge conditions described in the lines above, with \( g \) computed for the asymmetric steady branch of \( f \) when \( R = 357 \). The arrows show the direction of the evolution of the profiles. We can clearly see in this Figure that the perturbations introduced at the edge decrease towards zero as the fluid moves away from the edge.

In order to study the evolution of the perturbations in the whole channel we define
Figure 2.14 Eigenvalues corresponding to the asymmetric branch of the exact solution $f$.

Figure 2.15 Velocity profiles $\tilde{u}(x,y = 1/2)$ at different times, in the case $R = 357$. The arrow shows the direction of increasing time. The aspect ratio of the channel is $\varepsilon = 0.01$.

the integral

$$E(t) = \frac{\int_{-1}^{1} \int_{0}^{1} (\tilde{u}^2 + \tilde{v}^2) \, dx \, dy}{\int_{-1}^{1} \int_{0}^{1} (\tilde{u}_0^2 + \tilde{v}_0^2) \, dx \, dy}. \quad (2.21)$$

Stable solutions will be characterized by a decreasing $E(t)$ while unstable solutions will have increasing $E(t)$. In Figure 2.16 we show the time evolution of $E(t)$ for perturbations computed at different values of $R$. This result shows that the asymmetric steady branch of $f$ in the positive Reynolds number case is stable for equations (2.2)-(2.5) in agreement with what was observed in the direct simulations in the respective cases. The final value of $E(t)$ is a positive number because of the non-null perturbations $(u_p,v_p)$ at the channel edge.
Figure 2.16  Function $E(t)$ computed from solutions at different values of the Reynolds number. Curves in the left panel were computed using solutions of the steady, asymmetric branch and curves in the right panel were computed with time dependent self-similar solutions. The channel aspect ratio is $\varepsilon = 0.01$.

Similar computations can be performed with the symmetric steady branch of $f$ and they show that this branch is stable as well. The resulting Figure has similar characteristics to Figure 2.16 above, and we do not show it here. For completeness, we show stability computations for the time-dependent branch of the similarity solution in the right panel of the same Figure.

In the case of negative Reynolds number we set $(u_p, v_p) = (y^3 - y, 0)$ as edge conditions and we define a initial state by scaling $u_p$ with $x$ between 0 and 1. In Figure 2.17 we show the time evolution of $E(t)$ computed for the values of the Reynolds number shown. As expected from the simulations of Figure 2.11, the case $R = -15$ is stable to spatial perturbations and the cases $R = -45$ and $R = -57$ are unstable to spatial perturbations. A log-log plot of the same quantities showed that $E(t)$ is growing exponentially in the latter two cases. Similar computations performed with the symmetric branch of the self-similar solution show that this solutions are linearly unstable as well, as shown in Figure 2.17.

2.5 Conclusions

We have computed flows in two dimensional channels of finite length $L$ driven by accelerating walls (positive Reynolds number) or by decelerating walls (referred to as negative
Reynolds number). The equivalent problems in infinitely long channels admit self similar solutions that can be recovered in a region at the interior of the finite channel which depends on the boundary conditions imposed at the channel end at \( x = L \). If the boundary condition does not coincide with the exact solution at \( x = L \), the length of the region where the exact solution is recovered decreases with increasing Reynolds number.

For flows driven by accelerating walls, as the Reynolds number increases the self similar solution has a symmetry breaking bifurcation at the value \( R = 132.75849 \) and a Hopf bifurcation at the value \( R = 355.5738 \). We showed that stable and unstable steady branches of the self-similar solution are recovered as stable Navier-Stokes flows for values as large as \( R = 500 \). The stable, time dependent self-similar solutions that exist for values larger than \( R = 355.5738 \) are recovered as well. The slow time evolution of these time dependent solutions allows the flow to adjust to the changing conditions at the edge of the domain. We note, however, that time dependent solutions can be recovered only if the time dependent exact solution is imposed as boundary condition at \( x = L \). If instead, a steady Dirichlet condition is used the flow at the interior of the channel will adjust to this steady condition.

For flows driven by decelerating walls we showed that the self similar solution becomes unstable to spatial perturbations at a critical value \( R \approx -33 \). For values of the

\[ \text{Figure 2.17} \text{ Function } E(t) \text{ computed with solutions of the asymmetric branch (left panel) and the symmetric branch (right panel) of the similarity solution at different values of the Reynolds number. The channel aspect ratio is } \varepsilon = 0.01. \]
Reynolds number less than this critical value, the flow develops a collision region at $x = 0$ and within this region the flow is not of self similar form. Time dependent self similar solutions are not found in a finite channel with decelerating walls.
CHAPTER 3

CHANNEL FLOWS DRIVEN BY VERTICALLY OSCILLATING WALLS

In this Chapter, we study flows in infinite or finite two-dimensional channels which are driven by vertical oscillations of their rigid walls. The movement of the walls is prescribed via some periodic function of time, and the symmetry of the domain with respect to one of the spatial variables will allow us to look for self-similar solutions that satisfy a simplified problem, typically a single non-linear partial differential equation. When a finite channel is considered, we will integrate the Navier-Stokes equations numerically, without assuming a special form of the solutions.

3.1 Vertical Oscillations

In this Section we consider flows in a channel whose walls move in the following way: the position of the upper wall is \( y = a(t) \) and the position of the lower wall is \( y = -a(t) \), as shown in Figure 3.1. The oscillation is given by the function

\[
a(t) = a_0(1 + \Delta \cos \omega t), \quad 0 < \Delta < 1.
\]  

(3.1)

We non-dimensionalize the equations of motion (1.1)-(1.3) as follows:

\[
\begin{align*}
x' &= \frac{x}{a_0}, & y' &= \frac{y}{a_0}, & t' &= \omega_0 t, & u' &= \frac{u}{\omega_0 a_0}, & v' &= \frac{v}{\omega_0 a_0}, & p' &= \frac{p}{\rho a_0^2 \omega_0^2},
\end{align*}
\]

where \( \omega = k \omega_0 \), \( k \) is a non-dimensional frequency. The non-dimensional equations of
motion are (dropping all primes)

\[ u_t + uu_x + vu_y = -p_x + \frac{1}{R}(u_{xx} + u_{yy}), \quad (3.2) \]
\[ v_t + uv_x + vv_y = -p_y + \frac{1}{R}(v_{xx} + v_{yy}), \quad (3.3) \]
\[ u_x + v_y = 0, \quad (3.4) \]

where \( R = \rho \omega_0 a_0^2 / \mu \) is the Reynolds number for this flow. Equation (3.1) becomes

\[ a(t) = 1 + \Delta \cos kt, \quad 0 < \Delta < 1. \]

Accordingly, the no-slip boundary conditions take the form

\[ u = 0, \; v = \pm \dot{a} \quad \text{at} \quad y = \pm a(t). \quad (3.5) \]

The system (3.2)-(3.4) together with boundary conditions (3.5) is characterized by two parameters, the Reynolds number \( R \), and the dimensionless oscillation amplitude \( \Delta \). Note that \( k \) can be removed from the problem by rescaling time and redefining \( R \). In what follows \( k = 2 \) so that the forcing \( a(t) \) is \( \pi \) periodic. This choice also allows us to compare our results with the ones reported by Hall and Papageorgiou (1999).

Secomb (1978) proposed a solution to equations (3.2)-(3.4) which has the following
where $u_0$, $u_1$, $p_0$, $p_1$, $p_2$ and the vertical velocity $v$ are functions of $t$ and $y$ alone. This form of the solution results from assuming that the vertical velocity $v$ is independent of $x$, which is a reasonable simplification in an infinite domain. It follows that $u$ must be linear in $x$ as a consequence of equation (3.4) and that $p$ must be quadratic in $x$ by equation (3.2). It is convenient to ‘fix’ the walls of the channel by introducing the variable $\eta = y/a$.

By substituting equations (3.6)-(3.8) into the equations of motion (3.2)-(3.4) and grouping terms with the same power of $x$, we obtain the following equations in terms of the new variable $\eta$:

\begin{align*}
    u_0 + u_1 u_0 + (v - \eta \dot{a}) \frac{u_0 \eta}{a} &= -p_1 + \frac{1}{Ra^2} u_0 \eta, \\
    u_1 + u_1^2 + (v - \eta \dot{a}) \frac{u_1 \eta}{a} &= -2p_2 + \frac{1}{Ra^2} u_1 \eta, \\
    v_t + (v - \eta \dot{a}) \frac{v \eta}{a} &= -\frac{p_0 \eta}{a} + \frac{1}{Ra^2} v \eta, \\
    u_1 + \frac{v \eta}{a} &= 0, \\
    p_1 \eta &= 0, \quad p_2 \eta = 0, \\
    u_0 = u_1 = 0, \quad v = \pm \dot{a} \text{ at } \eta = \pm 1.
\end{align*}

Equations (3.10)-(3.11) for $u_1$, $v$ and $p_2$ can be solved independently of equation (3.9) for $u_0$ and $p_1$. As a consequence of equation (3.12), we can define a stream function for $u_1$ and $v$, and reduce the system (3.10)-(3.12) to a single partial differential equation; see Section 3.2.1. Once the equation for the stream function is solved we can compute $p_2$ and $p_0$ from equations (3.10) and (3.11) respectively. The unknown $p_1$ is only restricted by
equation (3.13) and the remaining, linear equation (3.9) for the longitudinal flow $u_0$ can be solved if the pressure gradient $p_1$ is prescribed. In Section 3.2 we study the flow $u_0$ in the case when $p_1(t)$ is constant.

### 3.2 Dynamics of the Horizontal Flow $u_0$

In this Section we study the dynamics of the horizontal flow $u_0$, which is governed by equation (3.9). For simplicity we consider the case when the pressure gradient $p_1(t)$ is constant and $O(1)$. Equation (3.12) implies that there is a scalar function $\Psi = xf(\eta,t)$ which satisfies

$$u_1 = \frac{1}{a} f_{\eta},$$  \hspace{1cm} (3.15)

$$v = -f,$$ \hspace{1cm} (3.16)

(see Spivak (Spivak 1965)). Thus, by rescaling equation (3.9) with the constant $p_1$ and replacing $u_1$ and $v$ with the expressions above we obtain (dropping the primes of all the rescaled quantities)

$$u_{0t} = -1 - \frac{f_\eta}{a} u_0 + (f + \eta \dot{a}) \frac{u_0 \eta}{a} + \frac{1}{Ra^2} u_0 \eta, \hspace{0.5cm} u_0(\pm 1,t) = 0.$$ \hspace{1cm} (3.17)

A brief description of the main results regarding $f$ is given in Section 3.2.1 below. In Section 3.2.2 we discuss the properties of the flow $u_0$ valid in the small Reynolds number regime and in Section 3.3 we discuss the bifurcations of (3.17) which occur at higher values of $R$. 
3.2.1 Stagnation Point Flow

By differentiating equation (3.10) with respect to $\eta$ and replacing $u_1$ and $v$ with expressions (3.15) and (3.16) we obtain the one-dimensional partial differential equation

$$f_{\eta\eta\eta} = \frac{\dot{a}}{a}(2f\eta + \eta f_{\eta\eta}) + \frac{1}{Ra}f_{\eta\eta\eta} + \frac{1}{a}(ff_{\eta\eta} - f_{\eta}f_{\eta\eta}), \quad (3.18)$$

which is subject to boundary conditions

$$f_{\eta}(\pm1,t) = 0, \quad (3.19)$$
$$f(\pm1,t) = \mp \dot{a}. \quad (3.20)$$

This equation has been studied in detail by Hall and Papageorgiou (1999). For any fixed value of the oscillation amplitude $\Delta$, the flow is synchronous with the wall oscillation $a(t)$ and symmetric about $\eta = 0$ for small values of the Reynolds number. If $R$ increases there is a symmetry breaking bifurcation, and if $R$ is increased further the flow becomes chaotic. The chaotic state is the result of a period doubling cascade or a quasi-periodic flow, depending on the value of $\Delta$. Also, it is important to mention that the flow driven by decelerating walls studied in Chapter 2 appears as a core flow driven by the steady forcing generated by the wall layers in the small oscillation amplitude – large Reynolds number limit of the flow $f$. For details about these results, see (Hall and Papageorgiou 1999).
3.2.2 Solution for Small Reynolds Number

When $R$ is small, we can solve equations (3.9)-(3.14) by using a regular asymptotic expansion of the unknowns in powers of $R$. Let

$$u_1 = u_{10} + Ru_{11} + O(R^2)$$
$$v = v_0 + Rv_1 + O(R^2)$$
$$u_0 = u_{00} + Ru_{01} + O(R^2).$$

We can eliminate the pressure term from equation (3.10) by differentiating it with respect to $\eta$. Then by equation (3.12), we find that the leading order terms in the expansion for $u_1$ and $v$ that satisfy the boundary conditions (3.14) are

$$v_0 = \frac{\dot{a}}{2} (3\eta - \eta^3),$$
$$u_{10} = \frac{3}{2} \frac{\dot{a}}{a} (\eta^2 - 1).$$

These are seen to be a squeeze flow and a Poiseuille flow. To find the leading order term in the expansion for $u_0$ we assume that the prescribed pressure gradient $p_1$ is constant. As a consequence of the homogeneous boundary conditions the first term in the expansion, $u_{00}$, is zero. The first non-null term in the expansion is $u_{01}$:

$$u_{01} = \frac{p_1 a^2}{2} (\eta^2 - 1).$$

If we keep calculating the higher order terms in the expansion for $u_0$ we find that all of them are even polynomials in the variable $\eta$. 
3.3 Bifurcations of the Horizontal Flow $u_0$ at Higher Values of $R$

For $O(1)$ values of the Reynolds number, we solve equation (3.17) numerically. The details of the numerical scheme we employ are given in Appendix C. In the present case

$$a = 1 + \Delta \cos 2\tau, \quad 0 < \Delta < 1,$$

(3.24)

and, as discussed in the previous Section, the pressure driven flow $u_0$ is symmetric around $\eta = 0$, as well as periodic with the same period as $a(t)$ for small values of the Reynolds number. As described previously, the background flow $f$ loses symmetry at a bifurcation value of $R$ which is a function of $\Delta$. It is natural to expect a similar behavior for $u_0$ as it depends explicitly on $f$. However, the set of bifurcations of $u_0$ is surprisingly complex as evidenced by Figure 3.2:

![Figure 3.2 Bifurcation diagram for the flow $u_0$.](image)

The dash-dot line in Figure 3.2 indicates the location, in the parameter space $\Delta$-$R$, where the symmetry breaking bifurcation of $f$ occurs (values taken from (Hall and Papageorgiou 1999)). The dotted line shows the location of symmetry breaking bifurcation of $u_0$ and the solid line shows the location of the change of stability of $u_0$. In the region
'below' the solid line the flow is time periodic and in the region 'above' the solid line the flow is growing exponentially in time. Likewise, above the dotted line \( u_0 \) is asymmetric and below it, \( u_0 \) is an even function of \( \eta \). Points in the dotted line are labeled \( R_s \), the meaning of the other symbols in Figure 3.2 and a detailed characterization of the different states of the flow are given in Section 3.3.

In order to quantify a symmetry breaking bifurcation we consider the function \( \eta u_0^2 \), which is an odd function of \( \eta \) provided that \( u_0 \) is symmetric around \( \eta = 0 \). The integral

\[
I(R, \Delta) = \sqrt{\frac{\int_{-\pi}^{t_0+\pi} \int_{\eta}^{\eta+1} \eta u_0^2 d\eta dt}{\int_{t_0}^{t_0+\pi} \int_{\eta}^{\eta+1} u_0^2 d\eta dt}},
\]

(3.25)

indicates any change in the symmetry properties of \( u_0 \); for example, \( I \) is zero as long as \( u_0 \) remains even. It is understood that \( t_0 \) is large enough so that any transients in the solution disappear and a periodic state is attained, for example we took \( t_0 = 700\pi \). At time \( t = 0 \) we set \( u_0 = 0 \) and march forward in time until a periodic state is reached. Note that we have normalized the value of the integral in order to control its size. For small values of \( R \) and for any value of \( \Delta \) the value of \( I(R, \Delta) \) is zero, as expected. The solution is bounded and time-periodic of period \( \pi \). As \( R \) increases the amplitude of the oscillations is also found to increase. This behavior remains unaltered for a range of values of \( R \) until a critical value \( R_s \) is reached, above which the solution is no longer symmetric. This can be seen in Figure 3.3, where we show \( I(R, \Delta = 0.35) \). At \( R_s \approx 20 \) there is a pitchfork bifurcation to a solution with \( I \neq 0 \). Solutions in the other stable branch can be computed by reflection about \( \eta = 0 \) combined with standard continuation techniques in the Reynolds number. As can be seen in Figure 3.2, \( u_0 \) losses symmetry at values of \( R \) which are much smaller than the corresponding values for \( f \).

In the region \( 0.473 \lesssim \Delta \lesssim 0.556 \) three bifurcations occur. For any fixed \( \Delta \) within this region the flow changes its stability properties when \( R \) crosses the solid line shown in Figure 3.2. For example, when \( \Delta = 0.5 \), if \( R \lesssim 12 \) (labeled as \( R_c \)), the flow is stable, if
Figure 3.3 Values of $I(R)$ for $\Delta = 0.35$.

$R \lesssim 28.03$ (labeled as $R_d$) but larger than 12 the flow is unstable and if $R \lesssim 45$ (labeled as $R_c$) but larger than 28.03 the flow is stable. For values of $R$ larger than 45, the flow is unstable again. For values of $\Delta$ outside the region $0.473 \lesssim \Delta \lesssim 0.556$ the flow becomes unstable when $R$ is above the solid line in Figure 3.2.

In Figures 3.4, 3.5 and 3.6 we show velocity profiles for the case $\Delta = 0.35$, which are characteristic of the different regimes of the flow $u_0$: symmetric state, asymmetric and stable state, and growing exponentially in time.

Figure 3.4 Velocity profiles in the case $\Delta = 0.35$ and $R = 10$ ($R < R_c$).

When $\Delta = 0.35$, the critical value $R_c$ satisfies $77 < R_c < 78$. To illustrate this we show in Figure 3.7 the signal defined by $s(t) = u_0(-1/2, t)$ when $R = 77$ and the logarithm
Figure 3.5  Velocity profiles in the case $\Delta = 0.35$ and $R = 70$ ($R_s < R < R_c$).

Figure 3.6  Velocity profiles in the case $\Delta = 0.35$ and $R = 80$ ($R_c < R$).

of the corresponding signal in the case $R = 78$ which demonstrates the exponential growth of the function $s(t)$:

Floquet theory provides a basis in which the changes of stability of the pressure driven flow $u_0$ that occur at the values $R_c$ and $R_d$ can be understood. Equation (3.23), which governs $u_0$, is linear and we can decompose this flow in two parts, one that is driven by the pressure gradient $p_1$ and another one that is driven by the oscillations of the wall alone:

$$u_0 = u_p + \hat{u},$$  \hspace{1cm} (3.26)
Figure 3.7 Signal $s(t)$ for $\Delta = 0.35$ and (a) $R = 77$, (b) $R = 78$. The white lines result from the linear interpolation of the signal and the logarithm of the signal, respectively.

with $\hat{u}$ satisfying the equation

$$\hat{u}_t = -\frac{f_\eta}{a} \hat{u} + (f + \eta \hat{u}) \frac{\hat{u}_\eta}{a} + \frac{1}{Ra^2} \hat{u}_{\eta\eta},$$

(3.27)

and boundary conditions $\hat{u}(\pm 1, t) = 0$. For the values of $R$ considered, all the coefficients in the linear partial differential equation (3.27) remain time periodic. Formally, we expect that $\hat{u}$ can be written in the form

$$\hat{u} = e^{\mu(\eta)t} U(\eta, t), \quad U(\eta, t + \pi) = U(\eta, t).$$

For any fixed $\eta$, the value $\mu(\eta)$ can be estimated from the signal $s(t) = \hat{u}(\eta, t)$, once the initial boundary value problem for $\hat{u}$ is solved (we use an arbitrary, non-zero initial condition). In this context, the bifurcations that occur at $R = R_c$ correspond to a transcritical bifurcation. As $\mu$ crosses from the negative real axis to the positive real axis (we found numerically that $\mu$ is real) an exchange of stability of the equilibrium of equation (3.27) occurs. In the case of $R_d$, $\mu$ crosses from the positive real axis to the negative real axis.

In the region ‘above’ the solid line shown in Figure 3.2, the Floquet exponent is positive and a monotonically increasing function of $R$, as can be seen for example, in Figure 3.8 for the particular case $\Delta = 0.35$. We carried out calculations for values of $R$ as large as a thousand, for several value of $\Delta$, and we did not find any further changes in this behavior.
Figure 3.8 Floquet exponent as a function of $R$, $\Delta = 0.35$.

of the flow $u_0$.

3.4 A Squeezing, Stretching Channel

In this Section we consider a stagnation point flow which describes a more general problem that the one studied in Section 3.1. However, as we will see, this self-similar flow is still governed by equation (3.18) subject to modified boundary conditions.

Consider a channel whose walls oscillate in the following way: the position of the walls is $y = \pm a(t)$ and $x = b(t)x$, where $\bar{x} = x(0)$ is the initial horizontal position of the
wall. The functions $a$ and $b$ are given by $a = a_0 a'$ and $b = a_0 b'$ where

$$a' = 1 + \Delta_1 \sin(\omega t),$$

$$b' = 1 + \Delta_2 \sin(\omega t + q_0).$$

The non-dimensional constants $0 < \Delta_1, \Delta_2 < 1$ are the oscillation amplitudes and $q_0$ is a phase shift. As in the previous example, it is convenient to change to a frame of reference where the channel walls are fixed. Accordingly we non-dimensionalize the Navier-Stokes equations (1.1)-(1.3) in the following way

$$\xi = \frac{x}{a_0 b'}, \quad \eta = \frac{y}{a_0 a'}, \quad t' = \omega t, \quad u' = \frac{u}{a_0}, \quad v' = \frac{v}{\omega a_0}, \quad p' = \frac{p}{\rho a_0^2 \omega^2}.$$ 

Then the non-dimensional equations are (dropping all the primes)

$$u_t - \xi b b u_{\xi} - \eta a a v - \frac{1}{\Delta b} u u_{\xi} + \frac{1}{\Delta a} v v_{\eta} = - \frac{1}{\Delta b} p \xi + \frac{1}{\Delta} \left( \frac{1}{b} u u_{\xi} + \frac{1}{a} v v_{\eta} \right),$$

$$v_t - \xi b b v_{\xi} - \eta a a v - \frac{1}{\Delta b} u v_{\xi} + \frac{1}{\Delta a} v v_{\eta} = - \frac{1}{\Delta a} p \eta + \frac{1}{\Delta} \left( \frac{1}{b} u v_{\xi} + \frac{1}{a} v v_{\eta} \right),$$

$$\frac{1}{\Delta b} u_{\xi} + \frac{1}{\Delta a} v_{\eta} = 0,$$

where again $R = \rho \omega a_0^2 / \mu$. The non-slip boundary conditions in this case are

$$u(\xi, \pm 1, t) = b \xi, \quad v(\xi, \pm 1, t) = \pm \dot{a},$$

with $a, b$ given by (3.28)-(3.29), primes removed.

We can modify the ansatz (3.6)-(3.8) to take into account the horizontal oscillations
by making the following modifications:

\[ u = \xi bU, \quad (3.34) \]
\[ v = -V, \quad (3.35) \]
\[ p = \xi^2 b^2 P + P_0, \quad (3.36) \]

where the unknowns \( U, V, P \) and \( P_0 \) are independent of \( \xi \). Note that we have not included the terms that correspond to \( u_0 \) and \( p_1 \) in the previous problem, because we are not interested in considering the effects of a driving horizontal pressure gradient, at least at this stage. This effect can be included in a straightforward way by including \( u_0 \) and \( p_1 \) in the ansatz. The minus sign in front of (3.35) was included for convenience, as it was done with equation (3.16).

We substitute these equations into (3.30)-(3.32), and replace \( U = V/\xi \) in the momentum equation (3.30) to find that \( V \) satisfies

\[ V_{\eta \eta} = \frac{\dot{a}}{a} (2V_{\eta \eta} + \eta V_{\eta \eta \eta}) + \frac{1}{Ra^2} V_{\eta \eta \eta \eta} + \frac{1}{a} (VV_{\eta \eta} - V_{\eta} V_{\eta \eta}), \quad (3.37) \]

subject to boundary conditions

\[ V(\pm 1, \tau) = \mp \dot{a} \quad (3.38) \]
\[ V_\eta(\pm 1, \tau) = \frac{ab}{b}, \quad (3.39) \]

where \( a = 1 + \Delta_1 \sin(\tau), \ b = 1 + \Delta_2 \sin(\tau + q_0) \). Is now clear from equation (3.39) that as the amplitude of the horizontal oscillations go to zero we recover the flow (3.18)-(3.20).

In the following Section we briefly discuss some of the characteristics of the self-similar flow defined by \( V \), with special emphasis on the states that occur at moderate oscillation amplitudes \( (\Delta_1 = \Delta_2 \leq 0.4) \) and moderately large values of the Reynolds number \( (R \leq 150) \). This flow is part of a model for oxygen transport and diffusion, which we study
in Chapter 4 and the regime that we just described is important for that application of this flow. As described in (Hall and Papageorgiou 1999), flows governed by equation (3.37) support very complex dynamics and have rich sets of bifurcations and bifurcated states (see Section 3.2.1). It is outside the scope of the present study to provide a comprehensive classification of such states; we will only show particular examples of cases in the four-dimensional parameter space $\Delta_1 - \Delta_2 - q_0 - R$ and we will describe a very interesting effect of the phase parameter $q_0$ which can completely "laminarize" flows which are otherwise chaotic, for example.

3.5 The Effects of Wall Stretching

We find numerically that for small values of the Reynolds number and any value of the oscillation amplitudes the flow is synchronous with the wall motion. This behavior is characteristic for these types of flows, and an example is the flow (3.18)-(3.20) which is recovered in the $\Delta_2 = 0$ limit.

First we consider the case $\Delta_1 = \Delta_2 = 0.4$, $q_0 = 0$ and we track the changes that occur to the flow as $R$ grows. As described in Section 3.3, a quantity like the integral defined in equation (3.25) can be used to characterize a symmetry breaking bifurcation which in the present case occurs at the value $R \approx 39$. In order to analyze the dynamics of the flow at larger values of $R$, we construct a time signal by $V(t) = V(-1/2,t)$. When the flow is synchronous with the wall motion this signal is a $2\pi$-periodic function of time, all its maxima are equal and separated by a period of $2\pi$. If we denote the maxima of the signal by $\{M_i\}$ and the times when a maximum $M_i$ is attained by $t_i$, it follows that in this case these points satisfy $M_{i+1} = M_i$ and $t_{i+1} - t_i = 2\pi, i = 1, 2, \ldots$. We can use these values to construct a Poincaré return map by plotting the points $(M_i, M_{i+1}), i = 1, 2, \ldots$. Clearly, the return map of a $2\pi$ periodic signal consists of a single point. When a period doubling bifurcation occurs, the maxima of the signal lie in two straight lines with its points satisfying $M_{i+2} = M_i, t_{i+2} - t_i = 4\pi, i = 1, 2, \ldots$ and the return map consists of two points
(see Figure 3.10 for an example). Subsequent period doubling bifurcations appear in the maxima plots as an increasing number of straight lines (4, 8 etc). If a signal is quasi-periodic its return map will appear as a filled curve or several of these continuous looking lines. The appearance of foldings and self-similarity in the return map are indicators of chaotic flow. More details about these methods and their use in studying time series can be obtained from Bergé et al. (1984) and examples of the use of velocity signals in classifying flow dynamics are presented in (Hall and Papageorgiou 1999) and (Blyth et al. 2003).

![Figure 3.10](image)

**Figure 3.10** Velocity signal $V_0(t)$ in the cases $\Delta_1 = \Delta_2 = 0.4$, $q_0 = 0$ and (a) $R = 130$, (b) $R = 135$.

![Figure 3.11](image)

**Figure 3.11** Velocity maxima as function of $R$ in the case $\Delta_1 = \Delta_2 = 0.4$, $q_0 = 0$.

In Figure 3.11 we show the maxima of the signal $V_0(t)$ versus $R$; we estimate the
maxima of the signal by doing a quadratic polynomial interpolation when a change in monotonicity of the curve $V_0(t)$ is detected. Initially the flow is $2\pi$ periodic in time and this behavior remains unaltered until the value $R \sim 131$. At this value a period doubling bifurcation to a $4\pi$ periodic signal occurs. The signals remain $4\pi$-periodic for a range of values, until $R \sim 151$ is attained, when a new period doubling occurs. The signal remains $8\pi$ periodic until the value $R \sim 154$ where the maxima of $V_0(t)$ appear not to follow a distinguished pattern anymore (see Figure 3.13). Foldings in the return map and a dense spectrum (see Figure 3.12) are indicators of a chaotic flow. The same behavior is characteristic for the signals obtained at larger values of $R$ (the largest value of $R$ for which we did computations is $R = 360$).

Figure 3.12 Spectrum of the velocity signal $V_0(t)$ in the case $\Delta_1 = \Delta_2 = 0.4$, $R = 154$, $q_0 = 0$.

Until now we have not considered the effect of the phase $q_0$ on the solutions. So far the most interesting effect that we observed is that of “stabilization” or “laminarization” of the flow by setting the wall oscillations completely out of phase. By setting $q_0 = \pi/2$ and keeping all the other parameters unchanged, we observed that any flow changed to a basic $2\pi$-periodic state. We confirmed this in many different cases including some where chaotic states were found for the in-phase oscillating walls. A connection between a given state occurring with in-phase oscillations and the return to the basic $2\pi$-periodic state via small
Figure 3.13 Velocity maxima as function of time and Poincaré map for the case $\Delta_1 = \Delta_2 = 0.4$, $R = 154$, $q_0 = 0$. Enlargements of the regions near A and B are shown in (a), (b), respectively.

increments in the phase parameter from 0 to $\pi/2$ could be the part of a future investigation.

3.6 Oscillating Flows in Finite Domains

In this Section we address the question of how the self-similar flows that we have studied in this Chapter behave when the fluid domain is truncated to a channel of finite length. We know from the literature (Hewitt and Hazel (2007), Brady and Acrivos (1982a)) and by the results of Section 2.3 concerning type (I) boundary conditions that non-linear modifications to a self-similar solution at the edge of a finite domain will result in an adaptation region which grows in length with increasing Reynolds number, and within this region the flow looses self-similarity. Eventually, when $R$ is large enough, the adaptation region occupies the whole domain. For steady flows, this happens at moderately large values of $R$. We an-
anticipate that the unsteadiness of flows driven by oscillatory walls will affect the stability of any self-similar solution at smaller values of the Reynolds number. As observed in Section 2.4, in the case of flows driven by accelerating walls, unsteady branches become linearly unstable at some finite albeit large value of $R$. In this Section we concentrate in finding approximate ranges of values of $R(\Delta)$ for which the self-similar solution is recovered as a Navier-stokes flow, when we impose self-similar profiles as Dirichlet conditions at the edge of the domain (what we called type (II) conditions in Section 2.3).

The oscillating channel of this Section has finite length $b(t) = b_0b'$ and half width $a(t) = a_0a'$ where $a'$ and $b'$ are time-periodic functions. We use a viscous scaling and non-dimensionalize the dependent and independent variables as follows

$$
\eta = \frac{y}{a_0a'}, \quad t' = \omega t, \quad u' = \frac{u}{\omega b_0}, \quad v' = \frac{v}{\omega a_0}, \quad p' = \frac{\alpha_0^2 p}{b_0^2 \omega \mu},
$$

which results in the following dimensionless equations (primes dropped)

$$
\begin{align*}
\frac{d}{d\xi} \left( \frac{b}{a} u \right) - \frac{1}{b} uu_{\xi} - \eta \frac{a}{b} u_{\eta} + \frac{1}{b} uu_{\xi} + \frac{1}{a} u_{\xi} &\eta = -\frac{1}{Rb} p_{\xi} + \frac{1}{R} \left( \frac{\delta^2}{b^2} u_{\xi\xi} + \frac{1}{a^2} u_{\eta\eta} \right), \\
\frac{d}{d\xi} \left( \frac{b}{a} v \right) - \frac{1}{b} vv_{\xi} - \eta \frac{a}{b} v_{\eta} + \frac{1}{b} vv_{\xi} + \frac{1}{a} v_{\xi} &\eta = -\frac{1}{\delta^2 R a} p_{\eta} + \frac{1}{R} \left( \frac{\delta^2}{b^2} v_{\xi\xi} + \frac{1}{a^2} v_{\eta\eta} \right),
\end{align*}
$$

(3.40)

$$
\frac{1}{b} u_{\xi} + \frac{1}{a} v_{\eta} = 0,
$$

(3.41)

(3.42)

where $R = \rho \omega a_0^2 / \mu$, as in Section 3.4. We will be mostly computing flows in slender channels, satisfying $\delta = a_0 / b_0 \ll 1$. We need a set of four boundary conditions to complete the system. For compatibility with stagnation point similarity flows we impose symmetry at $\xi = 0$

$$
\begin{align*}
u(0, \eta, t) &= 0, \\
\nu_{\xi}(0, \eta, t) &= 0.
\end{align*}
$$

(3.43)

(3.44)
The no-slip boundary conditions at the top and bottom walls are

\[ u(\xi, \pm 1, t) = b \xi, \quad v(\xi, \pm 1, t) = \pm \dot{a}. \]  \hspace{1cm} (3.45)

At the channel entrance at \( \xi = 1 \) we impose the Dirichlet condition

\[ u(1, \eta, t) = \frac{b}{a} V_\eta(\eta, t), \]  \hspace{1cm} (3.46)

\[ v(1, \eta, t) = -V(\eta, t), \]  \hspace{1cm} (3.47)

where \( V \) satisfies equation (3.37) subject to (3.39). Conditions (3.46)-(3.47) correspond to what we called type (II) conditions in Section 2.3. The numerical method described in that Section can be modified to solve equations (3.41)-(3.47). The problem for \( V \) is solved numerically with the solver described in (Hall and Papageorgiou 1999) and the flow \( V \) is coupled to the modified Navier-Stokes solver of Section 2.3 through equations (3.46)-(3.47).

Considering that all the stagnation point self-similar flows of this Chapter are governed by the same basic equation (3.18), and that cases corresponding to different forcings at the walls can be obtained via elementary transformations, we consider only the case of vertically oscillating channels:

\[ a = 1 + \Delta \cos(2t), \]  \hspace{1cm} (3.48)

\[ b = 1, \]  \hspace{1cm} (3.49)

and we adjust the boundary conditions for the Navier-Stokes flow accordingly. Also, it is important to note that we have abundant knowledge about the self-similar solution driven by oscillations (3.48)-(3.49) thanks to the detailed study of Hall and Papageorgiou (1999). For all the computations performed in this Section we set the aspect ratio of the channel to be \( \delta = 0.01 \).
First we analyze the case $\Delta = 0.45$ in some detail. For this value of the amplitude, as $R$ increases the flow $V$ has a symmetry breaking bifurcation at the value $R \approx 44$. In Figure 3.14 we show approximately 150 superimposed Navier-Stokes velocity profiles $u(\xi_i, \eta)/\xi_i$, with $\xi_i$ in the interval $[0.035156, 0.58203]$ at time $t = 65.4096$. These profiles were computed in the case $\Delta = 0.45$ and $R = 10$. The dash-dot line represents the self-similar profile imposed as type (II) condition at $\xi = 1$. In the right panel we show velocity signals $s(t) = u(1/2, 0, t)/(1/2)$ computed in the same case $\Delta = 0.45$, $R = 10$ from the Navier-Stokes (solid) and self-similar (dash-dot) flows. Since the self-similar solution prescribed at the edge of the domain changes with time, this information has to travel to the interior producing a delay which is shown in Figure 3.14 as a discrepancy between the interior self-similar profiles and the self-similar solution. As can be seen from the signals, the discrepancy shown in the left panel is nearly the worst case, and for about half of each period both flows are indistinguishable. In the left panel of Figure 3.15 we show the streamlines of the Navier-Stokes flow computed at time $t = 65.4096$ to show the smooth transition between the interior self-similar profiles and the type (II) condition imposed at $\xi = 1$.

![Figure 3.14](image.png)

**Figure 3.14** Velocity profiles $u(\xi_i, \eta)/\xi_i$, in the range $0.035156 \leq \xi_i \leq 0.58203$ at time $t = 20.8205\pi$ in the case $\Delta = 0.45$ and $R = 10$. The dash-dot line is the self-similar type (II) condition imposed at $\xi = 1$. In the right panel we show the corresponding velocity signals $2 \times u(1/2, 0, t)$. Solid line, Navier-Stokes computations. Dash-dot line, self-similar solution. The aspect ratio of the channel is $\delta = 0.01$.

To illustrate the time evolution of the solutions in the entire domain we show the
kinetic energies of the Navier-stokes flow (solid line) and self-similar solution (dash-dot line) in the right panel of Figure 3.15. The Navier-Stokes solution is indistinguishable from the self-similar solution during most of each period and the time ranges where there are discrepancies between the two curves correspond to the times where the velocity signal of Figure 3.14 is near its maxima and minima, i.e. the acceleration changes sign.

Figure 3.15 Streamlines of the Navier-Stokes flow at time $t = 20.8205\pi$ computed in the case $\Delta = 0.45$ and $R = 10$. At the right panel we show the kinetic energy of the Navier-stokes solution (solid line) and self-similar flow (dash-dot line) in the same case. The aspect ratio of the channel is $\delta = 0.01$.

Increasing the value of the Reynolds number—which corresponds to increasing the frequency of the oscillations of the walls in the present case—results in the destabilization of the self-similar Navier-Stokes flow, as can be seen in Figure 3.16. The kinetic energy curve shows oscillations with secondary frequencies additional to the driving frequency of the walls. These are the result of wave-like spatial structures which have length scales smaller than the length of the channel (see Figure 3.18 for an example). This situation is completely analogous to the case of flow driven by accelerating or decelerating walls (see Section 2.4.2, Figures 2.10 and 2.13).

Our simulations indicate that changes in the value of the oscillation amplitude $\Delta$ greatly affect the location, in terms of the Reynolds number, where the self-similar Navier-Stokes flow losses stability. In Figure 3.17 we show the time evolution of the kinetic energy and velocity signal $u(1/2,0,t)$ for the Navier-Stokes flow (solid lines) and self-similar flow (dash-dot lines) in the case $\Delta = 0.1$ and $R = 150$. As these results show, when the amplitude
Figure 3.16 Time evolution of the kinetic energy (left panel) and velocity signal $u(1/2, 0, t)$ in the case $A = 0.45$ and $R = 30$. Solid line, Navier-stokes computations. Dash-dot line, self-similar solution. The aspect ratio of the channel is $\delta = 0.01$.

of the oscillations is small, the self-similar solution is recovered in a truncated channel even at moderately large values of $R$. This result is important for applications such as the model for oxygen transport and delivery that we study in Chapter 4, where it is assumed that a self-similar flow is a valid approximation in the regime of small amplitude oscillations and small Reynolds number.

When $A = 0.25$ our results indicate that the self-similar Navier-Stokes flow is recovered for values of $R$ as large as a hundred. However, for relatively large values of the oscillation amplitude, the self-similar Navier-Stokes flow losses stability at much smaller values of $R$. In Figure 3.18 we show the kinetic energy and streamlines computed in the case $A = 0.65$ and $R = 4$ which indicate that although the Navier-Stokes flow is self-similar during a considerable portion of the period, it is no longer stable.

We note that for all the values of the oscillation amplitude considered, the values of the Reynolds number where we performed computations were considerably smaller that the corresponding value of the first, symmetry breaking bifurcation of the self-similar solution $V$. 
Figure 3.17 Time evolution of the kinetic energy (left panel) and velocity signal $u(1/2,0,t)$ in the case $\Delta = 0.1$ and $R = 150$. Solid line, Navier-stokes computations. Dash-dot line, self-similar solution. The aspect ratio of the channel is $\delta = 0.01$.

Figure 3.18 Kinetic energy of the Navier-stokes solution (solid line) and self-similar flow (dash-dot line). At the right panel we show the stream function of the Navier-Stokes flow at time $t = 15.0997\pi$. All quantities were computed in the case $\Delta = 0.65$ and $R = 4$. The aspect ratio of the channel is $\delta = 0.01$. 
CHAPTER 4

SOLUTE TRANSPORT IN PULSATING CHANNELS

In this Chapter we study a two dimensional model for oxygen transport in an idealized channel, which was proposed by S. Waters (2001), Waters (2003) in an attempt to investigate how blood flow modifies oxygen delivery to the walls of laser induced revascularization vessels. These tubes are drilled in the heart muscle as part of a surgical procedure intended as a means for increasing the delivery of oxygenated blood to certain parts of the heart. As described in Waters (2001), the main purpose of that study is to gain a qualitative understanding of the basic physical mechanisms involved in the solute transport and consumption inside these channels. This is achieved by constructing an asymptotic solution to a simplified version of the model, which consists of a stagnation point type flow for an oscillating channel geometry, coupled with an advection diffusion equation for the solute (oxygen) in the channel. The medium that surrounds the channel adsorbs the solute, a process which is modeled through a diffusion equation that incorporates uptake of solute in order to account for the oxygen consumption by the muscle tissue. The solute concentration at the walls couples with the flow inside the channel through a chemical reaction boundary condition at the channel-wall interface.

Our main objective is to evaluate quantitatively the solute uptake dynamics as a function of the time periodic or aperiodic flows that derive from the self-similar Navier-Stokes solutions studied in previous chapters. As a consequence of this quantitative study, we will be able to determine a range of values of the parameters of the problem for which the asymptotic solutions of Waters (2001) provides a good approximation for the computed solutions.

In Section 4.1 we present the governing equations and the boundary conditions for this problem. In Section 4.2 we review the asymptotic solution valid in the double limit of small amplitude oscillations and large Péclet number derived in Waters (2001). In sections
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4.3 and 4.4, we present our numerical results and finally in Section 4.5 we discuss several extensions and modifications of the model.

4.1 Governing Equations

We model the blood as being a homogeneous, incompressible Newtonian fluid, the oxygen in the blood as a passive solute and the muscle tissue as an homogeneous medium that absorbs oxygen at a constant rate. Since the tissue is mainly composed of water, the diffusion coefficient in the channel and in the walls are taken to be equal and the transfer of oxygen from the fluid to the walls is assumed to be controlled only by a permeability parameter. At the open end of the channel we assume that there is fluid with constant solute concentration $C_0$. The blood fills an oscillating channel of finite length $b(t) = b_0b'$ and half width $a(t) = a_0a'$ where $a'$ and $b'$ are given by formulas (3.28)-(3.29), i.e.

$$a' = 1 + \Delta_1 \sin \omega t,$$

$$b' = 1 + \Delta_2 \sin(\omega t + q_0).$$

We use the characteristic length and width of the channel $b_0$, $a_0$ to measure horizontal and vertical distances. Accordingly we non-dimensionalize the dependent and independent variables as follows

$$\xi = \frac{x}{b_0b'}, \quad \eta = \frac{y}{a_0a'}, \quad t' = \omega t, \quad u' = \frac{u}{\omega b_0}, \quad v' = \frac{v}{\omega a_0}, \quad p' = \frac{p}{\rho b_0^2 \omega^2}.$$

The non-dimensional equations of motion for the fluid inside of the channel take the form (primes dropped)

$$u_t - \xi \frac{b}{b'} u_\xi - \eta \frac{b}{a'} u_\eta + \frac{1}{b} \left( \frac{a}{b} v u_\xi + \frac{1}{a} v u_\eta \right) = -\frac{1}{b} p_\xi + \frac{1}{R} \left( \frac{\delta^2}{b^2} u_\xi \xi + \frac{1}{a^2} u_\eta \eta \right),$$

$$v_t - \xi \frac{b}{b'} v_\xi - \eta \frac{b}{a'} v_\eta + \frac{1}{b} \left( \frac{a}{b} v u_\xi + \frac{1}{a} v u_\eta \right) = -\frac{1}{\delta^2 a} p_\eta + \frac{1}{R} \left( \frac{\delta^2}{b^2} v_\xi \xi + \frac{1}{a^2} v_\eta \eta \right).$$
We make the assumption that the channel is slender, satisfying \( \delta = a_0/b_0 \ll 1 \). Under this condition we assume that the velocity field inside of the channel is well approximated by the self-similar solution (3.34)-(3.36), and given that we do not calculate the velocity field outside the channel, we assume that the velocity field is given by equations (3.34)-(3.36) everywhere in the channel, including the entrance at \( \xi = 1 \). This hypothesis was examined in Section 3.6 for the case of vertically oscillating flows, and it was shown to be adequate for small oscillation amplitudes and moderate values of the Reynolds number.

Let \( C = C_0C' \) be the concentration of solute in the fluid inside the channel and \( \theta = C_0\theta' \) the concentration of solute in the surrounding tissue. \( C \) satisfies the advection diffusion equation

\[
C_t + \mathbf{u} \cdot \nabla C = D \nabla^2 C, \quad 0 \leq x \leq b, \quad -a \leq y \leq a,
\]

where \( \mathbf{u} \) is the velocity field of the fluid inside the channel and \( D \) is the diffusion coefficient of the fluid. \( \theta \) satisfies the reaction diffusion equation

\[
\theta_t = D \nabla^2 \theta - Q \theta, \quad 0 \leq x \leq b, \quad a \leq |y| < \infty.
\]

The term \( Q \theta \) represents the consumption of solute in the tissue.

The non-dimensional concentration equations are (dropping all primes)

\[
C_t + \left( \frac{u}{b} - \xi \frac{b}{b_0} \right) C_x + \left( \frac{v}{a} - \eta \frac{a}{a_0} \right) C_\eta = \frac{1}{Pe} \left( \frac{\delta^2}{b^2} C_{\xi\xi} + \frac{1}{a^2} C_{\eta\eta} \right), \quad (4.1)
\]

and

\[
\theta_t - \xi \frac{b}{b_0} \theta_x - \eta \frac{a}{a_0} \theta_\eta = \frac{1}{Pe} \left( \frac{\delta^2}{b^2} \theta_{\xi\xi} + \frac{1}{a^2} \theta_{\eta\eta} - \lambda \theta \right), \quad (4.2)
\]

where \( \lambda = Qa_0^2/D \) is the ratio of consumption timescale to diffusion timescale in the surrounding medium and \( Pe = a_0^2/D \) is the Péclet number. In terms of the Reynolds number, \( Pe = \sigma \) where \( \sigma = v/D \) is the Schmidt number, and \( v \) is the kinematic viscosity of
the fluid. According to (Waters 2001), the diffusivity of oxygen in the blood is of order of magnitude $D \sim 10^{-9} m^2 s^{-1}$, the wall permeability coefficient $\beta \sim 10^{-6} ms^{-1}$, the frequency $\omega \sim 2\pi s^{-1}$, the kinematic viscosity of blood $\nu \sim 10^{-6} m^2 s^{-1}$, the rate of oxygen consumption $Q \sim 10^{-3} s^{-1}$, the width of the channel $a_0 \sim 10^{-3} m$ and the length of the channel $b_0 \sim 10^{-2} m$. These values result in the following typical values for the dimensionless parameters: $\sigma = 1000$, $Pe = 1000$, $\lambda \sim 0.2$ and $\delta = 0.05$.

In Figure 4.1 we show a definition sketch for the problem, together with the boundary conditions required for computing a numerical solution. In the remaining paragraphs of this Section we discuss each boundary condition as well as some alternatives.

![Figure 4.1 Definition sketch of the solute transport problem.](image)

A homogeneous Neumann boundary condition at $\xi = 0$ is compatible with the stagnation point flow in the channel:

$$\theta_\xi = C_\xi = 0 \quad \text{at} \quad \xi = 0,$$

(4.3)
and we assume that far away from the fluid-wall interface the wall concentration decays to zero,

\[ \theta = 0 \quad \text{at } \eta = \pm \infty. \] (4.4)

At the fluid-solid interface oxygen is absorbed from the fluid into the permeable walls. This effect can be thought of as an irreversible chemical reaction and can be described with the equation:

\[ D \nabla C \cdot \hat{n} = -\beta (C - \theta), \] (4.5)

which indicates that the rate at which this transference occurs is proportional to the difference of concentrations between the two media. The parameter \( \beta \) measures the permeability of the wall. If we require also the solute flux to be continuous at the interface, after non-dimensionalization, the interfacial boundary condition takes the form

\[ C_{\eta} = \theta_{\eta} = -\frac{a(t)}{\kappa} (C - \theta) \quad \text{at } \eta = 1, \] (4.6)

\[ C_{\eta} = \theta_{\eta} = \frac{a(t)}{\kappa} (C - \theta) \quad \text{at } \eta = -1. \] (4.7)

The non-dimensional parameter \( \kappa = D/\beta a_0 \) is the ratio of the timescales of uptake to diffusion as we will see below, and is of order one in applications. If we denote the tissue concentration at the upper interface \( \theta(\xi, 1, t) \) by \( \theta_i \), according to Purnama (1995) and Boddington and Clifford (1983), the concentration of solute at the interface between a liquid and a solid which reacts with the solute present in the liquid is given by the two equations below:

\[ D \nabla C \cdot \hat{n} = -\beta \frac{\partial}{\partial t} \theta_i, \] (4.8)

where \( \theta_i \) satisfies

\[ \frac{\partial}{\partial t} \theta_i(\xi, t) = C(\xi, 1, t) - \theta(\xi, 1, t). \] (4.9)
The first term on the right hand side of (4.9) represents the solute adsorbed from the fluid and the second term represents the solute leaving the tissue; the coefficients in front of the two terms are equal since in this model the channel walls represent heart muscle which is mainly composed by water, as is the fluid in the channel. For more details about these boundary conditions for flows in reacting media see Purnama (1995) and Boddington and Clifford (1983).

We will see in Section 4.2 that in the asymptotic limit of small $\delta$ the longitudinal diffusion is neglected. This results in effectively ignoring solute diffusion at the wall ends, and as a consequence a boundary condition for $\theta(1, \eta, t)$ is not necessary. On the other hand we need a boundary condition for $\theta(1, \eta, t)$ in order to do numerical computations. We impose a homogeneous Neumann condition which implies that there is no change of properties of $\theta$ at the wall ends. We find numerically that this boundary condition gives results that are in good agreement with the asymptotic solution derived in Section 4.2. As an alternative we have also used a homogeneous Dirichlet condition, for matching the outer wall concentration. Such a boundary condition introduces a layer near the wall ends at $\xi = 1$ which can be resolved by taking enough discretization points, even though the effect is artificial.

In order to set the boundary condition for the channel concentration $C$ at the channel entrance $\xi = 1$, we need to consider the relative size of the advective terms with respect to the diffusive terms in the equation for the solute flux at the channel entrance. When the advective terms are dominant, to leading order the equation for $C$ is hyperbolic, and can in principle be solved by the method of characteristics. As the walls of the channel move laterally apart, fluid is sucked into the channel, and assuming that mixing outside the channel occurs rapidly enough, we also assume that fluid with solute at concentration $C_0$ will enter the channel. As the walls contract fluid is expelled and the solute leaving the channel will depend on the concentration of the solute upstream. In other words we assume
that the solute flux at the channel end

\[ \int_{-a}^{a} (-uC + DC_x|_{x=b(t)}) dy, \]  

(4.10)

will depend only on the advective term. Therefore the dimensionless time-dependent boundary condition for \( C \) takes the form

\[ C(1, \eta, t) = 1 \text{ for } t \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] + 2\pi n, \]  

(4.11)

\[ C_\xi(1, \eta, t) = 0 \text{ for } t \in \left[ -\frac{\pi}{2}, \frac{3\pi}{2} \right] + 2\pi n, \]  

(4.12)

where \( n \in \mathbb{N} \) and the time origin is chosen so that the horizontal velocity term in the channel entrance is \( u(1, \eta, t_0) < 0 \) in (4.11) and \( u(1, \eta, t_0) > 0 \) in (4.12). This boundary condition is of Danckwerts type and is appropriate for slowly varying flows; see Hydon and Pedley (1993), Smith (1988) and Danckwerts (1953).

As an alternative to (4.11)-(4.12) the Dirichlet boundary condition

\[ C(1, \eta, t) = 1 \text{ for } t > 0, \]  

(4.13)

was used by Waters (2001), since the resulting problem is more tractable from an analytical point of view. This boundary condition implies that the time-average of the solute flux (4.10) depends only on the diffusive term, as follows from taking \( C(1, \eta, t) \equiv 1 \) and replacing \( u \) by the horizontal similarity flow \( b\xi U \) of Section 3.4. It follows from equations (3.34)-(3.39) that the first term in (4.10) will depend only on the values of the vertical similarity flow \( V \) at the boundaries and the periodic function \( a(t) \), thus the time average of this quantity is zero.

Numerical simulations of this problem are performed in Section 4.3 and both boundary conditions are implemented and compared. Also a comparison of the numerical and asymptotic results of Section 4.2 is presented in sections 4.3 and 4.4.
4.2 Solution Valid in the Small Amplitude Oscillations–Large Péclet Number Limit

An asymptotic solution valid in the double limit of small amplitude oscillations-large Péclet number was derived by Waters (2001). In this Section we re-derive this approximate solution because a good understanding of it is important when boundary conditions are chosen for the truncated domain used in numerical computations, and also because we are interested in comparing this asymptotic solution with our numerical solution.

When the amplitude of the oscillations of the channel is small, $\Delta_1 = \Delta_2 = \varepsilon \ll 1$, we expand the velocity field $U, V$ in powers of $\varepsilon$ as follows:

$$V(\eta, t) = \varepsilon [V^{[11]}(\eta)e^{i\omega t} + c.c] + \varepsilon^2 [(V^{[20]}(\eta) + c.c) + (V^{[22]}(\eta)e^{2i\omega t} + c.c)] + \ldots \quad (4.14)$$

and similarly for $U$. The term $c.c$ stands for complex conjugate. Because of the small amplitude we expect that the leading order velocity field will have the same frequency as the channel oscillations. The second order terms are decomposed as shown to balance the terms that appear as result of the nonlinear terms in equation (3.37). This includes the steady streaming term $V^{[20]}$.

The term $V^{[11]}$ is computed straightforwardly from equations (3.37)-(3.39):

$$V^{[11]} = \frac{1}{E} \left\{ \frac{\sinh(k\eta)}{k} - \frac{\cosh(k)}{2} \eta - \frac{\sinh(k)}{2k} \eta \right\}, \quad (4.15)$$

with $k = \sqrt{Re}e^{i\pi/4}$ and $E = \cosh(k) - \sinh(k)/k$. The next two terms were calculated with the help of Maple:

$$V^{[20]} = R \left\{ \frac{\sinh(k\eta)}{Ek} - \frac{1}{2EE} \left[ \frac{k^2 \sinh(k\eta - k\eta)}{k(k - k)^4} + \frac{\bar{k}^2 \sinh(k\eta - \bar{k}\eta)}{k(k - k)^4} \right. \\
\left. - \left( \frac{\sinh(k)}{k} + \cosh(k) \right) \left( \frac{\eta \cosh(\bar{k}\eta)}{k^2} - \frac{\sinh(\bar{k}\eta)}{k^3} \right) - \frac{\bar{k} \sinh(\bar{k}\eta - k\eta)}{(k + \bar{k})^4} \right. \\
\left. - \frac{\bar{k} \sinh(\bar{k}\eta - \bar{k}\eta)}{(k - \bar{k})^4} \right]\right\} - \frac{1}{2Ek^3} \left( k\eta \cosh(k\eta) - 2\sinh(k\eta) \right), \quad (4.16)$$
Bars denote complex conjugates. We look for solutions of the concentration equations (4.1)-(4.2) in the form:

\[ C(\eta, \xi, t) = \mathcal{C}(\eta, \xi) + \epsilon [C^{[11]}(\eta, \xi)e^{it} + c.c.] + O(\epsilon^2), \quad (4.18) \]

\[ \theta(\eta, \xi, t) = \Theta(\eta, \xi) + \epsilon [\theta^{[11]}(\eta, \xi)e^{it} + c.c.] + O(\epsilon^2). \quad (4.19) \]

If we ignore the \( O(\delta^2) \) terms and expand equations (4.1)-(4.2) in powers of \( \epsilon \) we find that at leading order

\[ C^{[11]} = i\left(-\frac{1}{2}\eta + V^{[11]}\right)\frac{\partial \mathcal{C}}{\partial \eta} + i\xi \left(-\frac{1}{2} + V^{[11]}_\eta \right) \frac{\partial \mathcal{C}}{\partial \xi}. \quad (4.20) \]

To obtain the governing equation for \( \mathcal{C} \) we substitute the expression for \( C^{[11]} \) above and computing the time-average of the equation for \( O(\epsilon^2) \) terms over a period

\[ \xi \frac{\partial \mathcal{C}}{\partial \xi} + \gamma \frac{\partial \mathcal{C}}{\partial \eta} = \frac{1}{\bar{\rho}} \frac{\partial^2 \mathcal{C}}{\partial \eta^2}, \quad (4.21) \]

where \( \mathcal{V} = V^{[20]}_\eta - iV^{[11]^*}_\eta \left(-\eta/2 + V^{[11]} \right) + c.c. \) and \( \gamma = V^{[20]} + i(1/2 - V^{[11]^*}_\eta)(-\eta/2 + V^{[11]}) + c.c. \). The asterisk denotes complex conjugate. The steady streaming Péclet number \( \bar{\rho} = \epsilon^2 Pe \) is defined based on the form of the expansion for the velocity field and allows us to obtain the meaningful balance shown in equation (4.21); the transverse diffusive term would dominate otherwise.

In a similar way the governing equation for \( \Theta \) can be derived from the equation for...
$O(\varepsilon^2)$ terms in the expansion of $\theta$, by replacing the identity for $\theta$ which results from the $O(\varepsilon)$ equation and by taking a time-average over a period:

$$\frac{\partial^2 \Theta}{\partial \eta^2} - \lambda \Theta = 0.$$  \hspace{1cm} (4.22)

The solution for $\eta > 1$ is given

$$\Theta = A(\xi) \exp(-\lambda^{1/2} \eta),$$  \hspace{1cm} (4.23)

The unknown $A$ depends on $\xi$ and is found from the interfacial boundary condition. For $\eta < -1$ the solution has the sign inside the exponential reversed.

Equation (4.21) can further simplified by assuming that $\varepsilon \ll \tilde{\rho} \ll 1$. If $\tilde{\rho}$ is small, the transverse diffusive term in equation (4.21) is dominant and it tends to equilibrate the concentration of solute across the channel, allowing us to seek an approximation in powers of $\tilde{\rho}$ as shown below. The assumption $\varepsilon \ll \tilde{\rho} \ll 1$ is compatible with the previous expansions, and it only restricts the value of the Péclet number to the range $\varepsilon^{-1} \ll Pe \ll \varepsilon^{-2}$.

We expand $\mathcal{C}$ as follows

$$\mathcal{C} = \mathcal{C}(\xi) + \tilde{\rho} \mathcal{C}^{(1)}(\xi, \eta),$$  \hspace{1cm} (4.24)

where by definition $\mathcal{C}$ means $\int_0^1 f d\eta$, i.e. we are decomposing $\mathcal{C}$ in its $\eta$-average plus small fluctuations (by definition $\mathcal{C}^{(1)}$ contains all powers of $\tilde{\rho}$). Note that we only consider positive values of $\eta$ in this expansion since for small oscillation amplitudes and small Reynolds numbers the flow is symmetric about $\eta = 0$. By expanding all terms in equation (4.21) in powers of $\tilde{\rho}$ we get

$$\xi \mathcal{U} \left( \frac{\partial \mathcal{C}}{\partial \xi} + \tilde{\rho} \frac{\partial \mathcal{C}^{(1)}}{\partial \xi} \right) + \tilde{\rho} \nu \frac{\partial \mathcal{C}^{(1)}}{\partial \eta} = \frac{\partial^2 \mathcal{C}^{(1)}}{\partial \eta^2},$$  \hspace{1cm} (4.25)
which at leading order is

\[ \mathcal{C}^{(1)} = \xi \frac{\partial \mathcal{C}}{\partial \xi} \int_0^\eta \mathcal{F}(s) ds \text{ where } \mathcal{F} = \int_0^\eta \mathcal{U}(s) ds. \]  

(4.26)

By integrating equation (4.25) with respect to \( \eta \) between 0 and 1 we get

\[ \bar{\mathcal{p}} \xi \bar{\mathcal{U}} \mathcal{C}_\xi^{(1)} \bar{\mathcal{P}} \xi \bar{\mathcal{U}} \mathcal{C}_\xi^{(1)} + \bar{\mathcal{P}} \bar{\mathcal{U}} \mathcal{C}_\xi^{(1)} = \frac{\partial \mathcal{C}^{(1)}}{\partial \eta} |_{\eta=1}. \]  

(4.27)

With the help of Maple one can show that the \( \eta \)-average of \( \mathcal{U} \) is zero, which implies that the first term in (4.25) is gone after the averaging. If we expand all the terms in the interfacial boundary condition (4.6)-(4.7) in powers of \( \bar{\mathcal{P}} \), it follows from equation (4.23) that at leading order

\[ \frac{\partial \mathcal{C}^{(1)}}{\partial \eta} |_{\eta=1} = -\frac{\Lambda}{\bar{\mathcal{P}}} \mathcal{C} \text{ where } \Lambda = \frac{\lambda^{1/2}}{1 + \kappa \lambda^{1/2}}, \]  

(4.28)

is assumed to be \( O(\bar{\mathcal{P}}) \). Thus the governing equation for \( \bar{\mathcal{C}} \) is

\[ \mathcal{C}^{2} \frac{d^2 \bar{\mathcal{C}}}{d \xi^2} + 2 \mathcal{C} \frac{d \bar{\mathcal{C}}}{d \xi} - \gamma \bar{\mathcal{C}} = 0, \text{ where } \gamma = \frac{\Lambda}{\bar{\mathcal{P}}^2} \frac{1}{\int_0^1 \mathcal{F}^2 d\eta}. \]  

(4.29)

If \( \gamma \ll 1 \), the leading order solution for equation (4.29) which satisfies the boundary condition (4.13) is \( \bar{\mathcal{C}} = 1 \), which means that in the asymptotically small solute uptake regime the solution for an impermeable channel is recovered. As is readily seen from the definition of \( \gamma \)

\[ \gamma = \frac{1}{\bar{\mathcal{P}}^2} \frac{\lambda^{1/2}}{1 + \kappa \lambda^{1/2}} \frac{1}{\int_0^1 \mathcal{F}^2 d\eta}, \]

the limit \( \gamma \ll 1 \) corresponds to either \( \lambda \ll 1, \kappa = O(1) \); or \( \kappa \gg 1, \lambda = O(1) \), which are respectively, small solute consumption in the channel walls, and small wall permeability. In Figure 4.2 we show the \( \xi \)-average of the numerical solution of the concentration equations (4.1)-(4.2) subject to the boundary conditions described in Section 4.1, for several values
of the wall permeability parameter $\kappa$. As $\kappa$ gets larger the numerical solution approaches the solution in the asymptotically small solute uptake regime. Due to the small values of $\bar{\rho}$ and the average of $F^2$, $\kappa$ has to be very large in order to compensate for these two factors.

Figure 4.2 $\xi$-average of the channel and wall solute concentrations for several values of $\kappa$. ($\varepsilon = 0.01, R = 1, \sigma = 1000, \lambda = 20, \delta = 0.01$).

In the large wall permeability regime, which corresponds to $\gamma \gg 1$, $\hat{C} = 0$ except at small distances from the channel entrance. We can analyze this region by introducing the stretched variable $z = \sqrt{\gamma}(1 - \xi)$ to find that the solution satisfying $\hat{C}(0) = 1, \hat{C}(\infty) = 0$ is

$$\hat{C}(z) = \exp(-z).$$

In terms of the original variables this solution is

$$\hat{C} = \exp \left\{ -\frac{1}{\bar{\rho}} \int_0^1 F^2 \, d\eta \sqrt{\frac{\lambda^{1/2}}{1 + \kappa \lambda^{1/2}} (1 - \xi)} \right\}. \quad (4.30)$$

From equation (4.6), it follows that the leading order solution for the concentration in the surrounding tissue region is

$$\Theta = \frac{1}{1 + \kappa \lambda^{1/2}} \hat{C} \exp[\lambda^{1/2}(1 - \eta)]. \quad (4.31)$$

The asymptotic solution (4.30) is not valid at distances $O(\bar{\rho})$ from the channel entrance. In this region the horizontal advective term in equation (4.21) is comparable to the
otherwise dominant diffusive term. This implies that $\gamma$ must satisfy $\bar{\rho} \ll \gamma^{-1/2} \ll 1$ as seen from the definition of the stretched variable $z$.

In the present regime, the advective term in the solute flux at the channel entrance dominates the diffusive term since the ratio of the characteristic steady advection to longitudinal diffusion in this region is $O(\beta / \delta^2)$. Thus, the boundary condition of choice for the channel entrance should be $(4.11)-(4.12)$. Comparisons between the results obtained by using the 'advective' boundary condition and the 'diffusive' one (equation (4.13)) are shown in the next Section.

4.3 Numerical Solution and Results

We discretize equations (4.1)-(4.2) with a Peaceman-Rachford ADI scheme. Spatial discretizations are done in a uniform grid and all spatial derivatives are approximated with centered differences with the exception of the advective terms which are approximated with upwind first order finite differences. In order to compare the numerical results with the asymptotic solution derived in Section 4.2 we use the boundary condition (4.13) at the channel entrance, but we also present computations were the boundary condition (4.11)-(4.12) was employed. We indicate which boundary condition was used in each case. It is expected from the asymptotic solution (4.31) that the concentration in the surrounding media will decay very fast away from the fluid-tissue interface at $\eta = \pm 1$. Accordingly we truncate the domain for calculations in the vertical direction from $\eta = -3$ to $\eta = +3$ and impose a homogeneous Dirichlet condition at these boundaries. We find that these conditions produce results that are consistent with the asymptotic computations of the previous Section. A detailed description of the numerical scheme is given in Appendix B.

As explained in Section 4.1, the typical values for the non-dimensional parameters in this problem are $\sigma = 1000$, $Pe = 1000$, $\kappa \sim 0.5$ and $\lambda \sim 0.2$. In all the numerical calculations we set $\delta = 0.01$, which is appropriate given that a value $\delta = 0.05$ results from the typical radius and length of a revascularization channel. The amplitude is fixed at the
value $\Delta = 0.01$.
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**Figure 4.3** Solute concentration in the channel, $\mathcal{C}(\xi)$ for several values of the solute consumption $Q$. ($\sigma = 1000, \kappa = 0.5, R = 4$). The curves labeled with $A.S$ were obtained with the asymptotic solution (4.30).

As follows from formula (4.30), $\mathcal{C}$ depends on the consumption rate $Q$ through $\lambda$, and for any value of $\xi$, $\mathcal{C}$ decreases as $Q$ increases. We were able to reproduce this dependency as can be seen in the plots of $\mathcal{C}$ versus $\xi$ of Figure 4.3. The solution in the large wall permeability regime of these computations is zero everywhere except at small distances from the channel entrance. Considering that the study presented in Waters (2001) is essentially a qualitative one and that several parameters and boundary conditions should be adjusted to provide a better fit between numerical and asymptotic solutions, we consider the agreement between the numerical and asymptotic solutions shown in Figure 4.3 satisfactory for our purposes.

In Figure 4.4 we show the solute concentration of the tissue at the wall-fluid interface $\Theta_{|\eta=1}$, as a function of $\xi$ for several values of the wall permeability $\beta$. $\Theta$ depends on $\beta$ through the dimensionless parameter $\kappa$. As can be seen from equation (4.31), away from the channel entrance $\Theta$ decreases as the wall permeability at the interface increases. $\Theta$ is proportional to $\mathcal{C}$, which decreases with increasing $\beta$, as the solute passes more easily through the interface to be consumed in the surrounding tissue. The situation is reversed near the channel entrance where the availability of solute from outside the channel is not
Figure 4.4 Solute concentration in the medium at the interface, $\Theta(\eta=1(\xi))$ for several values of the wall permeability $\beta$ ($\sigma = 1000$, $\lambda = 20$, $R = 4$). The curves labeled with A.S were obtained with the asymptotic solution (4.30).

Away from the interface the solute concentration decays exponentially at an approximate rate of $\lambda^{1/2}$ as follows from formula (4.31).

Figure 4.5 Solute concentration in the channel, $\mathcal{C}_{\zeta}$ versus $\xi$. Dash-dotted line obtained with scheme implementing the boundary condition (4.11)-(4.12). ($\sigma = 1000$, $\kappa = 0.5$, $\lambda = 20$, $R = 4$)

We computed concentrations for several values of the consumption rate $Q$ using boundary conditions (4.11)-(4.12) instead of boundary condition (4.13) at the channel entrance. For the sake of clarity we only present two curves for $\mathcal{C}(\xi)$ in Figure 4.5 each one of them obtained with a boundary condition indicated by the corresponding label: either
the ‘advective’ boundary condition given by equations (4.11)-(4.12) or the ‘diffusive’ one given by equation (4.13). As shown in Figure 4.5, $\Theta(\xi = 1)$ is no longer 1 because the ‘advective’ condition does not require the concentration to be identically 1 at the channel entrance. The qualitative agreement between the time averaged concentrations indicates that the choice of equation (4.13) as boundary condition produces reasonable results for the given values of the governing parameters. In Figure 4.6 we show the wall concentration at the interface obtained when we repeated the calculations using boundary condition (4.11)-(4.12). The behavior of $\Theta(\xi, \eta = 1)$ as a function of $\beta$ is qualitatively the same as observed in our previous computations for $\Theta$ using the ‘diffusive’ boundary condition (4.13).

### 4.4 Computations Beyond the Range of Asymptotic Validity: Effects of Oscillation Amplitude and Péclet Number

The asymptotic solution (4.30)-(4.31) is valid in the double limit of small oscillation amplitude and large Péclet number. A natural question that arises in the present study is how the delivery of solute is influenced by the value of the oscillation amplitude. We address
this question by studying the evolution of the Nusselt number that we define as follows:

\[
\langle N \rangle = \frac{1}{2\pi} \int_{t_0}^{t_0+2\pi} \int_{0}^{b(t)} DC_{y=\pm a(t)} dx dt. \tag{4.32}
\]

This quantity is a measure of the amount of solute that leaves the channel through the interface at \( y = a(t) \). \( \langle N \rangle \) is a function of \( \lambda, \kappa, \sigma, R \) and \( \Delta \), the amplitude of vertical and horizontal oscillations which here is taken to be equal. The Nusselt number for the interface at \( y = -a(t) \) is defined in a similar way and we compare both quantities when the Reynolds number is larger than approximately 39, and the flow (3.37) has lost symmetry about \( \eta = 0 \). Since the dependency of the solute concentration on \( \lambda \) and \( \kappa \) is well explained by the asymptotic formulas obtained in the previous Section, we keep these two parameters and \( \sigma \) fixed and we compute \( \langle N \rangle \) as a function of the Reynolds number and \( \Delta \). For all the calculations presented in this Section we set \( \lambda = 20, \kappa = 0.5, \sigma = 1 \), so that \( Pe, R \).
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**Figure 4.7** \( \langle N \rangle \) as a function of the Reynolds number for small oscillation amplitudes, \( \Delta \leq 0.2 \).

In Figure 4.7 we present several curves of \( \langle N \rangle \) as a function of \( R \) for amplitude values \( \Delta \leq 0.2 \) obtained by integrating the equations for the concentrations numerically. The starred curves were obtained by using the explicit formulas for the asymptotic velocity presented in Section 4.2, and the un-starred curves were obtained by solving equations (3.37)-(3.39) numerically. As we can see in the Figure, when \( \Delta = 0.1 \) the asymptotic and numerical computations are indistinguishable for a sizable range of Reynolds numbers (this is true also for smaller values of \( \Delta \)). However, for the relatively small value \( \Delta = 0.2 \) the
region where the asymptotic formulas for the velocity produce reasonable results is much smaller. This behavior is maintained and the region of agreement shrinks with increasing $\Delta$.

**Figure 4.8** $\langle N \rangle$ as a function of the Reynolds number for several values of $\Delta$. The second plot is an enlargement of the first plot.

**Figure 4.9** $\langle N \rangle$ as a function of the Reynolds number when $0.3 < \Delta < 0.4$.

For $\Delta = 0.4$ the effects of the nonlinear velocity field are evident as can be seen in the results of Figure 4.8. At this value of the oscillation amplitude the Nusselt number is no longer a monotonic function of $R$. The curve has local maxima and local minima, and the first local maximum is attained at relatively small values of $R$. In Figure 4.9 we plotted additional $\langle N \rangle$-$R$ curves in the range of $0.3 \leq \Delta \leq 0.4$ to show the transition between monotonic and non-monotonic behavior better. As seen in Chapter 3, at sufficiently large values of the Reynolds number the flow $V$ loses symmetry around $\eta = 0$ due to a symmetry
breaking bifurcation. In Figure 4.10 we show the Nusselt number calculated at the lower and upper interfaces in the case $\Delta = 0.4$. In this case the symmetry breaking bifurcation takes place at a value $R \sim 39$ and for values of $R$ above 60 the difference between the amount of solute leaving through the upper and lower walls is considerable. Considering the values of the oscillation amplitude and Reynolds numbers for the results presented in Figures 4.8 through 4.10, together with the results presented in Section 3.6 for a vertically oscillating channel, we conclude that for values of $\Delta$ greater than 0.2, numerical simulations should be carried out without assuming that the flow at the interior of the channel is of self-similar form.

![Figure 4.10](image)

**Figure 4.10** $\langle N \rangle$ calculated at the upper and lower wall-fluid interfaces in the case ($\Delta = 0.4$). The second plot is an enlargement of the first plot.

### 4.5 Conclusions and Future Work

The numerical results of Section 3.6, show that for small values of the oscillation amplitude (in the case of vertically oscillating walls this means $\Delta \lesssim 0.2$) a self-similar flow is a very robust model for the flow driven by the movements of the walls. On the other hand, in applications where results for $O(1)$ values of the Reynolds number and larger values of the oscillation amplitude are of interest, it is necessary to solve the Navier-Stokes equations directly without assuming that a self-similar solution will produce reasonable results. Accordingly, it would be necessary to recalculate the results shown in Figures 4.8 through 4.10, by coupling equations (3.30)-(3.32) to the concentration equations (4.1)-(4.2) directly,
without assuming a special form for the velocity field and the pressure.

The asymptotic solution of Section 4.2 gives us a basic understanding of how the concentration of solute depends on the governing parameters of the model. Equipped with this knowledge we can now pursue studying more sophisticated models numerically. An obvious extension would be coupling the solution to the equations of motion of Section 3.6 (in the case of non-zero lateral oscillation amplitude) with the concentration equation (4.1) directly without assuming that the flow is of self similar form. As seen in Section 3.6, for relatively large values of the oscillation amplitude, the difference between the Navier-Stokes flow and self-similar solution can be significant even at order one values of the Reynolds number. Also in cases of smaller oscillation amplitudes, the discrepancy between the imposed self-similar solution at the channel entrance and the flow at the interior of the channel might produce changes in the solute concentration near the channel entrance that have to be investigated.

For simplicity, we assumed in equation (4.2) that the solute consumption term was linear. This assumption is reasonable when the wall concentration is small. It would be more realistic to take into account the effect of cell saturation by modifying the solute consumption term to

\[-Q \frac{\theta^2}{\theta^2 + \alpha}, \tag{4.33}\]

where \(\alpha\) is a constant. When \(\theta\) is large this term is nearly constant equal to \(-Q\), and corresponds to consumption in a saturated state (see Murray (2003a), page 7 and Murray (2003b), page 263).

A related problem of self-similar oscillatory flow in a cylindrical tube was studied by Blyth, Hall and Papageorgiou (Blyth et al. 2003). In that paper, it was found that with the exception of the behavior at small Reynolds numbers the dynamics of the axisymmetric flow differs considerably from the dynamics of the two-dimensional case. As in the channel flow, the dynamics depend on \(R\) and \(\Delta\), and for any value of the oscillation amplitude a Hopf bifurcation takes place as \(R\) increases. They also found that, in a sharp contrast with
the channel case, for values \( \Delta < 0.2 \) and values \( \Delta > 0.45 \) chaotic behavior is not observed. These differences for self-similar flows between channel geometries and axisymmetric geometries, together with the asymptotic study of O’dea and Waters (2006) of solute transport and uptake in twisting tubes, motivate future extensions of the work of Sections 3.6 and 4.3 to the axisymmetric case.
APPENDIX A

NAVIER–STOKES SOLVER

The time discretization uses a forward Euler scheme treating the pressure terms implicitly while the viscous and convective terms are explicit (see (A.4)-(A.5) below). Stability is maintained by adapting the time-step so that a CFL condition is satisfied (see Griebel et al. (1998), Tome and McKee (1994)). The incompressibility equation is used to derive a Poisson equation for the pressure at time $t_{n+1}$ which has the form

$$
\Delta p^{n+1} = \frac{R}{\Delta t} \left\{ F^n_x + G^n_y \right\},
$$

(A.1)

where

$$
F^n = u^n + \Delta t \left\{ \frac{1}{R} (u_{xx} + u_{yy})^n - (u^2)_x^n - (uv)_y^n \right\},
$$

(A.2)

$$
G^n = v^n + \Delta t \left\{ \frac{1}{R} (v_{xx} + v_{yy})^n - (v^2)_y^n - (uv)_x^n \right\}.
$$

(A.3)

Once $p^{n+1}$ has been computed the velocity field is updated according to the equations below

$$
u^{n+1} = F^n - \frac{\Delta t}{R} (p_x^{n+1}),
$$

(A.4)

$$
v^{n+1} = G^n - \frac{\Delta t}{R} (p_y^{n+1}).
$$

(A.5)

Spatial derivatives are discretized on a uniform staggered grid in the following way: the pressure is evaluated in the middle of the discretization cells, $u$ at the midpoints of the vertical edges of the cells (the $x$-momentum equation (A.4) is discretized at the same points) and $v$ is evaluated at the midpoints of the horizontal cell edges (the $y$-momentum equation (A.5) is also discretized at these points), see Figure A.1.
Figure A.1 The staggered grid for the discretization of the Navier-Stokes equations.

All the spatial derivatives are approximated with centered differences with the exception of the nonlinear advective terms in equations (A.4) and (A.5) which are approximated by using an average of centered differences and upwind differences to obtain a higher order, stable discretization. Fictitious points are introduced outside the computational domain in order to maintain second order accuracy for the boundary conditions. A numerical boundary condition is required for solving the Poisson equation (A.1) and is found as follows: let $\hat{n} = (n_1, n_2)$ be the unit normal vector to the boundary of the domain $\Omega$ at $(x, y)$. Then from equations (A.4) and (A.5)

$$n_1 u^{n+1} = -n_1 \frac{\Delta t}{R} (p_x^{n+1}) + n_1 F^n,$$

$$n_2 v^{n+1} = -n_2 \frac{\Delta t}{R} (p_y^{n+1}) + n_2 G^n,$$

thus

$$\frac{\Delta t}{R} (p_x^{n+1}, p_y^{n+1}) \cdot (n_1, n_2) = n_1 (F^n - u^{n+1}) + n_2 (G^n - v^{n+1}),$$

$$\frac{\partial p^{n+1}}{\partial \hat{n}} = \frac{n_1 R}{\Delta t} (F^n - u^{n+1}) + \frac{n_2 R}{\Delta t} (G^n - v^{n+1}).$$

Noting that homogeneous Neumann boundary conditions are compatible with the equations
of motion as can be seen from the equations above, we conclude that the discretization of
equation (A.1) using homogeneous Neumann boundary conditions, produces a singular
linear system with a matrix that has a block TST (Toeplitz, symmetric and tridiagonal)
structure. As explained by Griebel et al. (1998) this singular system can be replaced by an
approximate non-singular system which results from replacing the homogeneous Neumann
conditions with the approximate Dirichlet conditions

\[ p_{0j}^{n+1} = p_{1j}^n, \quad p_{ijM}^{n+1} = p_{iM-1}^n \quad j = 1, \ldots, j_M, \quad \text{(A.6)} \]
\[ p_{i0}^{n+1} = p_{i1}^n, \quad p_{iM}^{n+1} = p_{iM-1}^n \quad i = 1, \ldots, i_M. \quad \text{(A.7)} \]

This numerical scheme can be validated by comparing the numerical solution with the
Beltrami flow:

\[ u = -\cos(x)\sin(y)\exp(-2t/R), \quad \text{(A.8)} \]
\[ v = \sin(x)\cos(y)\exp(-2t/R), \quad \text{(A.9)} \]
\[ p = R\left(\frac{\sin(x)^2 + \sin(y)^2}{2} - 1\right)\exp(-4t/R), \quad \text{(A.10)} \]

which is an exact solution of the Navier-Stokes equations in a \([0 \pi] \times [0 \pi]\) square (see Sec-
tion 4.6 of the Book by Drazin and Riley (2006) for a description of Beltrami flows). The
pressure term satisfies homogeneous Neumann conditions at the boundary of the square
\([0 \pi] \times [0 \pi]\), and our extensive numerical experiments show that the errors introduced
by the change from Neumann to Dirichlet conditions are small enough that do not com-
promise the second order spatial accuracy of the scheme. In Figure A.2 below, we plotted
the error defined as the Frobenius norm of the difference between the exact velocity field
shown in equations (A.8)-(A.10) and the numerical solution computed by imposing initial
and boundary conditions according to the same Beltrami flow. Since the pressure (A.10)
is unique up to a constant, it is not possible to compare the exact and numerical pressures
Figure A.2 Log-log plot of error for increasing grid sizes. The slope of the curve is $-2.0005$.

directly. Several direct comparisons for computed pressure gradients have been shown in Chapter 2, see for example Figures 2.11 and 2.7.

Typical grid sizes for all the computations reported in this document range from $256 \times 256$ to $1024 \times 1024$ uniform meshes. Several accuracy tests were performed to confirm that there was little change in the reported results when the resolution is increased. Most runs are therefore performed with a $256 \times 256$ grid. The stability condition described by Griebel et al. (1998) and Tome and McKee (1994) is satisfied by computing the velocity maximum at each iteration and defining the time-step accordingly:

$$|u_{\text{max}}| \Delta t < \Delta x, \quad |v_{\text{max}}| \Delta t < \Delta y, \quad \Delta t < \frac{R}{2} \left( \frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} \right)^{-1},$$

where the first two inequalities are the CFL condition for this scheme. The resulting time-step can be uniformly adjusted by multiplying it with a parameter which is less than one. Typical values of this parameter are 0.5, 0.1 and 0.01, the latter used only with the most rapidly oscillating flows.

Equation (A.1) is solved efficiently with a Fast Fourier Transform based fast Poisson solver (Hockney’s method). For simplicity, we describe our Poisson solver considering a very simple case:

$$\frac{p_{i+1,j} - 2p_{ij} + p_{i-1,j}}{\Delta x^2} + \frac{p_{ij+1} - 2p_{ij} + p_{ij-1}}{\Delta y^2} = RHS_{ij},$$
with homogeneous Dirichlet conditions. We can organize the unknowns by columns:

\[
P = \begin{pmatrix}
  p_{11} \\
p_{12} \\
  \vdots \\
p_{1j_M} \\
p_{21} \\
  \vdots \\
p_{Mj_M}
\end{pmatrix} \quad \equiv \begin{pmatrix}
P_1 \\
P_2 \\
  \vdots \\
P_{j_M}
\end{pmatrix}
\]

and similarly with the right hand side of the equation. The resulting linear system is \(AP = R\), where \(A\) has the following block form

\[
A = \begin{bmatrix}
  B & I \\
  I & B & I \\
  \vdots & \ddots & \ddots & \ddots \\
  I & B & I \\
  I & B
\end{bmatrix}, \quad \text{and the } j_M \times j_M \text{ block } B = \begin{bmatrix}
  -4 & 1 \\
  1 & -4 & 1 \\
  \vdots & \ddots & \ddots & \ddots \\
  1 & -4 & 1 \\
  1 & -4
\end{bmatrix}
\]

The matrix \(B\) is Toeplitz, symmetric and tri-diagonal, and in consequence its eigenvalues and eigenvectors are known. The Lemma 10.5, from Iserles (2008) page 198, states: let \(T\) be a \(d \times d\) TST matrix

\[
T = \begin{bmatrix}
  \alpha & \beta \\
  \beta & \alpha & \beta \\
  \vdots & \ddots & \ddots & \ddots \\
  \beta & \alpha & \beta \\
  \beta & \alpha
\end{bmatrix}
\]
then the eigenvalues of $T$ are

$$\lambda_j = \alpha + 2\beta \cos\left(\frac{\pi j}{d+1}\right), \quad j = 1, \ldots, d,$$

with corresponding orthogonal eigenvectors $q_j$, where

$$q_{j,l} = \sqrt{\frac{2}{d+1}} \sin\left(\frac{\pi j l}{d+1}\right), \quad j, l = 1, \ldots, d.$$

As corollaries, the matrix of eigenvectors $Q = [q_1 \ldots q_d]$ is orthogonal and symmetric. Also the set of $d \times d$ TST matrices is commutative with respect to multiplication (see Iserles (2008) for the proofs). These properties of TST matrices allow us to simultaneously diagonalize the block form of the system $AP = R$, resulting in the block diagonal system

$$\begin{bmatrix}
\Lambda & I & & & \\
I & \Lambda & I & & \\
& \ddots & \ddots & \ddots & \\
& & I & \Lambda & I \\
& & & I & \Lambda
\end{bmatrix}
\begin{bmatrix}
Y_1 \\
Y_2 \\
\vdots \\
Y_{iM-1} \\
Y_{iM}
\end{bmatrix}
= \begin{bmatrix}
C_1 \\
C_2 \\
\vdots \\
C_{iM-1} \\
C_{iM}
\end{bmatrix}$$

where $\Lambda$ is the diagonal matrix of eigenvalues of $B$, $C_i = QR_i$ and $P_i = QY_i$, $i = 1, \ldots, i_M$. These matrix products can be computed very efficiently by using the Fast Fourier Transform. The components of the eigenvector $q_j$ can be written in terms of complex exponentials:

$$q_{j,l} = \sqrt{\frac{2}{j_M+1}} \text{Im} \left( \exp \left( i \frac{\pi j l}{j_M + 1} \right) \right), \quad j, l = 1, \ldots, j_M,$$

and as a consequence the product of any vector $z$ with the matrix of eigenvectors $Q$ can be computed as the inverse Fourier Transform of a vector $\hat{z}$ of dimension $2j_M + 1$ formed by
padding \( \mathbf{z} \) with zeros:

\[
Q\mathbf{z} = \mathcal{F}^{-1}(\hat{\mathbf{z}}), \quad \hat{\mathbf{z}} = [0, z_1, \ldots, z_{JM}, 0, \ldots, 0].
\]

This Poisson solver was also validated independently, by comparing the numerical solution with eigenfunctions of the Laplace operator in a rectangle.
We now describe the numerical method used for solving concentration equations (4.1)-(4.2). We discretize the time variable in the following way: $t_n = n\Delta t$, where $\Delta t = 2\pi/M$.

We discretize the interval $0 \leq \xi \leq 1$ by defining a regular grid of the form

$$\xi_j = j\Delta\xi, \quad j = 0, \ldots, N + 1, \text{ with } \Delta\xi = \frac{1}{N+1}.$$ 

We discretize the interval $-3 \leq \eta \leq 3$ by defining a regular grid which consists of three sections:

1. $\eta_i = -3 + i\Delta\eta, \quad i = 0, \ldots, N + 1, \text{ where } \Delta\eta = \frac{2}{N+1}$. The values of the tissue concentration, $\theta(\xi_j, \eta_i, t_n)$, in the region $0 \leq \xi \leq 1, -3 \leq \eta \leq -1$, are stored in the first $N + 2$ rows of a matrix $\lbrace S_{pq} \rbrace$, $1 \leq p \leq N + 2, 1 \leq q \leq N + 2$.

2. $\eta_i = -1 + i\Delta\eta, \quad i = 0, \ldots, N + 1, \text{ where } \Delta\eta = \frac{2}{N+1}$. The values of the channel concentration $C(\xi_j, \eta_i, t_n)$, in the region $0 \leq \xi \leq 1, -1 \leq \eta \leq 1$, are stored in the rows $N + 3, \ldots, 2N + 4$ of the matrix $\lbrace S_{pq} \rbrace$, $N + 3 \leq p \leq 2N + 4, 1 \leq q \leq N + 2$.

3. $\eta_i = 1 + i\Delta\eta, \quad i = 0, \ldots, N + 1, \text{ where } \Delta\eta = \frac{2}{N+1}$. The values of the tissue concentration, $\theta(\xi_j, \eta_i, t_n)$, in the region $0 \leq \xi \leq 1, 1 \leq \eta \leq 3$, are stored in the rows of $2N + 5, \ldots, 3N + 6$ the matrix $\lbrace S_{pq} \rbrace$, $2N + 5 \leq p \leq 3N + 6, 1 \leq q \leq N + 2$.

We will see below that the advantage of using this grid is that the boundary condition (4.6)-(4.7) will not alter the tri-diagonal structure of the matrix resulting from the discretization of the concentration equations. We use the notation $D^k_{\xi} f^n_{ij}$ to mean the central difference approximation of the $k$-th order $\xi$-derivative of $f$ at $\eta = \eta_i, \xi = \xi_j$ and $t = t_n$. The same
symbol, with a bar over it will mean a forward difference approximation and the symbol with a bar under it will mean a backward difference approximation.

We first explain the discretization of the problem for the tissue concentration, and then we explain the differences for the discretization of the channel concentration. The tissue concentration equation (4.2) is

\[ \theta_t - \xi \frac{b}{b}\theta_{\xi} - \eta \frac{a}{a}\theta_{\eta} = \frac{1}{Pe} \left( \frac{\delta^2}{b^2} \theta_{\xi^2} + \frac{1}{a^2} \theta_{\eta^2} - \lambda \theta \right). \]  

(B.1)

By denoting the coefficient in front of $\theta_{\xi}$ by $g_{ij}^n$, and defining the quantities $\alpha^+ = \max\{\alpha, 0\}$ and $\alpha^- = \min\{\alpha, 0\}$ for any real number $\alpha$, we can write the first order upwind finite difference approximation of the advective term $\xi \frac{b}{b}\theta_{\xi}$ as

\[ (g_{ij}^n)^+ D_{\xi} \theta_{ij}^n + (g_{ij}^n)^- D_{\xi} \theta_{ij}^n. \]

We discretize the tissue concentration equation (B.1) with a two-step ADI scheme as follows: during the first step of the calculation for each $i$ we take the $i$-th row of the matrix of unknowns $S$ and we solve for the vector of unknowns $S_p = (S_{p2}, \ldots, S_{pN+1})$ at time $t_{n+1/2}$.

The discrete form of equation (B.1) is

\[ \frac{\theta_{ij}^{n+1/2} - \theta_{ij}^n}{\Delta t/2} = 2\mathcal{L}_a \theta_{ij}^{n+1/2} + \frac{\delta^2}{Pe b_{n+1/2}^2} D_{\xi}^2 \theta_{ij}^{n+1/2} + \frac{1}{Pe a_n^2} D_{\eta}^2 \theta_{ij}^n - 2\lambda \theta_{ij}^{n+1/2}, \]  

(B.2)

where $\mathcal{L}_a$ is the first order upwind finite difference approximation of the advective terms in (B.1). For each $i$, equation (B.2) holds for $j = 1, \ldots, N$. Together with the homogeneous Neumann boundary conditions at $\xi = 0$ and $\xi = 1$ this results in $N$ equations for the unknown vector $S_p^{n+1/2} = (S_{p2}, \ldots, S_{pN+1})$ at time $t_{n+1/2}$ given information at time $t_n$. The system can be written in matrix form as follows

\[ A S_p^{n+1/2} = L_1 S_p^n + L_2 S_p^n, \]  

(B.3)
where the operator $\mathcal{L}_2$ comes from the terms defined at time $t_n$ in equation (B.2) which do not come from $\mathcal{L}_1 \theta^n_{ij}$. The matrix $A$ is time dependent, tri-diagonal and diagonally dominant. We solve the system (B.3) by an LU factorization with recursive back substitution. When $N + 3 \leq p \leq 2N + 4$, the changes that come from the channel concentration equation (4.1), which is

$$C_t + \xi (U - \frac{b}{b'}) C_x - \frac{1}{a} (V + \eta \Delta) C_\eta = \frac{1}{Pe} \left( \frac{\delta^2}{b^2} C_{x\xi} + \frac{1}{a^2} C_{\eta \eta} \right),$$

(B.4)

are that the coefficients in front of the advective terms are different from those in (B.1) and there is no $\lambda$ term. Thus, the matrix $B$ which results from the discretization of (B.1) has the same properties of $A$.

The second step of the ADI scheme consists of the following: for each $q$, $2 \leq q \leq N + 1$, we take the $q$th-column of $S$ and solve for the vector of unknowns $S_q = (S_{2q}, \ldots, S_{3N+5q})$ at time $t_{n+1}$. The discrete form of (B.1) is now

$$\frac{\theta^{n+1}_{ij} - \theta^{n+1/2}_{ij}}{\Delta t/2} = \frac{\delta^2}{Pe b_{n+1}^2} D_x^2 \theta^{n+1/2}_{ij} + \frac{1}{Pe a_{n+1}^2} D_\eta^2 \theta^{n+1}_{ij}. \quad (B.5)$$

All the non-diffusive terms have not been included in this step since they were included in equation (B.2). The discrete form of the interfacial boundary conditions (4.6)-(4.7) is

$$\frac{\theta^{n+1}_{N+2,j} - \theta^{n+1}_{N+1,j}}{\Delta \eta} = \frac{a_{n+1}}{\kappa} \left( C_{N+3,j}^{n+1} - \theta^{n+1}_{N+2,j} \right), \quad (B.6)$$

at $\eta = -1$, and

$$\frac{\theta^{n+1}_{N+4,j} - \theta^{n+1}_{N+3,j}}{\Delta \eta} = \frac{a_{n+1}}{\kappa} \left( C_{N+3,j}^{n+1} - \theta^{n+1}_{N+2,j} \right), \quad (B.7)$$

at $\eta = 1$. Equation (B.5) holds for $2 \leq q \leq N + 1$, $2 \leq p \leq N + 1$ and $2N + 6 \leq p \leq 3N + 5$. In the second step of this numerical scheme the discrete form of (B.4) has the same form of (B.5), thus equations (B.6)-(B.7) together with (B.5) and the homogeneous Dirichlet conditions at $\eta = \pm 3$, result in $3N + 4$ equations for the unknown vector $S_q^{n+1/2} = \ldots$
\((S_2q, \ldots, S_{3N+5}q)\) at time \(t_{n+1}\) given information at time \(t_{n+1/2}\). The matrix \(\hat{A}\) resulting from writing the system in matrix form is also time dependent, tri-diagonal and diagonally dominant.

Due to the difficulty of finding a test solution for the problem given by equations (4.1)-(4.2) and boundary conditions (4.4), (4.3), (4.6), (4.7) and (4.13), we validate the code in the following way: we separate the domain of the problem in three parts, two corresponding to the tissue wall and one corresponding to the channel. In this way we can compare the numerical solution with an eigenfunction which satisfies one of the decoupled concentration equations in one of the three regions, satisfying appropriate boundary conditions.

If \(\Delta_1 = \Delta_2 = 0\) the concentration equations (4.1)-(4.2) are reduced to

\[
C_t = \frac{1}{\text{Pe}} \left( \delta^2 \xi \xi + C_\eta \eta \right), \quad (B.8)
\]
\[
\theta_t = \frac{1}{\text{Pe}} \left( \delta^2 \theta \xi + \theta \eta \eta - \lambda \theta \right). \tag{B.9}
\]

Accordingly we set initial and boundary conditions in the numerical scheme by employing the eigenfunctions

\[
f_1(\xi, \eta, t) = \cos \left( \frac{n \pi}{2} \xi \right) \sin(\pi \eta) \exp \left( -\frac{\pi^2}{\text{Pe}} \left( \frac{\delta^2}{4} + 1 \right) t \right), \tag{B.10}
\]
valid on the region \(0 \leq \xi \leq 1, -1 \leq \eta \leq 1\),

\[
f_2(\xi, \eta, t) = \cos(n \pi \xi) \exp(\sqrt{\lambda} (1 - \eta)) \exp \left( -\frac{\delta^2 \pi^2}{\text{Pe}} t \right), \tag{B.11}
\]
valid on the region \(0 \leq \xi \leq 1, 1 \leq \eta < +\infty\) and

\[
f_3(\xi, \eta, t) = \cos(n \pi \xi) \exp(\sqrt{\lambda} (1 + \eta)) \exp \left( -\frac{\delta^2 \pi^2}{\text{Pe}} t \right), \tag{B.12}
\]
valid on the region $0 \leq \xi \leq 1$, $-\infty < \eta \leq -1$.

Next we calculate the solution to (B.8) numerically and we compare it to the eigenfunction $f_1$ for increasing values of the number of discretization points. Here we use the same number of points for the $\xi$ and $\eta$ variables. A similar comparison is performed between the solution to (B.9) and $f_2$ in the region $0 \leq \xi \leq 1$, $1 \leq \eta \leq 3$. We can see a Log-log plot of the errors in Figure B.1. Both numerical solution are first order accurate.

![Log-log plot of the error as a function of the number of discretization points.](image)

Figure B.1 Log-log plot of the error as a function of the number of discretization points. (a) accuracy of the scheme in the channel region, (b) accuracy in the tissue region.

The accuracy of the numerical scheme is calculate in the results of Figure B.1 which show logarithmic plots of the errors between the exact and computed solution versus the mesh size. The first order accuracy of the algorithm is confirmed by these results.
APPENDIX C

NUMERICAL SCHEME FOR CALCULATING \( u_0 \)

We discretize the time variable in the following way: \( t_n = n\Delta t \), where \( \Delta t = 2\pi / M \). We discretize the interval \(-1 \leq \eta \leq 1\) by defining a regular grid of the form

\[
\eta_i = i\Delta \eta, \quad i = 0, \ldots, N + 1, \text{ with } \Delta \eta = \frac{1}{N+1}.
\]

We use the notation \( D^k_\eta f^n_i \) to mean the central difference approximation of the \( k \)-th order \( \eta \)-derivative of \( f \) at \( \eta = \eta_i \) and \( t = t_n \).

A suitable numerical scheme for solving the inhomogeneous linear equation

\[
(\mathcal{L} u_0 )_{n+1} = \frac{1}{2} (\mathcal{L} u_0 )_n + \frac{1}{\Delta t} (u_0 )_{n+1} - u_0 , \quad u_0 (\pm 1, t) = 0,
\]

is the Crank-Nicholson scheme. Accordingly we discretize the equation as follows:

\[
\frac{1}{\Delta t} (u_0^n_{i+1} - u_0^n_i) = \frac{1}{2} (\mathcal{L} u_0^{n+1}_i + \mathcal{L} u_0^n_i),
\]

where

\[
\mathcal{L} u_0^n_i = -1 - \left( \frac{D^1_\eta f^n_i}{a} \right) u_0^n_i + \frac{1}{a_n} \left( f^n_i + \eta_i a_n \right) D^1_\eta u_0^n_i + \frac{1}{Ra^2_n} D^2_\eta u_0^n_i. \tag{C.2}
\]

Equation (C.2) holds for \( i = 1, \ldots, N \). The homogeneous Dirichlet conditions for \( u_0 \) provide the equations \( u_0^n_0 = u_0^n_{N+1} \), thus there are \( N \) equations for the unknown vector \( S^{n+1} = (u_0^n_{1+1}, \ldots, u_0^n_{N+1}) \) at time \( t_{n+1} \) given information at time \( t_n \). The system can be written in matrix form as follows

\[
AS^{n+1} = FS^n, \tag{C.3}
\]

where \( A \) is a tri-diagonal time dependent matrix. We solve the system (C.3) by an LU
factorization with recursive back substitution. Here we assume that a numerical approximation of the background flow $f$ has been calculated at the discrete points $f^n_i$, $i = 1, \ldots, N$. Details of a numerical scheme for calculating $f$ can be found in (Hall and Papageorgiou 1999).
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