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ABSTRACT

DESIGN AND STABILITY ANALYSIS OF HIGH PERFORMANCE PACKET SWITCHES

by
Zhen Guo

With the rapid development of optical interconnection technology, high-performance packet switches are required to resolve contentions in a fast manner to satisfy the demand for high throughput and high speed rates. Combined input-crosspoint buffered (CICB) switches are an alternative to input-buffered (IB) packet switches to provide high-performance switching and to relax arbitration timing for packet switches with high-speed ports.

A maximum weight matching (MWM) scheme can provide 100% throughput under admissible traffic for IB switches. However, the high complexity of MWM prohibits its implementation in high-speed switches. In this dissertation, a feedback-based arbitration scheme for CICB switches is studied, where cell selection is based on the provided service to virtual output queues (VOQs). The feedback-based scheme is named round-robin with adaptable frame size (RR-AF) arbitration. The frame size in RR-AF is adaptably changed by the serviced and unserviced traffic. If a switch is stable, the switch provides 100% throughput. Here, it is proved that RR-AF can achieve 100% throughput under uniform admissible traffic.

Switches with crosspoint buffers need to consider the transmission delays, or round-trip times to define the crosspoint buffer size. As the buffered crossbar switch can be physically located far from the input ports, actual round-trip times can be non-negligible. To support non-negligible round-trip times in a buffered crossbar switch, the crosspoint buffer size needs to be increased. To satisfy this demand, this dissertation investigates how to select the crosspoint buffer size under non-negligible round trip times and under uniform traffic. With the analysis of stability margin, the relationship between the crosspoint buffer size and round-trip time is derived.
Considering that CICB switches deliver higher performance than IB switches and require no speedup, this dissertation investigates the maximum throughput performance that these switches can achieve. It is shown that CICB switches without speedup achieve 100% throughput under any admissible traffic through a fluid model. In addition, a new hybrid scheme, based on longest queue-first (as input arbitration) and longest column occupancy first (as output arbitration) is proposed, which achieves 100% throughput under uniform and non-uniform traffic patterns.

In order to give a better insight of the feedback nature of arbitration scheme for CICB switches, a frame-based round-robin arbitration scheme with explicit feedback control (FRE) is introduced. FRE dynamically sets the frame size according to the input load and to the accumulation of cells in a VOQ. FRE is used as the input arbitration scheme and it is combined with RR, PRR, and FRE as output arbitration schemes. These combined schemes deliver high performance under uniform and nonuniform traffic models using a buffered crossbar with one-cell crosspoint buffers. The novelty of FRE lies in that each VOQ sets the frame size by an adjustable parameter, $\Delta_{i,j}$, which indicates the degree of service needed by $VOQ(i, j)$. This value is adjusted according to the input loading and the accumulation of cells experienced in previous service cycles.

This dissertation also explores an analysis technique based on feedback control theory. This methodology is proposed to study the stability of arbitration and matching schemes for packet switches. A continuous system is used and a control model is used to emulate a queuing system. The technique is applied to a matching scheme. In addition, the study shows that the dwell time, which is defined as the time a queue receives service in a service opportunity, is a factor that affects the stability of a queuing system. This feedback control model is an alternative approach to evaluate the stability of arbitration and matching schemes.
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CHAPTER 1

INTRODUCTION

1.1 Introduction to Packet Switches

The exchange of information within the Internet is made possible by the switches and routers interconnecting networks. These routers facilitate networks to communicate by using a shared language or protocol. An example of such protocols employed at different network layers are Ethernet, asynchronous transfer mode (ATM), or the popular TCP/IP suite. These protocols determine the packet formats and the way to find a route from the source host to the destination host.

In the remainder of this dissertation, the IP protocol is considered to define the packet term. Therefore, switches and routers are required to process IP packets. However, a large number of packet switches base their architecture on ATM technology, where different from IP packets, ATM packets have fixed lengths, called cells. IP packets, however, can be handled by cell-based switches as variable-length packets are segmented at the input ports, and switched from input to output in a cell-based fashion. Variable-length IP packets are re-assembled at the output ports, before they depart to another switches. Here, fixed-length packets are referred as cells, which are not necessarily ATM cells.

Packet switches identify the destination of packets at the input ports and forward them to the appropriate output ports, completing in this way the packet processing at layer 2 of the open system interconnection (OSI) model. Those switches that find out information about the connectivity between networks and paths to reach different possible destinations are referred to as routers. This information is summarized in a forwarding table that is used to determine the output port of the switch according the destination of the traversing packet. These routers are devices performing tasks of layers 2 and 3. Once output ports are defined in a forwarding table, a switch performs the scheduling and forwarding of packets.
As interconnection technologies mature, such as those based on optical technology, data rate increases and routers need to keep up with that by processing packets fast. The functions that require high performance in routers is identifying the packet type, so that the packet can be processed accordingly (including forwarding), and switching the packet from an input to an output port. Here, switching a packet means the packet is transferred from the input port to an output port. The task seems simple; however, it gets complex as there is the possibility that several packets need to go from different inputs to the same output. Therefore, this creates the necessity of interconnecting input and output ports, buffering packets and scheduling the packet switching time. A scheduler selects the time a packet is switched to the output. The complexity of the scheduler depends on the buffering strategy and on the selection scheme used.

A packet switch is comprised of input port cards and a switch fabric. An input port card, also known as a line interface card (LIC), determines the processing the switch performs on each packet. Some of these functions are: packet classification, destination lookup (IP lookup for IP packets), buffering, packet modification, and packet interfacing for internal switching. The switch fabric is an interconnection network used by the LICs. The way a switch operates internally depends on the switch fabric used. A plethora of switch fabrics have been developed for packet switches. Many of them have been incepted for the telephone network and are now applied to packet networks.

1.2 Development of Combined Input-Crosspoint Buffered Packet Switches

The internet continues to experience extraordinary growth. By any measure, the growth is remarkable on all fronts: the number of hosts, the number of users, the amount of traffic, the number of links, the bandwidth of individual links. In order to keep pace with the growth of Internet usage, higher capacity packet switches are needed with aggregate data rates of multiple terabits per second, and forwarding rates of billions of packets per second. However, after 10-years’ booming development on switch, some people wander
how far can switch go forward in face of this big challenge? Novel switch architectures and arbitration schemes might provide the answer [10, 63].

Crossbar switching fabrics are very popular for switch implementation due to their non-blocking capability, simplicity, and their market availability. The performance of a switch can be analyzed according to the adopted buffering strategy.

An OB switch has no queues at the input ports. All arriving cells must be immediately delivered to their outputs. A major disadvantage is that simultaneously delivery of all arriving cells to the outputs require high internal interconnection bandwidth and memory bandwidth. For an $N \times N$ OB switch, the memory has to support $N$ write accesses (to write $N$ cells into output buffer) and one read access (to send one cell to the outgoing link) in one-cell time. This means that an OB switch must operate $N + 1$ times faster than the line rate. This requirement is known as internal speedup of a switch which is defined as the number of times that the switch core works faster than the input line rate. To ensure that there are no packets queued at the input ports, it is widely believed that an OB switch has to have an internal speedup of $N$. Unfortunately, the increase in the line rate and/or switch size makes it extremely difficult and impractical to build memories with adequate capacity for such high-bandwidth. However, this architecture has been used as a comparison reference for any switch model because of its high throughput and low delay. A switch with buffers* at the inputs, named input-buffered (IB) switch. IB switches are desirable because of their scalability and low hardware requirement. The IB switch has an internal speedup of 1 (also considered as no speedup) because the crossbar fabric has the same speed as that of the external line. It is well-known that, if first-in first-out (FIFO) input queues are used to hold arriving packets, head-of-line (HOL) blocking problem limits the throughput of only 58.6%. To eliminate HOL blocking, virtual output queuing (VOQ) can be used, each input buffer is partitioned into $N$ queues with one queue for each output

---

*This dissertation uses the terms queue and buffer interchangeably.
Figure 1.1 Output-buffered crossbar switch.

port (hence the name virtual output queuing). Each arriving packet is classified and then queued into the appropriate VOQ according to its destination output port.

However, IB switches need to resolve input and output contentions before cells are forwarded to the outputs. Arbiters at input and outputs perform the contention resolution by means of a matching process. Furthermore, the switching performance of an IB switch requires complex matching schemes to provide high-switching performance. This high complexity limits the switch port speeds. The requirements for arbiters to be feasible and to provide a high performance are: (a) low complexity, (b) fast contention resolution, (c) fairness and, (d) high matching efficiency. As an example, the matching scheme must perform input or output arbitration within 8 ns in an IB switch with 40 Gbps (OC-768) ports and 80-byte cells, assuming that input and output arbitrations may use up to half of a time slot and that the transmission delays are decreased to negligible amounts (e.g., the arbiters are implemented in the same chip, in a centralized way).
Figure 1.2 Input-buffered crossbar switch.

A matching can be classified as maximum or maximal. A maximum match is a maximum cardinality bipartite matching of input with packets queued to $N$ outputs. A maximal match is a matching that cannot be improved without removing some input-output matches. A maximum weight matching (MWM) algorithm provides 100% throughput for any no-overbooking traffic theoretically. However, the scheme’s complexity prevents its implementation for fast speeds. Maximal matching schemes have been considered as an alternative to maximum matching schemes [17]; iSLIP [14, 16], dual round-robin matching (DRRM), and longest output occupancy first algorithm (LOOFA) are some examples. To make up for the lack of efficiency that a maximal scheme has (compared to a maximum type), a number of iterations (where the number of iterations is the number of times that an algorithm is performed to obtain a cumulative result), speedup, or the number of both is used, as in LOOFA. iSLIP is a typical example of an iterative matching scheme. iSLIP provides 100% throughput for uniform traffic, but because of the arbitration time, it has been proposed for a small number of ports due to its centralized implementation. The transmission of phases such as request, grant, and acknowledge are performed within a cell slot between input and output arbiters. This transmission of information reduces the
available time for arbitration because transmission phases are performed during the cell slot in serial with input and output arbitration, even when the transmission is done within a single chip.

Speedup is another approach to tackle the lack of efficiency by scheduling on IB switch, when the internal speedup is between 1 and $N - 1$, buffering is required at both the inputs and outputs [82]. Hence, a combination of an input buffered and an output buffered switch is required, which is combined input and output buffered switch (CIOB). With a speedup of 2, it is proved that any maximal matching algorithm can achieve 100% throughput under any admissible traffic. However, speedup shortens the schedule time. Iterative-based algorithm may have no time to find a maximal matching.

The arbitration in a crosspoint buffered (CB) switch is only performed for input selection at each output of the buffered crossbar, where packets stored in the crosspoint buffers are considered. A CB switch is called a pure buffered crossbar because in this architecture buffering is only at the crosspoints. A large crosspoint buffer has been utilized to minimize cell loss rate. However, the number of buffers in a crossbar grows in the same order as the number of crosspoints, $O(N^2)$. This makes implementation costly for a large buffer size or large $N$. One way to keep the buffer complexity feasible is to use crosspoint buffers that are small in size.

An example of a CB switch was proposed in [1], where a $2 \times 2$ crossbar chip with a crosspoint memory of 16 Kbytes was implemented to provide an acceptable cell loss. In order to reduce the crosspoint buffer size, input buffers can be used.

Buffered crossbar switches need output arbiters to select a cell, which is stored in the crosspoint buffer, to be sent to the output port. Therefore, the performance of this switch depends on the output arbitration. The output arbitration scheme considers all crosspoint buffers and selects one according to a selection policy. Therefore, the time and computation complexity of an output arbitration scheme is in function of the number of crosspoint buffers (or inputs, $N$) at an output, or $O(N)$. 
An example of a BC switch that emphasizes on the output arbitration is found in the scalable distributed arbitration (SDA) switch [8]. The SDA switch reduces the arbitration time by using a distributed approach for the output arbitration in each output. Instead of considering $N$ input at any given time, an arbiter is partitioned into $N - 1$ selectors, where each selector considers two buffers. This switch performs random selection of cells (crosspoints) at each output. The SDA switch has a crosspoint buffer, a transit buffer, an arbitration-control block (CNTL), and a selector at every crosspoint. A crosspoint buffer sends a request (REQ) to CNTL if there is at least one cell stored in the crosspoint buffer. A transit buffer stores several cells that are sent from either the upper crosspoint buffer or upper transit buffer. The transit buffer has a size of one or a few cells. The transit buffer size is determined by the round-trip delay of control signals between two adjacent crosspoints. The longest control signal transmission distance for arbitration within one cell time is the distance between two adjacent crosspoints. In a switch with an implementation of the output arbiters in a centralized fashion, the control signal for arbitration must pass through all the crosspoint buffers, belonging to the same output line to complete the selection.
each time slot, and therefore, the arbitration time depends on the number of inputs (or crosspoints). In this way, the arbitration time in the SDA switch is independent of the number of input ports.

![Figure 1.4 Scalable distributed-arbitration switch structure.](image)

The SDA switch was tested under uniform traffic with Bernoulli arrivals with an input load of 0.95 for different switch sizes ($N = \{4, ..., 32\}$). This switch delivers a cell average delay of less than 100 time slots. Another feature of the SDA switch is fairness. This is achieved by the nature of the distribute selection scheme using different selection probabilities for different inputs at a crosspoint, such that the total selection probability by an output is the same for any input.

In order to reduce the crosspoint buffer size, input buffers can be used with larger capacity as these buffers are located in the input ports, and the amount of memory at the input ports (outside of the buffered crossbar) can be of large size (e.g., several memory
Figure 1.5 Combined input-crosspoint buffered crossbar switch with FIFO input buffers. CICB switches that use the FIFO policy in their input buffers are the simplest of them, and are called FIFO-CICB.

In [6], an input and crosspoint buffering matrix switching architecture with FIFO input buffers, or FIFO CICB switch, was proposed. In [7], a FIFO-CICB switch input buffers and random selection policy at the output was proposed and shown to provide high throughput. CICB switches with single-cell crosspoint buffers were proposed in [2, 3]. These switches also used FIFO input buffers at the input ports, or FIFO-CICB switches. The switches provide a throughput of 91%, where, however, the HOL blocking [5] was still present. The FIFO buffers at the inputs limit the maximum throughput in that switch because the HOL blocking can not be completely eliminated. These switches showed the need to remove the HOL blocking that was present in IB switch and then, inherited by FIFO CICB switches.

Another example of a FIFO-CICB switch, with a different architecture approach, a multiple-plane architecture, is the tandem-crosspoint (TDXP) switch [9]. The main purpose of the TDXP switch is to overcome HOL blocking by using the parallel switch technology.
This switch has multiple crossbar switch planes as shown in Figure 1.6. The switch planes are connected in tandem at each crosspoint. There is a one-cell buffer in the crosspoint. The internal speedup in each plane is the same as the input/output line speed. Each switch plane can transmit only one cell to each output port within one cell time slot. The HOL blocking phenomenon occurs at the input buffers, where the FIFO policy is used.

The TDXP switch improves the switching performance by using multiple planes. In this way, cells will not cause HOL blocking as there is room for a cell in each switch plane. This is similar to letting the first $K$ cells of a FIFO participate in the output arbitration process, where $K$ is the number of planes in the TDXP switch. In a $32 \times 32$ switch, the throughput provided is above 95%, which is a significant improvement over an IB switch with FIFO input buffers.

Figure 1.6  Tandem-crosspoint (TDXP) switch with three planes.
As in IB switches, the HOL blocking problem for FIFO buffers can be overcome in CICB switches by using VOQs, or VOQ-CICB switches. For the sake of brevity, VOQ-CICB switches are referred as CICB switches in the remainder of this dissertation.

CICB switches use time efficiently as input and output port selections are performed separately. For each input, there is one input scheduler which separately deals with input contention, i.e. to decide which VOQ in this input is allowed to transfer a cell into the switch core. In a similar way, there is an output scheduler which independently deals with output contention for each output, i.e. to decide which crosspoint buffer is allowed to transfer a cell out of the switch core. Back to the example of the stringent timing, a CICB switch with 40-Gbps and 80-byte packets can perform input (or output) arbitration within 16 ns, therefore, the timing for arbitration is extended.

1.3 Research Challenges and Motivations

In CICB switches, high matching efficiency is achieved with simpler arbitration schemes than those used in bufferless crossbars (i.e., IB switches) at the expense of having to accommodate buffers in the crosspoints.

A CICB switch with timestamp-based arbitration and VOQs at the input ports showed that the crosspoint-buffer size can be small if the VOQs are provided with enough storing capacity [12]. Furthermore, it has been shown that a CICB switch using one-cell crosspoint buffers (CIXB-1), a simple round-robin arbitration (RR) scheme for input/output arbitration, and a credit-based flow control provide 100% throughput for uniform traffic [42]. However, as actual traffic may present nonuniform distributions, it is necessary to provide arbitration schemes that provide 100% throughput for admissible traffic. Admissible traffic is defined as: Let us denote $\lambda_{i,j}$ to the cell arrival rate at input $i$ for output $j$ that is received in $VOQ_{i,j}$. Let us consider admissible traffic such that

$$\sum_i \lambda_{i,j} \leq 1$$  \hspace{1cm} (1.1)
One way to provide 100% throughput under nonuniform traffic patterns is by using weight-based arbitration schemes, where weights are assigned to input queues proportionally to their occupancy or HOL cell age. It has been shown that weight-based [46] and priority-based [48] schemes in buffered crossbars can provide high throughput under various traffic patterns. Two schemes were presented in [46]: one is based on the selection of the longest VOQ occupancy at inputs and round-robin selection at the outputs; the other scheme is based on the selection of the oldest cell first (OCF) instead of VOQ occupancy. However, weight-based schemes need to perform comparisons among all contending queues, which can be a large number, thus increasing the implementation complexity. Moreover, weight-based schemes (e.g., queue-occupancy based) may starve some queues for very long time to provide more service to the congested ones, presenting unfairness. On the other hand, RR algorithms have been shown to provide fairness and implementation simplicity, as no comparisons are needed among queues, and high-performance under uniform traffic [14]. However, schemes based on round-robin selection have not been shown to provide nearly 100% throughput under nonuniform traffic patterns with a buffered crossbar that have crosspoint buffers of small size. It has been shown that a switch using RR needs a large crosspoint buffer to provide high throughput under admissible unbalanced traffic [15], where the unbalanced traffic model is a nonuniform traffic pattern [42]. This large buffer can make the implementation of a switch costly.

A question arises: is it possible to provide an arbitration scheme based on round-robin selection for buffered crossbars such that a switch can deliver high throughput under admissible traffic with nonuniform distributions, such as unbalanced traffic, with a small crosspoint buffer size?
Frame-based matching have been shown to have improved switching performance under different traffic scenarios [59]. However, how to set the frame size is a complex issue. In Chapter 2, an arbitration scheme is introduced for buffered crossbars, it is based on round-robin selection, which uses the concept of adaptable-size frame. The studied scheme is named round-robin arbitration with adaptable frame size (RR-AF) selection [60], [61]. The frame size is called adaptable as it is determined by the amount of service that a queue receives. In this chapter, it is shown that this arbitration scheme can achieve nearly 100% throughput under several nonuniform traffic patterns with one-cell crosspoint buffers. The performance results presented in this chapter shows that this switch retains the high performance, 100% throughput, of simple round-robin arbitration under uniform traffic.

In Chapter 3, it is investigated how to select the crosspoint buffer size under non-negligible round trip times. With the analysis of stability margin, the relationship between the crosspoint buffer size and round trip time ($R_0$) is derived.

A flow control mechanism is considered, where the parameter in observation is the queue occupancy. In this case, control theory can be applied to analyze and design queue management schemes. Most of AQM work focuses on supporting congestion management for the transmission control protocol (TCP) flows. However, only a few of the previous works are applied to switches. The main focus of this chapter is to apply control theory to analyze a flow control mechanism for a CICB switch. It is considered that credit-based flow control is used for avoiding buffer overflow [21]. This flow control mechanism has been applied to CICB switches with a negligible transmission delay [42], where the transmission delays are the propagation delays of sending a cell from the input port to a crosspoint, and of sending the flow control information from the crosspoint buffer to the input port. The sum of the transmission delays plus the selection delays at inputs (VOQ selection) and outputs (crosspoint buffer selection) is called round-trip time. As the buffered crossbar switch can be physically located far from the input ports, actual round trip times can be non-negligible. To support non-negligible round-trip times in a buffered-crossbar switch,
the crosspoint-buffer size needs to be increased, such that up to $R_0$ cells can be buffered. Non-negligible round trip delays have been considered for practical implementations [35, 36].

However, in a credit-based flow control mechanism, the stability of the switch, as a product of the round-trip times and crosspoint-buffer size, might be difficult to analyze. Therefore, a proportional (P) controller is used for a flow control mechanism for a CICB switch. The relationship between the round-trip times and crosspoint buffer size and the effect on stability is analyzed.

Stability is of utmost importance in switch design. Stability of a switch determines its throughput. If a switch is stable, it can provide 100% throughput. It has been shown that CICB switches are stable under uniform admissible traffic. In Chapter 4, it is shown that a CICB switch achieves 100% throughput without speedup under any admissible traffic and prove its stability through a fluid model. In addition, a new hybrid scheme with longest queue first as input arbitration and longest column occupancy first as output arbitration is proposed, which can achieve 100% throughput under uniform and non-uniform traffic patterns.

The intuition of this result lies on the knowledge that CICB switches provide higher performance than IB switches [42, 46], and that IB switches can provide 100% throughput under admissible traffic with no speedup [44], although with a high-complexity matching scheme.

In RR-AF scheme, the frame size increases by a constant number, independently of the actual size needed, each time a frame is completely served. The frame size decreases each time a VOQ misses an opportunity to be served. Although this scheme provides high performance, it is difficult to analyze. To give a better insight into the feedback nature of arbitration schemes for CICB switches, Chapter 5 introduces a frame-based round-robin arbitration scheme with explicit feedback control (FRE) for CICB packet switches. This scheme adopts a frame-based arbitration scheme that dynamically sets
the frame size according to the input load and to the number of cells accumulated in the input queues. The scheme is analyzed with control theory and the switching performance is studied by computer simulations. The combination of FRE (as the input arbitration scheme) with other weightless arbitration schemes (as output arbitrations) are tested. It is shown that FRE provides high throughput under several admissible traffic patterns using a CICB switch with one-cell crosspoint buffers.

The existent stability analysis approaches concentrate on the evolution of the queue length. If no overflow occurs to any queue, then the switch is stable. In fact, each queue is one subsystem of the whole switch, one important factor in the switch system is the arbitration scheme as this decides which queue can obtain the opportunity to transfer packets and also determines how often and how soon the queue can be served.

A question arises: what is the degree in a scheduling scheme affects the stability of the whole system, and how to analyze these issues using a control-theoretical technique?

In Chapter 6, a queuing system is modeled and it is shown that the dwell time, defined as the time a queue receives service in a service opportunity, is a factor that affects the stability of a queuing system. Furthermore, a case study of an arbitration scheme on a 2 × 2 switch is used to show that the feedback control model is an alternative approach to evaluate the stability of an arbitration scheme.
CHAPTER 2

STABILITY ANALYSIS OF FRAME-BASED ARBITRATION WITH
ROUND-ROBIN SELECTION FOR A COMBINED INPUT-CROSSPOINT
BUFFERED PACKET SWITCH

2.1 Introduction

Here, a frame is related to VOQ. A frame is the set of one or more cells in a VOQ that are eligible for matching in successive time slots. However, how to set the frame size is a complex issue [19, 20, 77]. The studied scheme is named round-robin arbitration with adaptable frame size selection (RR-AF) [60, 61]. There are two novelties associated with RR-AF. First, it is an arbitration scheme for a CICB switch. Secondly, it is based on a round-robin selection and uses the concept of adaptable-size frame. RR-AF is different from a common frame-based scheme. The frame size is called adaptable as it is determined by the amount of service that a queue receives. Stability of a switch determines its throughput. If a switch is stable, it can provide 100% throughput.

In this chapter, we present the stability analysis of the RR-AF arbitration scheme and prove that under admissible uniform traffic, a CICB switch can provide 100% with the RR-AF arbitration scheme. The appeal of RR-AF scheme lies on that RR-AF as a round-robin based scheme can achieve 100% throughput.

This chapter is organized as follows. Section 2.1.1 presents the switch model under study, Section 2.1.2 introduces the RR-AF arbitration scheme and shows a simulation study of throughput under uniform and nonuniform traffic patterns. Section 2.2 presents a stability analysis of the RR-AF arbitration scheme. Section 2.3 presents the conclusions.
2.1.1 Combined Input-Crosspoint Buffered Switch Model

Consider a CICB switch with $N$ inputs and outputs. In this switch model, there are $N$ VOQs at each input. A VOQ at input $i$, where $0 \leq i \leq N - 1$, that stores cells for output $j$, where $0 \leq j \leq N - 1$, is denoted as $VOQ_{i,j}$. A crosspoint (CP) element in the CICB that connects input port $i$ to output port $j$ is denoted as $CP_{i,j}$. The buffer at $CP_{i,j}$ is denoted as $CPB_{i,j}$. The size of $CPB_{i,j}$, $k$, is indicated by the number of cells that can be stored. A credit-based flow-control mechanism indicates to input $i$ whether $CPB_{i,j}$ has room available for a cell or not, as described in [42]. $VOQ_{i,j}$ is said to be eligible for selection if the VOQ is not empty and the corresponding $CPB_{i,j}$, at buffered crossbar (BC), has room to store a cell.

The round trip ($RT$) time, as in [42], is defined as the sum of the delays of the input arbitration ($IA$), the transmission of a cell from an input to the crossbar ($dl$), the output arbitration ($OA$), and the transmission of the flow-control information back from the crossbar to the input ($d2$). Figure 2.1 shows an example of $RT$ for input 0 by showing the transmission delays for $dl$ and $d2$, and arbitration times, $IA$ and $OA$. Cell and bit alignments are included in the transmission times. The condition for this switch to avoid
underflow, is such that:

\[ RT = d1 + OA + d2 + IA \leq k \]  

(2.1)

where \( k \) is the crosspoint buffer size, in time slots, which is equivalent to the number of cells that can be stored. In other words, the crosspoint buffer must be able to store a number of cells to keep the buffer busy (i.e., transmitting cells) during at least one \( RT \) time.

2.1.2 Round-Robin with Adaptable-Size Frame (RR-AF)

Arbitration Scheme

The studied arbitration scheme is round-robin based. Each time a VOQ (or a CPB at an output) is selected by the arbiter, the VOQ gets the right to forward a frame, where a frame is formed by one or more cells. Each cell of a frame is dispatched in one time slot. The frame size is determined by the serviced and unserviced traffic, such that no intervention is needed to select the frame size. We call this arbitration round-robin with adaptable-size frame (RR-AF). The amount of serviced (and unserviced) traffic depends on the experienced load by queues.

In each VOQ (and CPB) there are two counters: a frame-size counter, \( FSC_{i,j}(t) \), and a current service counter, \( CSC_{i,j}(t) \). The value of \( FSC_{i,j}(t) \), \( |FSC_{i,j}(t)| \), indicates the frame size; that is, the maximum number of cells that \( VOQ_{i,j} \) can send in back-to-back time slots to the buffered crossbar, one cell per time slot. The initial value of \( |FSC_{i,j}(t)| \) is one cell (i.e., its minimum value). It is considered that \( |FSC_{i,j}(t)| \) can be as large as needed, although practical results have shown that its value does not reach large numbers. \( CSC_{i,j}(t) \) counts the number of serviced cells at time slot \( t \) in a frame corresponding to a VOQ, where the frame size is indicated by FSC, in a regressive fashion. A regressive-fashion count is used in CSC as CSC only considers FSC at the end of a serviced frame. The initial value of \( CSC_{i,j}(t) \), \( |CSC_{i,j}(t)| \), is one cell (i.e., its minimum value).
The input arbitration process is as follows. An input arbiter selects an eligible \( VQ_i,j' \) in round-robin fashion, starting from the pointer position, \( j \). For the selected \( VQ_i,j' \), if \(|CSC_i,j'(t)| > 1\), \(|CSC_i,j'(t+1)| = |CSC_i,j'(t)| - 1\), and the input pointer remains at \( VQ_i,j' \), so that this VOQ has the higher priority for service in the next time slot and the frame transmission can continue. If \(|CSC_i,j'(t)| = 1\), the input pointer is updated to \( (j'+1) \mod N \), \(|FSC_i,j'(t)|\) is increased by \( f \) cells, and \(|CSC_i,j'(t)| = |FSC_i,j'(t)|\).

For any other \( VQ_i,h \), where \( h \neq j' \), which is empty or inhibited by the flow-control mechanism, and it is positioned between the pointed \( VQ_i,j \) and the selected \( VQ_i,j' \): if \(|FSC_i,h(t)| > 1\), \(|FSC_i,h(t+1)| = |FSC_i,h(t)| - 1\). If there exist one or more VOQs that fit the description of \( VQ_i,h \) at a given time slot, it is said that those VOQs missed a service opportunity at that time slot. The increment of the frame size, done by \( f \) cells, is performed each time the previous complete frame of a VOQ has been serviced. The value of \( f \) has to be chosen as discussed in the following section.

For the sake of clarity, the following pseudo-code describes the input arbitration scheme, as seen at an input:

- At time slot \( t \), starting from the pointer position \( j \), find the nearest eligible \( VQ_i,j' \) in a round-robin fashion.
- Send the HOL cell from \( VQ_i,j' \) to \( CPB_i,j' \) time slot \( t+1 \).
- If \(|CSC_i,j'(t)| > 1\) then

\[
|CSC_i,j'(t+1)| = |CSC_i,j'(t)| - 1,
\]

the pointer points to \( j' \).

- Else \(|FSC_i,j'(t+1)| = |FSC_i,j'(t)| + f\),

\[
|CSC_i,j'(t+1)| = |FSC_i,j'(t+1)|,
\]

the pointer points to \( (j'+1) \mod N \).

- For \( VQ(i, h) \), where \( j \leq h < j' \) for \( j < j' \), or \( 0 \leq h < j' \) and \( j \leq h \leq N-1 \) for \( j > j' \):

\[
FSC_i,h(t+1) = FSC_i,h(t) - 1.\]

*Note that when \( j' = j \), there is no \( VQ(i, h) \).*
Note that $f$ may be equal to a constant or a variable value. In general, $f$ assumes the finite value of $N$, unless otherwise stated. The value of $f$ affects the performance of RR-AF in different traffic scenarios. Note that when $f = 0$, RR-AF becomes RR.

The output arbitration works in a similar way to the input arbitration, considering $CPB_{i,j}$ and the corresponding counters in each crosspoint. Figure 2.2 shows an example of RR-AF at an input. Assume that the queues shown in the figure are the VOQs of input $i$ in a $3 \times 3$ switch. Initially, all queues have three cells each, as Figure 2.2 shows. Assuming that the FSC for each queue has the initial value of one, a cell from each queue is served in a round-robin fashion. Then, each frame is increased by $N$ cells; therefore, the remaining two cells in each queue are served back-to-back. The cells leave the input as the figure shows.

Figure 2.3 shows an example of the adjustment of $FSC_{i,j}$. In this example, $VOQ_{i,1}$ and $VOQ_{i,3}$ have cells, five and three, respectively, and no VOQ is inhibited by the flow-control mechanism. The highest priority is given to $VOQ_{i,0}$ at time slot $t$. During this time slot, the input arbiter selects $VOQ_{i,1}$ to be the next that sends a cell to the buffered crossbar. Then $VOQ_{i,0}$ misses an opportunity to send cells as it is empty, and its FSC value decreases by one cell. Since $VOQ_{i,1}$ has five cells and $FSC_{i,1} = 2$, the VOQ holds the
priority (or token) so that it receives service in the next time slot. Since the VOQ has three cells, it completes frame service and at time slot $t + 2$ its FSC value is increased by four, and the arbiter selects $VOQ_{i,2}$ as the next VOQ to receive service, but $VOQ_{i,2}$ misses an opportunity to send cells as it is empty and its FSC value decreases by one cell. Then, the priority is given to $VOQ_{i,3}$ at time slot $t + 3$.

The performance evaluations of two CICB switches, one using RR-AF arbitration and the other using RR arbitration, are presented. In addition, an OB switch is also considered in the evaluations for comparison purposes. The performance evaluations are produced by computer simulation. The traffic models considered have destinations with uniform and nonuniform distributions, the latter is called unbalanced. Both models use Bernoulli arrivals. The simulation does not consider the segmentation and re-assembly delays. The simulation results are obtained with a 95% confidence interval, not greater than 5% for the average cell delay.

Figure 2.4 shows simulation results of two $32 \times 32$ CICB switches with RR-AF, RR, and an OB switch under uniform traffic with Bernoulli arrivals ($l = 1$) and bursts with average lengths of 10 and 100 cells ($l = 10$ and $l = 100$). The burst length is exponentially distributed. The buffered crossbars have crosspoint buffers with a size of one cell each.

![Diagram of VOQs](image)

**Figure 2.3** Example of VOQs missing opportunities for cell forwarding.
The simulation shows that the RR-AF arbitration scheme provides 100% throughput under uniform traffic.

This figure also shows that the average delay performance of RR-AF under Bernoulli arrivals is close to that of RR, and therefore, to that of an OB switch. The adaptable frame-size condition in the arbitration does not degrade the throughput performance, neither does it increase the average delay under this traffic model. As the RR-AF uses the history of serviced and unserviced traffic from the queues (i.e., VOQ and CPB), the switch practically adapts itself to uniform traffic.

RR-AF was simulated with different sizes of $k$. The result of the simulation shows that there is no measurable improvement by increasing the size of $k$. This result is expected as the average delay of RR-AF with $k = 1$ is close to that of an OB switch. Therefore, the increasing of $k$ negligibly affects the results. As in [42], the size of $k$ needs to be determined by the RT time. As the size of $k$ does not affect the performance of RR-AF, $k$ is assigned the value of one cell, (i.e., $k = 1$), in the remainder of the chapter, unless otherwise stated.

RR-AF and RR arbitrations were simulated under a nonuniform traffic model, the unbalanced traffic model [42]. The unbalanced traffic model uses a probability, $w$, as the

Figure 2.4 Average delay of RR-AF arbitration under Bernoulli and bursty uniform traffic.
fraction of input load directed to a single predetermined output, while the rest of the input load is directed to all outputs with uniform distribution. Let us consider input port \( s \), output port \( d \), and the offered input load for each input port \( \rho \). The traffic load from input port \( s \) to output port \( d \), \( \rho_{s,d} \) is given by,

\[
\rho_{s,d} = \begin{cases} 
\rho \left( w + \frac{1-w}{N} \right) & \text{if } s = d \\
\rho \frac{1-w}{N} & \text{otherwise.}
\end{cases}
\] (2.2)

When \( w = 0 \), the offered traffic is uniform. On the other hand, when \( w = 1 \), it is completely directional, from input \( s \) to output \( d \), where \( s = d \).

Two combined input-crosspoint buffered switches of size \( N = 32 \), one with RR-AF and the other with RR, were simulated under unbalanced traffic. The switch with RR-AF uses \( k = 1 \) and for comparison, RR uses \( k = 1 \) and \( k = N = 32 \). Figure 2.5 shows that RR-AF, with \( k = 1 \) and \( f = N \), provides well above 99% throughput under the complete range of \( w \). It is considered that this throughput is nearly 100% for practical purposes. These results show that RR-AF with \( k = 1 \) outperforms RR with \( k = 32 \). This results in a feasible implementation of buffered crossbars as the size of the crosspoint buffer is reduced. In this example, RR, with \( k = 32 \) and a cell size of 64 bytes, would need 16 Mb of memory, while RR-AF, with \( k = 1 \), would need 512 Kb of memory. Furthermore, the switch with RR-AF can provide nearly 100% throughput under unbalanced traffic.

RR-AF with \( f = N \), is also tested under other nonuniform traffic models: Chang’s [51] and asymmetric [56].

Chang’s traffic model can be defined as \( \rho = 0 \) for \( i = j \) and \( \rho = \frac{1}{N-1} \), otherwise. Figure 2.6 shows the average cell delay experienced by a \( 32 \times 32 \) switch using RR-AF under these traffic models. As the figure shows, the throughput of RR-AF is 100% under Chang’s and Asymmetric traffic models. The average delay under Chang’s traffic is larger than that of the asymmetric’s traffic; however, the difference is small. RR-AF adapts the frame size to the different loads offered to each input and output.
2.2 Stability Study

RR-AF arbitration is based on round-robin and it aims to improve the throughput under non-uniform traffic. The attractiveness of RR-AF lies on keeping the property of round-robin based schemes to deliver stability, and therefore, 100% throughput under uniform traffic. We use the definition of stability as presented in [18].

The high throughput of RR-AF is the product of increasing or decreasing service for a queue in proportion to its received and missed service, respectively. RR-AF ensures
service to the queues with high load by increasing the frame size, and to the other queues by using round-robin selection. In addition, the decreasing policy (i.e., FSC is decremented by one unit each time the VOQ misses service) for the frame-size counter ensures that the counter does not increase infinitely, as observed experimentally.

In this section, we prove that RR-AF, with $f$ in a general sense, provides 100% throughput under admissible traffic, despite the use of the adaptable-size frame concept. We focus this proof on the input arbitration and VOQs. However, the result applies to the output arbitration and crosspoint buffers [64].

In order to analyze the stability of RR-AF, the queue length evolution by every time slot is not enough in analyzing the changing of the frame size.

In this analysis, the following definitions are used.

**Definition 1.** A cycle is the service opportunity given to a VOQ where the number of cells that can be sent in consecutive time slots to the crosspoint can be up to the frame size. The cycle length is given in the number of time slots that the VOQ receives service. The start of a cycle is determined when a VOQ is selected to receive service at time slot $t$ if that VOQ received service at time $t - 1$.

**Definition 2.** The completion service rate $R_{c,i,j}$ is the rate at which $VOQ_{i,j}$ finishes frame service per cycle.

**Definition 3.** The miss service rate $R_{m,i,j}$ is the rate at which $VOQ_{i,j}$ misses service per cycle, including the following two reasons of the service miss: i) when the number of cells in a VOQ is smaller than the frame size, and ii) when a VOQ cannot send cells to the crosspoint for lacking of room in the crosspoint buffer. Therefore, $R_{m,i,j} = 1 - R_{c,i,j}$.

In addition, we use the following notations:

$m_{i,j}$ denotes the accumulative total number of time slots that $VOQ_{i,j}$ receives service from $t_0$ to any time $t$, where $t_0$ is the starting time and $t$ is any time slot such that $t > t_0$. 
$\sigma_{i,j}$ is the cumulative number of opportunities a VOQ receives for service from cycle $n_0$, the time before VOQ receives any service during the switch working time, to cycle $n$.

$C_{i,j}^{\text{inc}}$ is the cumulative number of cycles where FSC increases until cycle $n$.

$C_{i,j}^{\text{min}}$ is the cumulative number of cycles where FSC has no changed because it has reached the minimum of one cell.

In this section, we denote the value of FSC at the end of cycle $n$ as $FSC_{i,j}(n)$. Notice that $FSC(n)$ is different from $FSC(t)$ in section 2.1.2.

In addition, let $E[FSC_{i,j}(n)]$ denote the expected frame size of any VOQ at the end of $n^{th}$ cycle. Since the average arrival rate is $\lambda_{i,j}$, let $\lambda_{i,j}E(x)$ be the number of cell arrivals per cycle (based on Little's theorem), where $E(x)$ is the average number of time slots that a VOQ receives service. Also, we denote the occupancy of a VOQ at the end of cycle $n$ as $L_{i,j}(n)$.

Under traffic with uniform distribution among all outputs, the stability of the switch is directly related to the stability of the frame size of each queue. The stability of RR-AF is then based in the proof of the following claim:

**Theorem 1.** A CICB switch using RR-AF scheduling algorithm is stable under traffic with uniform distribution.

**Proof.** We assume that all inputs receive traffic independently and identically distributed. Therefore, identical service should be expected in each VOQ.

Since the service that a VOQ (or CPB) receives is determined by FSC, then we define the following lemma.

**Lemma 1.** In a CICB packet switch using RR-AF as input arbitration, $VOQ_{i,j}$ is stable if $FSC_{i,j}$ is stable, under uniform traffic.

**Proof.** When $FSC_{i,j}(n)$ is stable, $L_{i,j}(n)$ can be either cases:
(i) \( \lim_{n \to \infty} L_{i,j}(n) = \infty \).

(ii) \( \lim_{n \to \infty} L_{i,j}(n) = a \), where \( a \) is a finite value and \( a \geq 1 \).

Let's consider the case (i) first: in a cycle, the service to \( VOQ_{i,j} \) always complete because \( \lim_{n \to \infty} L_{i,j}(n) = \infty \). \( FSC_{i,j}(n) \) will be increased by \( f \) each time. Therefore \( FSC_{i,j}(n) \) can not be bounded by a finite value, which contradicts with the assumption that \( FSC_{ij}(n) \) is stable.

Now let's consider the case (ii): \( \lim_{n \to \infty} L_{i,j}(n) = a \) means that \( VOQ_{i,j} \) receives service all the time and \( L_{i,j}(n) \) will never go to infinity. Since we have already proved that case (i) is impossible, so only case (ii) stands.

Summing up the cases above, if \( FSC(n) \) is stable then \( L(n) \) is stable.

For completeness, we state the following corollary:

**Corollary 1.** Under uniform traffic, if \( FSC_{i,j}(n) \) is unstable then \( L_{i,j}(n) \) is unstable.

**Proof.** We prove that the following state is false: if \( \lim_{n \to \infty} FSC_{i,j}(n) = \infty \) then \( L_{i,j}(n) \) is stable. Let's assume that the statement is true. There must be that \( L_{i,j}(n) \) is bounded by a finite value \( b \) (i.e., \( \lim_{n \to \infty} L(n) = b \)) and therefore \( FSC_{i,j}(n) \) increases its value by \( f \) each cycle until it reaches the value of \( b \). At this point \( FSC(n) \) cannot continue increasing its value at each cycle, and therefore \( FSC_{i,j}(n) \) converges to a finite value \( b \), which contradicts the initial assumption. Therefore, if \( FSC_{i,j}(n) \) is unstable, and \( L_{i,j}(n) \) cannot be stable under uniform traffic.

Now, it remains to prove that \( FSC_{i,j}(n) \) is stable. For this, let's consider the behavior of \( FSC_{i,j}(n) \), and by stating the following lemma:

**Lemma 2.** A CICB switch using RR-AF and under traffic with uniform distribution has \( R_{i,j}^m > \frac{f}{f+1} \).
Proof. The accumulated FSC value from cycles \(n_0\) to \(n\), where \(n > n_0\), is

\[
FSC_{i,j}(n) = FSC_{i,j}(0) + fC^{inc} - (\sigma_{i,j} - C^{inc}_{i,j} - C^{min}_{i,j}),
\]

where \(FSC_{i,j}(0)\) is the initial FSC value at \(n_0\).

Let's assume that a frame is completely served at this cycle. The inequality involving the stationary state follows:

\[
FSC_{i,j}(0) + fC^{inc}_{i,j} - (\sigma_{i,j} - C^{inc}_{i,j} - C^{min}_{i,j}) \leq \lambda_{i,j} E(x) + \delta_{i,j},
\]

where \(\delta_{i,j}\) is the discrepancy between the actual and the expected values. Then, we can express \(C^{inc}\) as:

\[
C^{inc}_{i,j} \leq \frac{\lambda_{i,j} m_{i,j} + \sigma_{i,j} + \delta_{i,j} - C^{min}_{i,j} - FSC_{i,j}(0)}{f + 1}.
\]

Recalling that \(R^{c}_{i,j} = \frac{C^{inc}_{i,j}}{\sigma_{i,j}}\) and using (2.5), we have:

\[
\frac{C^{inc}_{i,j}}{\sigma_{i,j}} \leq \frac{1}{f + 1} \cdot \frac{\lambda_{i,j} m_{i,j} + \delta_{i,j} - C^{min}_{i,j} - FSC_{i,j}(0)}{\sigma_{i,j}(f + 1)}.
\]

Let's consider that the switch has been functioning for a very long period of time, such that \(\sigma_{i,j}\) has a very large value. Therefore, we have:

\[
R^{c}_{i,j} \leq \frac{1}{f + 1},
\]

or

\[
R^{m}_{i,j} > \frac{f}{f + 1}.
\]

Now, with Lemma 2 proved, the dynamics of FSC are used to define the value of the frame size at time cycle \(n + 1\), \(FSC_{i,j}(n + 1)\), as:
\[ E[FSC_{i,j}(n+1)] = (FSC_{i,j}(n) + f)(1 - R^{m}_{i,j}) + (FSC_{i,j}(n) - 1)R^{m}_{i,j}, \]  

(2.9)

where \( E[FSC_{i,j}(n+1)] \) is the expected value of FSC at cycle \( n+1 \). This equation considers an increment and a decrement of the FSC with probabilities \( 1 - R^{m}_{i,j} \) and \( R^{m}_{i,j} \), respectively, at time slot \( n \).

Considering that \( FSC_{i,j}(n+2) = FSC_{i,j}(n+1 + 1) \):

\[ E[FSC_{i,j}(n+2)] - E[FSC_{i,j}(n+1)] = f - R^{m}_{i,j}(f + 1). \]  

(2.10)

According to the definition of stability in the sense of Lyapunov [62], if \( E[FSC_{i,j}(n+1+1)] - E[FSC_{i,j}(n + l)] = -\varepsilon < 0 \), which indicates that the expected FSC drift is negative, the FSC exhibits an overall downward drift, and will not become unbounded, therefore FSC is stable.

Recalling the value of \( R_m \) from Lemma 2, and substituting \( R_m = \frac{f + \mu}{f + 1} \) in (2.8), where \( 0 < \mu < 1 \), it is clear that:

\[ R_m = \frac{f + \mu}{f + 1} > \frac{f}{f + 1}. \]  

(2.11)

Considering that \( l = 1 \) and \( n \) can be any service cycle, we substitute (2.11) in (3.4):

\[ E[FSC_{i,j}(n+2)] - E[FSC_{i,j}(n+1)] = f - \left(\frac{f + \mu}{f + 1}\right)(f + 1), \]  

(2.12)

which is:

\[ E[FSC_{i,j}(n+2)] - E[FSC_{i,j}(n+1)] = -\mu. \]  

(2.13)
for any cycle $n$ during steady state. This equality shows the stability of $FSC$ of any $VOQ$. Therefore, a packet switch using RR-AF arbitration under uniform traffic is stable.

\[ \square \]

### 2.3 Conclusions

The RR-AF scheme use the concept of round-robin selection and adaptable-size frame. The frame size depends on the service received by a queue. This chapter proved that the round-robin scheme with adaptable-size frame arbitration delivers 100% throughput under uniform traffic.

The analytical result can be extended to nonuniform traffic patterns. The result also shows that a buffered crossbar with one-cell crosspoint buffers is sufficient to provide high throughput with the proposed round-robin based arbitration.

This chapter shows that it is possible to provide an arbitration scheme based on round-robin selection for buffered crossbars such that a switch can deliver high throughput under admissible traffic with nonuniform distributions with a small crosspoint buffer size.
CHAPTER 3

ANALYSIS OF A FLOW CONTROL SYSTEM FOR A COMBINED INPUT-CROSSPOINT BUFFERED PACKET SWITCH

3.1 Introduction

Active queue management (AQM) has been a very active research area in recent years. A lot of research work on AQM mechanisms has been done, e.g. random early detection (RED) [22], random exponential marking (REM) [23], proportional-integral (PI) controller [25, 26], adaptive virtual queue (AVQ) [28, 29, 30, 31] and state feedback control (SFC) [32]. The objective of AQM mechanism is to provide early congestion notification to the sources so they can reduce the sending rate to avoid packet loss produced by buffer overflow. The TCP congestion-avoidance control model was proposed by [27].

We can consider a flow control mechanism where the parameter in observation is the queue occupancy. In this case, control theory can be applied to analyze and design queue management schemes. Most of AQM work focuses on supporting congestion management for the transmission control protocol (TCP) flows. Few of the previous works are on the switching applications. This chapter focuses on applying control theory to analyze a flow control mechanism for a CICB switch.

Credit-based flow control is used for avoiding buffer overflow [21]. This is basically a feedback control problem. The feedback is usually based on the amount of buffer space available or in use in the switch. Credit provides precise control over the buffer use, and can stop transmission automatically to avoid buffer overflow. This flow control mechanism has been applied to CICB switches with a negligible transmission delay in switches [42], where the transmission delays are the propagation delays of sending a cell from the input port to a crosspoint, and the flow control information from the crosspoint buffer to the input port. The sum of the transmission delays plus the selection delays at inputs (VOQ selection)
and outputs (crosspoint buffer selection) is called round-trip time. As the buffered crossbar switch can be physically located far from the input ports, actual round trip times \( R_0 \) can be non-negligible. To support non-negligible round-trip times in a buffered-crossbar switch, the crosspoint-buffer size needs to be increased, such that up to \( R_0 \) cells can be buffered. Non-negligible round trip delays have been considered in [35, 36, 45, 67], for practical implementations.

However, in a credit-based flow control mechanism, the stability of the switch, as a product of the round-trip time and crosspoint-buffer size, might be difficult to analyze. In this chapter, we use a proportional (P) controller for a flow control mechanism for a CICB switch as a case study. We analyze the relationship between the round-trip time and crosspoint buffer size and the effect on stability [65, 66].

This chapter is organized as follows. Section 3.2 briefly introduces the AQM-based flow control model in a CICB switch and presents the analysis on the relationship between the system stability and crosspoint buffer size as well as round-trip time. Section 3.3 discusses the design of an input shaper to obtain short transient response time of a flow control system. Section 3.4 presents the conclusions.

### 3.2 Flow Control Mechanism and Stability Analysis

Figure 3.1 shows a buffered crossbar switch with \( M \) inputs and outputs. In this switch model, there are \( M \) VOQs at each input. A VOQ at input \( i \) that stores cells for output \( j \) is denoted as \( VOQ_{i,j} \). A crosspoint element in the buffered crossbar that connects input port \( i, \) where \( 0 \leq i \leq M - 1 \), to output port \( j, \) where \( 0 \leq j \leq M - 1 \), is denoted as \( CP_{i,j} \). The buffer at \( CP_{i,j} \) is denoted as \( CPB_{i,j} \), and it is considered of \( k \)-cell size, where \( k \geq 1 \).

We consider that in a CICB switch each VOQ and its corresponding \( CPB \) comprise a closed loop as shown in Figure 3.1. In order to avoid overflow of \( CPB_{i,j} \), feedback is needed to inform the \( VOQ_{i,j} \) to control the sending data rate. Based on the similar concept
of TCP windowing, we use a frame size to control the VOQ's sending rate. The frame size is the amount of packets transferring into the switch fabric [59],[60].

In TCP, the congestion window size, $W(t)$, is increased by one packet every time an acknowledgment is received in a round trip time if no congestion is detected, and is halved upon congestion detection. This additive-increase multiplicative-decrease (AIMD) behavior of TCP has been modeled by the equation (4.7) and (4.8) in [27]:

$$\dot{W}(t) = \frac{1}{R(t)} - \frac{W(t)W(t - R(t))}{2R(t - R(t))}p(t - R(t)), \quad (3.1)$$

where $W$ is the average TCP window size (packets), $R(t)$ is the round-trip time (seconds).

In a network topology of $N$ homogeneous TCP sources and one router, the equation for the queue dynamics is given as:

$$\dot{q}(t) = \frac{W(t)}{R(t)}N(t) - C, \quad (3.2)$$

**Figure 3.1** Combined input-crosspoint buffered crossbar switch.
where \( q \) is the average queue length (packets), \( C \) is link capacity (packets/sec) and \( N \) is the load factor. After linearization of (4.7) and (4.8), we have the transfer function of the target plant:

\[
P(s) = \frac{\frac{C^2}{2N}}{(s + \frac{2N}{R_0C})(s + \frac{1}{R_0})}.
\]

(3.3)

To use this analogy in a CICB switch, some parameters need to be adapted. \( W \) is the average VOQ frame size, \( C \) is the arbitration serving rate of an output port (packets/sec). Since in each closed loop of VOQ and its corresponding CPB there is only one session, so the load factor is \( N=1 \). The minimum service rate to provide 100% throughput that one crosspoint buffer receives under uniform traffic is \( \frac{C}{M} \), when \( R_0 \) can be negligible and CPB size \( k \geq 1 \). In this chapter, we consider a large \( R_0 \) value, where \( \frac{k}{R_0} \) is not necessarily 1. The minimum data rate of a flow that can be handled by this switch under uniform traffic is \( \frac{C}{M} \frac{k}{R_0} \).

We discuss the feedback control on the following equation. The plant transfer function \( P(s) \) is:

\[
P(s) = \frac{\frac{C^2k^2}{2M^2R_0^2}}{(s + \frac{2M}{R_0Ck})(s + \frac{1}{R_0})}.
\]

(3.4)

We use P control for the flow control in a CICB switch. Figure 3.2 shows the block diagram of the P control in the VOQ-CPB closed loop. The feedback signal is the regulated output (crosspoint buffer occupancy) multiplied by a gain factor \( K_p \).

The nominal loop transfer function of the proportional controller case is:

\[
L(s) = \frac{K_p\frac{C^2k^2}{2M^2R_0^2}e^{-sR_0}}{(s + \frac{2M}{R_0Ck})(s + \frac{1}{R_0})}.
\]

(3.5)
Figure 3.2 Block diagram of P control in a VOQ-CPB closed loop.

We can take the loop’s unity-gain crossover frequency as the geometric mean of corner frequency:

$$w_g = \sqrt{\frac{2M}{R_0^2 Ck}}$$

(3.6)

and choose $K_p$ to make $|L(jw_g)| = 1$. The goal of the P controller design is to provide a stable closed-loop system. Beyond an acceptable transient response, the system is required to have a margin of safety to be robust to variations in model parameters. The margin is called stability margin (gain margin and phase margin). In this chapter, we consider the phase margin. The phase margin ($PM$) is

$$PM = 180 - \arctan w_g R_0 - \arctan \frac{w_g R_0 Ck}{2M} - \frac{180}{\pi} w_g R_0.$$  

(3.7)

Let’s consider the following example.

**Example 1.** Consider the following setup in a CICB switch. $C=3750$ packets/s, $M=32$, $R_0=0.0246$ s, and the value of $k$ is the crosspoint buffer size in time slots.

Since $C=3750$ packets/s, one time slot is 0.267 ms. For example, $k$ is 10-packet long, or $k=2.67$ ms.

*Phase margin, as a relative stability indicator for both discrete-time and continuous time system, is defined in terms of the system open-loop frequency response [37].
Table 3.1 Phase margin and the ratio of crosspoint buffer size and round-trip time.

<table>
<thead>
<tr>
<th>k</th>
<th>k/R₀</th>
<th>PM</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1/10</td>
<td>−54.85°</td>
</tr>
<tr>
<td>20</td>
<td>1/5</td>
<td>−12.43°</td>
</tr>
<tr>
<td>25</td>
<td>1/4</td>
<td>−1.62°</td>
</tr>
<tr>
<td>30</td>
<td>1/3</td>
<td>6.36°</td>
</tr>
<tr>
<td>40</td>
<td>2/3</td>
<td>17.59°</td>
</tr>
<tr>
<td>50</td>
<td>1/2</td>
<td>25.23°</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>44.19°</td>
</tr>
</tbody>
</table>

Assume that the round-trip time is fixed. When the crosspoint buffer size increases, the system’s phase margin increases as Table 3.1 shows. However, when the crosspoint buffer size decreases to a value where \( \frac{k}{R₀} \leq \frac{1}{4} \), the system becomes unstable. \(^1\)

To support large \( R₀ \) in a buffered crossbar switch, the crosspoint-buffer size needs to be large enough, such that up to \( R₀ \) cells can be buffered. However, the memory amount that can be allocated in a chip is limited. In this example, when \( \frac{k}{R₀} \geq \frac{1}{3} \), the flow control system is stable.

### 3.3 Design of an Input Shaper

For the purpose of the flow control in a CICB switch, the controller must have an acceptable transient response such that the crosspoint buffer occupancy can converge to a target value \( q₀ \) in a short time. A short transient response time is important to the flow control in a CICB switch [38].

\(^1\)In most cases, a positive phase margin will ensure stability of the closed-loop system [37].
In order to obtain a short transient response, we add an input shaper to the closed loop system. The input shaper is a feed-forward pole-zero cancelation method. Ideally, the input shaper uses its zeros to cancel the poles of a target system. Therefore, a good performance is obtained [39].

The input shaper might be designed as a step function. In our case, the step function is used to set up the value of $q_0$ and also the time to apply $q_0$ into the closed-loop system. Each step function has a step response. We use two step functions to cancel the two-pole system's overshoots. The key point is how to put these two step functions together. We show this combination with the following example.

**Example 2.** Consider the following setup in a CICB switch. If $C=3750$ packets/s, $M=32$, $R_0=0.00801$ s, and the value of $k$ is 0.00267 s, the ratio $\frac{k}{R_0}$ becomes 1/3.

The closed-loop system can be regarded as a second-order system by approximation [71]. The transient response is shown in Figure 3.5. Because the system is underdamped, there are some oscillations before the crosspoint buffer occupancy converges to $q_0$. The maximum overshoot value $q_{\text{max}}$ is measured as $q_{\text{max}} = 15$, the steady state value of queue occupancy $q_{ss}$ is measured as $q_{ss} = 10$.

With the following equations, we can obtain the step value and step time for each step function.

$$V = \frac{q_{\text{max}} - q_{ss}}{q_{ss}} = 0.5$$  \hspace{1cm} (3.8)
The step value for the first step function is:

\[ A_1 = \frac{1}{1 + V} \]  
(3.9)

The step value for the second step function is:

\[ A_2 = 1 - A_1 \]  
(3.10)

\[ \exp\left(-\frac{\zeta \pi}{\sqrt{1 - \zeta^2}}\right) = V. \]  
(3.11)

From (3.11), the damping factor \( \zeta \) is obtained as 0.2154. Since \( \zeta \) is less than 1, the system is underdamped. Then, the time interval between the first step function and the second step function is obtained.

\[ \Delta T = \frac{\pi}{\omega_n \sqrt{1 - \zeta^2}} = 0.01573 \]  
(3.12)

In summary, if the target crosspoint buffer occupancy is \( q_0 \), with a design of an input shaper, we first generate a step function whose step value is \( q_0 \times A_1 \), and its step time is 0. The step value of the second step function is \( q_0 \times A_2 \) and its step time is \( \Delta T \). Now, we get the input shaper. Before being input to the proportional control system as Figure 3.2 shows, \( q_0 \) is shaped by the two step functions. That is why we call the two step functions an input shaper. Figure 3.4 shows the block diagram of a P control with input shaper. As Figures 3.5 and 3.6 show, with an input shaper, the transient response time can be improved by almost 40%.

The simulation result for a PI control with an input shaper and its comparison with the PI control without input shaper. Figure 3.7 shows the block diagram of a PI control with an input shaper. As Figures 3.8 and 3.9 show, it is possible to obtain the similar result as the above P control such that the transient response time can be improved by almost 40%.
3.4 Conclusions

This chapter analyzed an AQM-based flow-control mechanism for CICB switches. This chapter also investigated the stability margin by analyzing the relationship between the crosspoint buffer size and the round-trip time. When $\frac{k}{R_0} \geq \frac{1}{3}$ in the experiments, the flow control system is stable. This may provide a guideline on how to choose the crosspoint buffer size under non-negligible round trip times. This chapter shows an improvement of the system’s transient response time by almost 40% when adding an input shaper to the closed-loop system.

Figure 3.4  Diagram of a P control with input shaper.

Figure 3.5  Simulation result on a P control without input shaper.
Figure 3.6  Simulation result on a P control with input shaper.

Figure 3.7  Diagram of a PI control with input shaper.
Figure 3.8  Simulation result on a PI control without input shaper.

Figure 3.9  Simulation result on a PI control with input shaper.
CHAPTER 4

THROUGHPUT OF A COMBINED INPUT-CROSSPOINT BUFFERED PACKET SWITCH WITHOUT SPEEDUP

4.1 Introduction

Combined input-crosspoint buffered (CICB) switches are known to be a practical alternative to provide high-performance switching and to relax arbitration timing for packet switches with high-speed ports. CICB switches use time efficiently because input and output port selections are performed separately, and the working speed of the memory in a CICB switch is as relaxed as that of the memory in IB switches.

Buffered crossbar switches have simpler scheduling algorithms than bufferless crossbar switches to achieve equal or better performance. In an bufferless crossbar switch, the scheduler must find a matching between inputs and outputs [40, 41].

CICB switches with FIFOs as input queues have been used to reduce the crosspoint-buffer size and to reduce the packet loss ratio [1, 6]. However, a CICB switch with input FIFOs may have the throughput limited by the head-of-line blocking phenomena. CICB switches with VOQs at the inputs can provide 100% throughput under uniform traffic, using weightless [42] and weighted [12, 46] arbitration schemes. A VOQ-CICB switch is referred as a CICB switch for the sake of brevity in the remainder of this chapter.

CICB switches provide good throughput for admissible uniform traffic with simple algorithms. Until recently, there are a few of analytical results on the high throughput to explain or confirm the observation made by simulations. In [46], it was proved that a buffered crossbar switch with no speedup can achieve 100% throughput under uniform traffic. In [47, 80], it was proved that a buffered crossbar switch with a speedup of two can mimic a first-come first-serve output buffered (FCFS-OB) switch with any arrival traffic pattern. In [49], it was proved that with a weighted round-robin scheduler, a buffered
crossbar can achieve 100% throughput and can mimic an OB switch with a speedup of two for admissible traffic. Notice that [47] and [49] require the buffered crossbar switches work with a speedup of 2, and the switches have output queues. Therefore the buffered crossbar switch becomes a combined input-crosspoint-output buffered (CICOB) switch.

A question arises: what is the throughput of a CICB switch with VOQs under any admissible traffic patterns while using no speedup [68]? As a response to this question, herein it is proved that CICB switches with one-cell crosspoint buffers and no speedup can provide 100% throughput under admissible traffic that complies with the strong law of large numbers (SLLN) [44]. The intuition of this result lies on the knowledge that CICB switches provide higher performance than IB switches [42, 46], and that IB switches can provide 100% throughput under admissible traffic with no speedup [44], although with a high-complexity matching scheme.

Previous research [18, 62] have shown the stability analysis and proofs are based on the consideration of the queue length evolution, and finding or building up a Lyapunov function, by which to prove the stability of the scheduling algorithm. In [18], a second order Lyapunov function, such as $L^T(n)L(n)$ and $W^T(n)W(n)$ were used to show stability of maximum weight matching (MWM) algorithms, such as longest queue first (LQF) and oldest cell first (OCF). Stability analysis and proof for maximal size matching (MSM) algorithm [62] can be very complex since maximal matchings can not guarantee a result as MWM does, and therefore, to find a suitable Lyapunov function.

Another approach is using fluid model in the analysis of switch stability. A fluid model technique was used to prove that 100% throughput on IB switches by MWM scheme and also 100% throughput on CIIOB switches by MSM scheme with a speedup of 2 [44].

In this chapter, it is assumed that the common practices of having incoming variable-size packets, which are segmented into fixed-size cells at the ingress side of a switch and reassembled at the egress side before leaving the switch, and of using a crossbar, are also used.
This chapter is organized as follows. Section 4.2 introduces the switch and fluid models, and some preliminary definitions. Section 4.3 presents the throughput analysis of a CICB switch. Section 4.4 shows examples of input and output arbitration schemes that share the same properties required by the fluid model. Section 4.5 shows a performance evaluation. Section 4.6 presents our conclusions.

4.2 CICB Switch and Fluid Model

Consider a CICB switch with \( N \) inputs and outputs. There are \( N \) VOQs at each input. A VOQ at input \( i \) that stores cells for output \( j \) is denoted as \( VOOQ_{i,j} \). A crosspoint element in the buffered crossbar that connects input port \( i \), where \( 0 \leq i \leq N - 1 \), to output port \( j \), where \( 0 \leq j \leq N - 1 \), is denoted as \( CP_{i,j} \). The buffer at \( CP_{i,j} \) is denoted as \( CPB_{i,j} \), and it is considered of one-cell size. Therefore, the transmission and arbitration delays are considered negligible, without loss of generality. A large CPB size will have higher throughput under this condition, and it would allow non-negligible transmission delays. \( CPB_{i,j}^{Busy} \) denotes an occupied CPB.

The occupancy of \( VOOQ_{i,j} \) at up to time slot \( n \) is denoted as \( Z_{i,j}(n) \). The cumulative number of packets that have arrived at \( VOOQ_{i,j} \) by time slot \( n \) is denoted as \( A_{i,j}(n) \), and the cumulative number of packets that have departed from \( VOOQ_{i,j} \) by time slot \( n \) is denoted as \( D_{i,j}(n) \).

In a CICB switch, the input arbitration at input \( i \) selects a cell from a non-empty VOQ, whose corresponding CPB is available, to be forwarded to the buffered crossbar. At the same time, the output arbitration selects a cell from an CPB among all those for output \( j \) to leave the buffered crossbar. It is considered that the output arbitration can adopt either a distributed or a centralized approach.

A fluid model [44] is used to analyze the properties of the VOQs in a CICB switch with no speedup and look at the stability property of this switch under a traffic model with the restrictions of being admissible and where the cell arrivals follow the strong law of large
where $\lambda_{i,j}$ is the average arrival rate at $VOQ_{i,j}$.

An input arbitration uses scheme $m$, such that the selected VOQs can be expressed by matrix $\pi_m(n) \in \Pi$ at time slot $n$. For $\pi$, let $T^m_\pi$ be the cumulative amount of time that a combination $\pi$ has been used by time slot $n$. Therefore, $D_{i,j}(n)$ is the number of departures from $VOQ_{i,j}(n)$ up to time slot $n$, where $D_{i,j}(0) = 0$ is defined.

**Definition 4.** If \( \lim_{n \to \infty} \frac{D_{i,j}(n)}{n} = \lambda_{i,j} \), the switch is said to be rate stable.

It has been proved that a switch is rate stable if the corresponding fluid model is weakly stable [44].

For $n \geq 0$, the switch dynamics are represented as:

$$Z_{i,j}(n) = Z_{i,j}(0) + A_{i,j}(n) - D_{i,j}(n).$$

and

$$\sum_{\pi \in \Pi} T^m_\pi(n) = n.$$

where $T^m_\pi(.)$ is non-decreasing.

A switch under traffic that complies with SLLN can be represented through a fluid model [44].

**Definition 5.** The fluid model of a switch is said to be weakly stable if for every fluid model solution $(D, T, Z)$ with $Z(0) = 0$, $Z(t) = 0$ for almost every $t \geq 0$ [44].

The dynamics of the fluid model of the switch can be expressed as

$$Z_{i,j}(t) = Z_{i,j}(0) + \lambda_{i,j}t - D_{i,j}(t).$$
and
\[ \dot{D}_{i,j}(t) = \sum_{\pi \in \Pi} \pi_{i,j} \dot{T}_\pi^m(t), \text{ if } Z_{i,j}(t) > 0, \]  
(4.5)

where \( T_\pi^m(.) \) is non-decreasing and \( \sum_{\pi \in \Pi} T_\pi^m(t) = t \). Here, \( \dot{g}(t) \) is the derivative of a function \( g(t) \) at \( t \).

From the switch dynamics in (4.2) to the fluid model in (4.4), it is a complex step associated with limiting procedure to obtain the fluid limits, which are proved to be the fluid model solutions. The fluid limit of a switch is Lipschitz continuous and therefore is absolutely continuous, which determines that the fluid model is continuous. That is why the fluid model approach is considered to change the analysis of a discrete stochastic system into the analysis of a model obeying deterministic differential equations.

**Fact 1.** (Lemma 1 in [44]) Let \( f : [0, \infty) \rightarrow [0, \infty) \) be an absolutely continuous function with \( f(0) = 0 \). Assume that \( \dot{f}(t) \leq 0 \) for almost every \( t \) such that \( f(t) > 0 \) and \( f \) is differentiable at \( t \). Then \( f(t) = 0 \) for almost every \( t \geq 0 \).

By the fluid behavior of the VOQs', for a weakly stable switch there must exist an \( f(t) \), where \( f(t) = 0 \) implies \( Z(t) = 0 \) for every \( t > 0 \), and where \( f(0) = 0 \) implies \( Z(0) = 0 \).

### 4.3 Throughput Analysis of a CICB Switch

**Theorem 2.** A CICB, with a VOQ structure at the inputs and using no speedup, provides 100\% throughput under admissible traffic.

*Proof.* The CICB switch is analyzed in two separated parts. The first part is concerned with the inputs, and the second part with the buffered crossbar.

As in [44], let's define
\[ C_{i,j}(t) = L_i(t) + M_j(t), \]  
(4.6)
where

\[ L_i(t) = \sum_k Z_{i,k}(t) \]

denotes the total amount of fluid queued at the input \( i \) at time \( t \), and

\[ M_j(t) = \sum_k Z_{k,j}(t) \]

denotes the total amount of fluid destined for output \( j \) at time \( t \). In other words, \( C_{i,j} \) denotes the total amount of fluid at input \( i \) and the fluid destined to output \( j \).

Since input and output arbitrations work separately in a CICB switch, if cell \( c \) is dispatched from \( \text{VOQ}_{i,j} \) and is stored at \( \text{CPB}_{i,j} \), then \( L_i(t) \) and \( M_j(t) \) decrease by one. Therefore \( C_{i,j}(t) \) is reduced by two in a single time slot.

Compared with CICB switch, CIOB switches do not use buffers in the crosspoints. Since the speedup is 2 in CIOB switch, there are two scheduling phases in one time slot (as shown in Figure 4.1). Within one scheduling phase, \( C'_{ij}(t) \) can only be reduced by one. The reason is that if a match between input \( i \) and output \( j \) is found in the input arbitration, input \( i \) sends one cell to output \( j \), because there is no buffer in the crosspoint, the coming out cell has no place to stay in and it can only go to the output following the matching path in the output arbitration, by which all of \( L_i(t) + M_j(t) \) together can only reduce one. So with speedup of 2, in one time slot, the two scheduling phases together can make \( L_i(t) + M_j(t) \) reduce by 2. For the purpose of comparison, Figure 4.2 presents the scheduling of a CICB switch.

![Figure 4.1 Scheduling in a CIOB crossbar switch.](image)
In a similar way as in [44], let $Q$ be a $N \times N$ matrix with each entry being 1. Then

$$C(t) = QZ(t) + Z(t)Q, \quad t \geq 0$$  \hfill (4.7)

where $C_{i,j}$ is an element of $C(t)$.

$f(t)$ is defined as:

$$f(t) = \langle Z(t), C(t) \rangle = \sum_{i,j} Z_{i,j}(t)C_{i,j}(t).$$  \hfill (4.8)

It follows that $f(t) \geq 0$ for $t \geq 0$ and $f(0) = 0$. It is easy to see that $f(t) = 0$ implies $Z(t) = 0$. Next, it is shown that $f(t) > 0$ implies $\dot{f}(t) \leq 0$ for almost every $t$.

In this case, from [44], it follows that

$$\dot{f}(t) = 2 \sum_{i,j} Z_{i,j}(t)\dot{C}_{i,j}(t).$$  \hfill (4.9)

Therefore, $\dot{f}(t) \leq 0$ if and only if $\dot{C}_{i,j}(t) < 0$. As mentioned above,

$$\dot{C}_{i,j}(t) = \sum_k \lambda_{i,k} + \sum_k \lambda_{k,j} - 2$$  \hfill (4.10)

where

$$\sum_j \lambda_{i,j} \leq 1$$
and

$$
\sum_i \lambda_{i,j} \leq 1
$$

makes \( \dot{C}_{i,j}(t) \leq 0 \). Therefore, from (4.9) and (4.10), \( \dot{f}(t) \leq 0 \) whenever \( f(t) > 0 \).

The results state that the existence of \( f(t) \) and Fact 1 establish that the fluid model of a CICB switch with one-cell crosspoint buffer is weakly stable as long as no input is inhibited from sending a cell to the buffered crossbar in a time slot. Then, it remains to complete the proof of Theorem 2 with the following lemmas.

In (4.5), the arbitration scheme \( m \) selects a VOQ such that an CPB at \( j \) receives one cell, as expressed by (4.6). The following lemma is used for the non-inhibition of an input arbiter:

**Lemma 3.** At any time slot, input \( i \) has at least an available CPB \( i,j \) under admissible traffic such that inhibition is avoided.

**Proof.** Lemma 3 can be rephrased in terms of the output arbitration scheme, as follows:

**Lemma 4.** There exists an output arbitration scheme such that the selection result causes

$$
\sum_j CPB_{i,j}^{Busy} < N \text{ for admissible traffic, at any time slot.}
$$

Consider the following propositions, presented in [50, 57, 75, 76].

**Von Neumann proposition:** if a matrix \( B = (B_{i,j}) \) is doubly substochastic, then there exists a doubly stochastic matrix \( B \) such that \( B_{i,j} < B_{i,j} \forall i, j \).

**Birkhoff’s proposition:** for a doubly stochastic matrix \( \dot{B} \), there exists a set of positive numbers \( \phi_k \) and permutation matrices \( P_k \), where \( 1 \leq k \leq K \), such that \( \dot{B} = \sum_k \phi_k P_k \).

Let \( e \) be the column vector with all its elements being 1. As \( \dot{B} \) is doubly stochastic \( e = Be = \sum_k \phi_k (Pe) = (\sum_k \phi_k) e \), making \( \sum_k \phi_k = 1 \).

The occupancy of the one-cell crosspoint buffers in the buffered crossbar can be represented by a matrix

$$
CPB^{Busy} = (CPB_{i,j}^{Busy})
$$

(4.11)
such that
\[
\sum_j CPB_{i,j}^{Busy} \leq N \tag{4.12}
\]
and
\[
\sum_i CPB_{i,j}^{Busy} \leq N. \tag{4.13}
\]

Normalizing $CPB^{Busy}$ with respect to $N$, the matrix is doubly substochastic.

Therefore, $CPB^{Busy}$ can be represented as doubly stochastic $\overline{CPB^{Busy}}$, such that there exist permutation matrices that indicate which $CPB_{i,j}^{Busy}$ is served at $j$ in a time slot.

Therefore, the output arbitration scheme must select a set of CPBs such that, for a given $P_k$
\[
\sum_j P_{i,j} > 0, \tag{4.14}
\]
and therefore
\[
\sum_j CPB_{i,j}^{Busy} < N \tag{4.15}
\]
after the output arbitration. By using the permutation matrices as the set of CPBs that are selected by the output arbitration, input $i$ has at least one CPB available at any time slot.

Furthermore, because $K \leq N^2 - 2N + 2$ [57], the smallest switch size of $N = 2$ has $K \geq 1$. Therefore, this result holds for all $N$ values. As the permutations correspond to a time slot, the unserved cells are held by the CPBs for the following time slot.

Since there exists an output arbitration scheme that allows inputs to be uninhibited, then Lemma 4, and consequently, Lemma 3 are proved.

As Lemmas 3 and 4 are true, then Theorem 2 is proved.

Figure 4.3 shows an example of a decomposed matrix for a $4 \times 4$ switch. Figure 4.3.a shows a matrix $CPB^{Busy}$ is doubly substochastic according to Equation (4.12) and (4.13). Based on Von Neumann proposition, the normalized matrix $CPB^{Busy}$ can be converted to a
Figure 4.3  Example of a decomposed matrix for a 4 × 4 switch.

doubly stochastic matrix. Figure 4.3.b shows the doubly stochastic matrix. With Birkhoff’s proposition, the decomposed matrix is obtained in Figure 4.3.c. After the decomposition, there are four permutation matrices, which indicate that each row (input) has only one occupied CPB, therefore input inhibition is avoided.

However, the set of permutation matrices may not be enough to keep all outputs active, which can be used to simplify the input arbitration scheme. As an example of an output arbitration scheme that grants at least one CPB from input \( i \) and one CPB from output \( j \), the following scheme is introduced, called longest column occupancy (LCO), which is based on the output arbitration presented in [58].
4.4 Arbitration Scheme for 100% Throughput

Input Arbitration: a distributed input arbitration scheme, longest queue first (LQF), which can differentiate among flows that require extensive service, and that can be applied at any input port independently.

Output Arbitration: Since the output arbiters can be placed in-chip at the buffered crossbar, the LCO arbitration scheme as a centralized algorithm, as presented in Section 4.3. By using LCO, an output arbiter selects an input for each output of the buffered crossbar. LCO uses two steps:

Step 1: Select an output \( \{ j \mid \max \sum_i CPB^B_{i,j} \} \) and an input \( \{ i \mid \max \sum_j CPB^B_{i,j} \} \). Set \( i \) and \( j \) as reserved and perform Step 1 with unreserved \( i, j \) pairs until no more can be found (i.e., the number of unreserved inputs or outputs becomes zero, or else, when the remaining occupied CPBs belong to reserved inputs or outputs). Then go to step 2.

Step 2: If there are unreserved outputs where at least one CPB is occupied, select an \( CPB^B \) arbitrarily from each unreserved output.

Figure 4.4 Illustration on the LCO scheme.
It is expected that Step 1 be enough to complete the selection of crosspoints equivalent to a doubly substochastic matrix. However, Step 2 may be required in some occasions. Nevertheless, these two steps are used for completeness.

Figure 4.4 shows that by using LCO scheme, occupied CPBs in different rows are selected such that no row can have all its CPBs being occupied at any time slot, no input can be inhibited.

Figure 4.5 shows an example of the selection process that LCO performs in a 4 \times 4 buffered crossbar. In this matrix, rows represent the inputs and the columns represent the outputs. In Figure 4.5.a, the initial matrix have busy and idle crosspoints. Here, the column and row with larger number of busy crosspoint buffers are selected. Ties are broken by arbitrary selections. In Figure 4.5.b, the second largest column is selected. The row selection considers only those unselected and busy crosspoint buffers as shown. Figures 4.5.c and 4.5.d show the selection of the last two columns. The selected crosspoint buffers are marked with an X.

LCO maximizes the number of active outputs and therefore, relaxes the requirements for an input arbitration scheme. This scheme has a computation complexity of \( O(N^2) \).

Here, we show why the most critical internal buffer first (MCBF) scheme cannot guarantee that a crosspoint buffer is available for any input at any time slot [58]. This scheme does not consider the state of a single crosspoint buffer, but rather the set of crosspoint buffers in the buffered crossbar.

In MCBF, each distributed output arbiter independently selects the crosspoint from the longest input occupancy as specified by the longest buffer first (LBF) output arbitration. Therefore, if an input has high load, the associated crosspoints could be selected during the same time slot, while leaving other inputs unserviced. Figure 4.6 shows an example of the selection process that the decentralized MCBF performs in a 4 \times 4 buffered crossbar, which is represented as a matrix. In this matrix, rows represent the inputs and the columns represent the outputs. A CPB with a cell is represented by 1 (busy), and 0 (idle), otherwise.
Figure 4.5 Example of selection by performing LCO in a $4 \times 4$ switch.

Figure 4.6.a shows the state of CPBs as busy and idle crosspoints. Figure 4.6.b shows the input occupancy seen by the output arbiters per CPB. For example, $CPB_{0,1}$ is 2 as there are only two cells from input 0 for all outputs. An idle CPB is indicated by a zero as it is ignored by the output arbiter. This figure also shows that this example has all CPBs from inputs 1 and 3 with the longest input occupancy, and the output arbiters, using the same selection policy, select all CPBs from input 3. Therefore, Figure 4.6.c shows that $CPB_{3,0}$ to $CPB_{3,3}$ are selected, marked with an X. These independent arbiters select CPBs from input 3 and leave input 1 without an available CPB in the next time slot. Therefore, the distributed MCBF scheme cannot guarantee having an available CPB at any time slot.
As an example of arbitration schemes for achieving 100% throughput under admissible traffic, the LQF selection is used as input arbitration, and LCO selection is used as output arbitration in a CICB switch with a crosspoint buffer size of one cell. LCO follows the selection process as described in Section 4.3. The performance of the CICB switch using LQF and LCO is being compared with an output buffered (OB) switch.

It is shown that no performance degradation occurs for a CICB under uniform traffic. It is also considered that CICB under unbalanced, diagonal, and power of two (PO2) traffic patterns, where all these have nonuniform distributions at different degrees.

In the following, it is shown that the obtained graphs for all different traffic patterns present similar curves, although with different absolutes delay values, which are specially noticeable at loads closes to 0.99. Although seemingly repetitive, these graphs have the

**Figure 4.6** A counter example of crosspoint-buffer selection by MCBF in a 4 × 4 switch.

### 4.5 Simulation Study of LQF+LCO

As an example of arbitration schemes for achieving 100% throughput under admissible traffic, the LQF selection is used as input arbitration, and LCO selection is used as output arbitration in a CICB switch with a crosspoint buffer size of one cell. LCO follows the selection process as described in Section 4.3. The performance of the CICB switch using LQF and LCO is being compared with an output buffered (OB) switch.

It is shown that no performance degradation occurs for a CICB under uniform traffic. It is also considered that CICB under unbalanced, diagonal, and power of two (PO2) traffic patterns, where all these have nonuniform distributions at different degrees.

In the following, it is shown that the obtained graphs for all different traffic patterns present similar curves, although with different absolutes delay values, which are specially noticeable at loads closes to 0.99. Although seemingly repetitive, these graphs have the

<table>
<thead>
<tr>
<th>i</th>
<th>j</th>
<th>CPB_{i,j}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Per input occupancy

<table>
<thead>
<tr>
<th>1</th>
<th>0</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Selected

\[(4) (4) (4) (4)\]

CPB_{i,j} = 1, buffer is busy
CPB_{i,j} = 0, buffer is idle
CPB_{i,j} = X, buffer is selected
objective to show the way the CICB follows the performance, in terms of the average cell delay, of an OB switch.

4.5.1 Uniform Traffic

Figure 4.7 shows the average cell delay of the OB and CICB switch. This average delay is close to that of an OB switch, as has been previously known for several distributed arbitration schemes in CICB switches (round-robin based arbitration).

![Figure 4.7 Average delay of a 32 × 32 switch under uniform traffic.](image)

4.5.2 Nonuniform Traffic: Unbalanced

The unbalanced traffic load can be represented by matrix $\tilde{\rho}$ as:

$$
\tilde{\rho} = \rho \begin{pmatrix}
w + \frac{1-w}{N} & \ldots & \frac{1-w}{N} \\
\vdots & \ddots & \vdots \\
\frac{1-w}{N} & \ldots & w + \frac{1-w}{N}
\end{pmatrix}
$$

where $\rho$ is the input load. This traffic model has a fraction of the input load directed to a single output (i.e., the output with the same index as the input) and the rest is informly distributed among all outputs.
Figure 4.8  Average delay of a 32 × 32 switch under unbalanced traffic with \( w = 0.5 \).

4.5.3 Nonuniform Traffic: Diagonal

The diagonal traffic can be represented as \( d\rho(i, j) = d\rho \) for \( i = j \), \( (1 - d)\rho \) for \( j = (i + 1) \mod N \), or by the matrix \( \tilde{\rho} \) as:

\[
\tilde{\rho} = \rho \begin{pmatrix}
d & (1 - d) & 0 & \ldots & 0 \\
\vdots & \ddots & \vdots \\
(1 - d) & 0 & \ldots & 0 & d
\end{pmatrix}
\]

This traffic model presents load distributions among two outputs per each input. The distributions are given by the diagonal degree probability, \( d \).

Figure 4.9 shows the performance of OB and CICB switches for \( d = 0.75 \). The CICB switch has an average delay close to that of the OB switch. The figure presents a similar behavior as under uniform traffic. However, there is a small gap between OB and CICB for large input loads, where CICB has slightly higher delay. This figure shows that even when the input load approaches 1.0 the delay CICB continues to follow the delay of the OB switch, therefore, showing 100% throughput.
4.5.4 Nonuniform Traffic: Power of Two (PO2)

In addition, the OB and CICB switches were simulated under power-of-two (PO2) traffic \[?] for 30 × 30 switches. The PO2 traffic model can be represented by matrix $\tilde{\rho}$ as:

$$
\tilde{\rho} = \rho \begin{pmatrix}
\frac{1}{2^1} & \cdots & \frac{1}{2^N} \\
\vdots & \ddots & \vdots \\
\frac{1}{2^N} & \cdots & \frac{1}{2^{N-1}}
\end{pmatrix}
$$

This traffic model presents a large nonuniform distribution among all inputs and outputs. The distribution difference in an input changes along all $N$ possible destinations.

Figure 4.10 shows the average cell delay of the OB and CICB switches under PO2 traffic. The average delay of the CICB switch also follows the average delay of the OB switch as in the other traffic patterns. This shows that the throughput of the CICB switch approaches to 100%.

4.6 Conclusions

In this chapter, it is shown that a combined input-crosspoint buffered, CICB, packet switch can provide 100% throughput with no speedup and under admissible traffic when VOQs
are used at the inputs. This result is independent of the switch size, and it requires that the admissible input load follows the strong law of large numbers. The fact that input and output arbitrations in a CICB switch are performed separately allows us to analyze the queues at the inputs of the CICB switch while assuming an output arbitration at the buffered crossbar that keeps inputs uninhibited, and by analyzing the buffered crossbar while assuming that an input arbitration can select any VOQ that has a crosspoint buffer available. The proposed output arbitration scheme can avoid input inhibition and also keep outputs active.

It is also presented a simulation study of a hybrid set of arbitration schemes, LQF, which performs in a distributed setting at each input, and LCO, which performs in a centralized setting by considering the location of output arbiters closer to each other and to the crosspoint buffers. Although LCO consumes time to perform a suitable selection of crosspoints, it supports the existence of arbitration schemes that avoid input inhibition. The stability presented by LCO comes at the cost of having a complex algorithm where the timing relaxation may be lost. However, it provides a simple example of a weighted arbitration scheme equivalent to performing matrix decomposition.

**Figure 4.10** Average delay of a $30 \times 30$ switch under PO2 traffic.
CHAPTER 5
FRAMED ROUND-ROBIN ARBITRATION WITH EXPLICIT FEEDBACK CONTROL FOR COMBINED INPUT-CROSSPOINT BUFFERED PACKET SWITCHES

5.1 Introduction
Schemes based on round-robin selection have been shown to provide a high degree of fairness. Furthermore, it has been shown that a CICB switch using one-cell crosspoint buffers (CIXB-1), a round-robin arbitration (RR) scheme for input and output arbitration, and a credit-based flow control provides 100% throughput for uniform traffic [42]. In a CICB switch, the input arbiter selects a VOQ if there is at least a single eligible VOQ. The eligibility of VOQs is determined by the flow control mechanism and packet existence. In CIXB-1, the selection of a crosspoint per output is performed in a round-robin fashion, where only non-empty crosspoint buffers are considered.

In order to improve the throughput of CIXB-1 for non-uniform traffic, a frame-based round-robin scheme with adaptable frame size, RR-AF, was proposed [60]. This scheme sends cells from a VOQ to a crosspoint buffer (or from a crosspoint buffer to the output) in a back-to-back fashion, where the number of cells sent continuously depends on the frame size. In this scheme, the frame size increases by a constant number, independently of the actual size needed, each time a frame is completely served. The frame size decreases each time a VOQ misses an opportunity to be served. This scheme, although it provides high performance, however, it is difficult to analyze.

To give a better insight of the feedback nature of arbitration schemes for CICB switches, this chapter introduces a frame-based round-robin with explicit feedback control (FRE) arbitration scheme for CICB packet switches. This scheme adopts a frame-based arbitration scheme that dynamically sets the frame size according to the input load and
to the number of cells accumulated in the input queues. The stability of this scheme is analyzed by using control theory and the switching performance is evaluated by computer simulations. The scheme is the combination of FRE as the input arbitration scheme with other weightless arbitration schemes as output arbitrations. It is shown that FRE provides high throughput under several admissible traffic patterns using a CICB switch with one-cell crosspoint buffers.

This chapter is organized as follows. Section 5.2 describes the switch architecture, introduces several notations used in this chapter, and shows the theoretic control analysis on the proposed scheme. Section 5.3 describes the arbitration algorithm in a weightless cell-based approach. Section 5.4 evaluates the performance on a 32 × 32 CICB switch through computer simulations. Section 5.5 presents the conclusions.

5.2 CICB Switch Model

The switch model considered in this section is the same as that presented in Chapter 2. The buffered crossbar switch has N inputs and outputs. In this switch model, there are N VOQs at each input. A VOQ at input i that stores cells for output j is denoted as VOQ_{i,j}. A crosspoint element in the buffered crossbar that connects input port i, where 0 ≤ i ≤ N − 1, to output port j, where 0 ≤ j ≤ N − 1, is denoted as CP_{i,j}. The buffer at CP_{i,j} is denoted as CPB_{i,j}, and it is considered of k-cell size. In this chapter k = 1.

Different from previous approaches, the design of the FRE scheme is started by defining explicitly the feedback system needed to control the service rate to a VOQ. In a CICB switch, each VOQ and its corresponding service rate comprise a closed loop. The VOQ’s sending rate is controlled by a frame size. The frame size is the number of packets transferred into the buffered crossbar [59, 60].

A fluid model system is used to analyze the input arbitration scheme in a CICB switch by making an analogy to a level-control system for a fluid container and represent the input arbiters as the controller of an actuator system that drains fluid from the container.
5.2.1 Controlling the Service Rate by Explicit Feedback

Let's consider that the minimum unit of data can be divided into an infinitesimal amount and packetization is not strictly required. Therefore, the switching of data can be performed at any part of a packet; This is, instead of switching packets by their boundaries, it is assumed that fluid data can be switched at any time and that the packets can be re-assembled at the outputs.

Consider a fluid container with an inflow rate $V_i$, the fluid level $h$ is required to be kept constant by changing the fluid outflow rate through changing the drain area [84]. The inflow rate $V_i$ is used to emulate the input traffic rate in a switch and $V_o$ is the outflow rate, which is the serving rate provided by the arbitration scheme.

The equation governing the change in fluid level is that the rate of change of fluid level is equal to the inflow rate minus the outflow rate.

$$\frac{dh(t)}{dt} = V_i(t) - V_o(t) \quad (5.1)$$

The Laplace transform is derived:

$$H(s) = \frac{V_i(s) - V_o(s)}{s} \quad (5.2)$$

Therefore, the plant is a first-order system.

![Block diagram of a feedback control system.](Figure 5.1)
Figure 5.1 shows the block diagram of a fluid system with a feedback control that makes the outflow rate follow the inflow rate to keep the fluid level from raising indefinitely. We call it fluid control system.

It is assumed that the container’s height can be large enough to avoid overflow (this is the analogy of a queue with large capacity) and to allow measuring the differences of fluid accumulation. If the inflow rate is greater than the outflow rate, the feedback controller is expected to increase the outflow rate in order to bring down the level. The integral plant $P(s)$ reflects the fact that the level depends on the difference between the inflow and outflow rate.

![Control Block $C(s)$](image)

**Figure 5.2** Block diagram of the explicit feedback control system.

The stability behavior of this feedback system is studied by control analysis and by using computer simulation (Simulink). Figure 5.2 shows the block diagram of a fluid system with a feedback control that implements the outflow rate to effectively track the
inflow rate, used in Simulink. Control block $C_1(s)$ is used to generate $\Delta q$, which is the difference between the actual current fluid level $q_{current}$ and the previous fluid level $q_{pre}$. The Control block $C_2(s)$ is used to generate $FC$, which is regarded as the amount of fluid to be drained out. $FC$ is adjusted by the previous $FC$ plus the updated $\Delta q$. With the block $\frac{1}{\tau}$ and proportional gain $K_p$, the outflow rate is obtained.

Figure 5.3 shows the simulation results in which the outflow rate effectively follows the inflow rate. In this figure, the top graph shows the inflow rate, and the bottom graph shows the outflow rate. In this example, we use a random number generator as the source of the inflow rate with mean of 100 and variance of 10. Figure 5.4 indicates that the fluid level is stable around the constant value of 9. Because the outflow rate effectively follows the inflow rate, the fluid does not accumulate so as to cause fluid overflow.

The stability analysis on the feedback control system is shown below. The block diagram in Figure 5.2 is redrawn as Figure 5.5 shows.
Here, \( C_1(s) \) is used to generate \( \Delta q \).

\[
\Delta q(t) = q(t) - q(t - \alpha_1). \tag{5.3}
\]

Consider that \( \alpha_1 \) is period of time to generate \( \Delta q \).

The Laplace transform is derived:

\[
\Delta q(s) = q(s)(1 - e^{-\alpha_1 s}). \tag{5.4}
\]

The transfer function for \( C_1(s) \) is

\[
C_1(s) = \frac{\Delta q(s)}{q(s)} = 1 - e^{-\alpha_1 s}. \tag{5.5}
\]
and $C_2(s)$ is used to generate $FC$ as

$$FC(t) = FC(t - \alpha_2) + \Delta_q(t).$$ \hspace{1cm} (5.6)

Here, $\alpha_2$ is period of time to update $FC$, which is the amount of fluid. The Laplace transform is derived as:

$$FC(s) = FC(s)e^{-\alpha_2s} + \Delta_q(s).$$ \hspace{1cm} (5.7)

The transfer function for $C_2(s)$ is

$$C_2(s) = \frac{FC(s)}{\Delta_q(s)} = \frac{1}{1 - e^{-\alpha_2s}}.$$ \hspace{1cm} (5.8)

The transfer function of the system is derived from the block diagram shown in Figure 5.5:

$$H(s) = \frac{V_o(s)}{V_i(s)} = \frac{K_pR(s)}{1 + K_pR(s)},$$ \hspace{1cm} (5.9)

where

$$R(s) = \frac{C_1(s)C_2(s)}{s\tau} = \frac{1 - e^{-\alpha_1s}}{1 - e^{-\alpha_2s}} \frac{1}{s\tau}.$$ \hspace{1cm} (5.10)

If the pole of the system is in the left half plane ($LHP$), the feedback control system is stable. The denominator of the transfer function $H(s)$ is then:

$$1 + \frac{K_p}{s\tau} \frac{1 - e^{-\alpha_1s}}{1 - e^{-\alpha_2s}}.$$

There are two cases:

1. when $\alpha_1 = \alpha_2$, the denominator of the transfer function $H(s)$ is $1 + \frac{K_p}{s\tau}$, then as long as $\frac{K_p}{s\tau}$ is positive, the pole of the system is in the $LHP$, the feedback control system is stable.

2. when $\alpha_1 \neq \alpha_2$, the term $e^{-\alpha s}$ can be approximated by Taylor series expansion of the exponential function or by first order Padé approximation [71]. It is easy to see that
the poles of the system are in the LHP. Therefore, the feedback control system is stable.

As the control system shows stability, the feedback concept can be interpreted into an cell-based arbitration scheme for the discrete domain. The objective of the new scheme is that each VOQ sets the serving rate according to the input loading condition and the accumulation of cells in the VOQ. If the input traffic is heavy in one queue and the service rate is such that accumulation of cells occurs, the queue requests more service. Otherwise, the queue requests less service. Based on the analysis above, the difference in the VOQ occupancy between two consecutive service cycles is used to adaptively update the frame size according to the input loading condition.

5.3 FRE Arbitration Scheme

The proposed arbitration scheme is round-robin based. In each VOQ (and CPB), there are two counters: a frame-size counter, $FC_{i,j}(T)$, and a current service counter, $CC_{i,j}(t)$, where $T$ is the service cycle that starts after the time slot when a frame is completely served, and $t$ is any time slot when $VOQ_{i,j}$ receives service. The value of $FC_{i,j}(T)$, $|FC_{i,j}(T)|$, indicates the frame size; that is, the maximum number of cells that $VOQ_{i,j}$ can send in consecutive time slots to the CPB, one cell per time slot. The initial value of $|FC_{i,j}(T)|$ is one cell. $CC_{i,j}(t)$ counts the number of serviced cells of a given frame of $VOQ_{i,j}$ at time slot $t$. A regressive-fashion count is used in CC as CC only considers FC at the end of a serviced frame. The initial value of $CC_{i,j}(t)$, $|CC_{i,j}(t)|$, is one cell (i.e., its minimum value).

The input arbitration process is as follows. An input arbiter selects an eligible $VOQ_{i,j'}$ in round-robin fashion, starting from the pointer position, $j$, where $j' \geq j$, and $a > b$ means $a$ is sorted after $b$ in the round-robin schedule. A VOQ is considered eligible if the VOQ is not empty and the corresponding CPB is not full.
For the selected VOQ\(_{i,j'}\), if \(|CC_{i,j'}(t)| > 1\), \(|CC_{i,j'}(t+1)| = |CC_{i,j'}(t)| - 1\), and the input pointer remains at VOQ\(_{i,j'}\), so that this VOQ has the higher priority for service in the next time slot and the frame transmission can continue.

If \(|CC_{i,j'}(t)| = 1\), a new service cycle is defined as \(T\), the input pointer is updated to \((j' + 1) \mod N\), \(|FC_{i,j'}(T + 1)|\) is increased by \(\Delta_{i,j}\) cells, \(|CC_{i,j'}(t+1)| = |FC_{i,j'}(T + 1)|\), where \(\Delta_{i,j}\) is defined as the current actual queue occupancy \(Q(T + 1)\) minus the previous queue occupancy \(Q(T)\). Note that the number of time slots in each service cycle is not necessarily constant.

For the sake of clarity, the following pseudo-code describes the input arbitration scheme, as seen at an input:

- At time slot \(t\), starting from the pointer position \(j\), find the nearest eligible VOQ\(_{i,j'}\) in a round-robin fashion.
- Send the HOL cell from VOQ\(_{i,j'}\) to CPB\(_{i,j'}\) time slot \(t + 1\), and
  - If \(|CC_{i,j'}(t)| > 1\) then
    \[|CC_{i,j'}(t+1)| = |CC_{i,j'}(t)| - 1,\]
    the pointer points to \(j'\).
  - Else (i.e., \(|CC_{i,j'}(t)| = 1\))
    Set the new serving cycle as \(T + 1\),
    \[\Delta_{i,j'} = Q_{i,j'}(T + 1) - Q_{i,j'}(T),\]
    \[|FC_{i,j'}(T + 1)| = |FC_{i,j'}(T)| + \Delta_{i,j'},\]
    \[|CC_{i,j'}(t+1)| = |FC_{i,j'}(T + 1)|,\]
    the pointer points to \((j' + 1) \mod N\).
- Go to the next time slot.

Figure 5.6 shows an example of FRE. Assume that this figure is related to VOQ\(_{i,j}\), where \(Q\) shows the occupancy of this VOQ and \(FC\) shows how the frame size is set each time VOQ\(_{i,j}\) gets a frame service completed. As the figure shows, each time \(FC\)
is updated, the addition to $FC$ is the difference between the last frame size and the positive or negative change on the VOQ occupancy.

![Diagram](image)

**Figure 5.6** Example of FRE arbitration.

Here, three different schemes are being considered for output arbitration: a) round-robin (RR) selection, where the output pointer moves to one position beyond the selected one, or $(i + 1) \mod N$, when $CPB_{i,j}$ is selected, b) persistent round-robin (PRR) selection, where the pointer moves to the selected input, or $i$ when $CPB_{i,j}$ is selected, and c) FRE, as the input arbitration, where the values of $Q(T)$ are the occupancy of the VOQs at time $T$ (note that the CPBs considered in this chapter have a size of one cell, therefore, considering the occupancy of them would not be practical). The combination of FRE as input arbitration with RR, PRR, and FRE are denoted as FRE-RR, FRE-PRR, and FRE-FRE, respectively.

## 5.4 Performance Evaluation

The performance evaluations are produced by computer simulation. The traffic models considered have destinations with uniform and nonuniform distributions, with Bernoulli arrivals. The simulation does not consider the segmentation and re-assembly delays. The simulation results are obtained with a 95% confidence interval, not greater than 5% for the average cell delay.

### 5.4.1 Uniform Traffic

It is assumed that cells arrive at each input in a slot by slot manner. Under a Bernoulli arrival process, the probability that there is a cell arriving in each time slot is identical
in and independent of any other slot. This probability is referred as the offered load to the input. If each cell is equally likely to be destined for any output, the traffic becomes uniformly distributed over the switch.

In the bursty traffic model, each input alternates between active and idle periods of geometrically distributed duration. During an active period, cells destined for the same output arrive in consecutive time slots. It is assumed that there is at least one cell in an active period. An active period is called a burst.

Figure 5.7 shows simulation results of a 32 x 32 CICB switch with FRE-PRR, FRE-RR, and FRE-FRE under uniform traffic with Bernoulli arrivals ($l = 1$) and bursts arrivals with average lengths of 10 and 100 ($l = 10$ and $l = 100$) cells. The simulation shows that the average delay is proportional to the burst length and that the throughput is unaffected at any load. The simulation shows that all three arbitration schemes provide nearly 100% throughput under uniform traffic.

Figure 5.7 Performance with Bernoulli and bursty arrivals.
5.4.2 Nonuniform Traffic: Unbalanced

The unbalanced traffic model uses a probability, \( w \), as the fraction of input load directed to a single predetermined output, while the rest of the input load is directed to all outputs with uniform distribution. Let us consider input port \( s \), output port \( d \), and the offered input load for each input port \( \rho \). The traffic load from input port \( s \) to output port \( d \), \( \rho_{s,d} \) is given by,

\[
\rho_{s,d} = \begin{cases} 
\rho \left( w + \frac{1-w}{N} \right) & \text{if } s = d \\
\rho \frac{1-w}{N} & \text{otherwise.}
\end{cases}
\] (5.11)

When \( w = 0.0 \), the offered traffic is uniform. On the other hand, when \( w = 1.0 \), it is completely directional, from input \( s \) to output \( d \), where \( s = d \). Figure 5.8 shows the simulation results of a 32 \times 32 CICB switch with FRE-PRR, FRE-RR, and FRE-FRE under unbalanced traffic. The results show that FRE-PRR and FRE-FRE provide very high throughput (more than 99%) under unbalanced traffic. However, the throughput of FRE-RR when \( w = 0.55 \) is 90.19%.

![Figure 5.8 Performance under unbalanced traffic.](image-url)
5.4.3 Nonuniform Traffic: Diagonal

The diagonal traffic can be represented as \( d\rho(i, j) = d\rho \) for \( i = j \) and \((1 - d)d\rho \) for \( j = (i + 1) \mod N\), where \( d \) is the diagonal degree probability. This traffic model presents load distributions among two outputs per each input. Figure 5.9 shows the performance of the different arbitration schemes under diagonal traffic with \( d = 0.75 \). The throughput of FRE-RR is the highest, nearly 100%, and the average cell delay is the lowest among the three schemes.

![Figure 5.9](image)

**Figure 5.9** Performance under diagonal traffic.

5.4.4 Nonuniform Traffic: Chang’s and Asymmetric

The schemes are also tested under other nonuniform traffic models: Chang’s [57] and asymmetric [56].

Chang’s traffic model can be defined as \( \rho = 0 \) for \( i = j \) and \( \rho = \frac{1}{N-1} \), otherwise. Figure 5.10 shows the average cell delay of FRE in a \( 32 \times 32 \) switch under Chang’s traffic model. As the figure shows, there is no significant difference on the average cell delay of FRE-PRR, FRE-RR, and FRE-FRE under Chang’s traffic model. Figure 5.11 shows the
average cell delay experienced by a 32 x 32 switch under asymmetric traffic model. The average cell delay of FRE-FRE is the largest.

In summary, based on the evaluations of the performance of FRE-PRR, FRE-RR, and FRE-FRE under all the traffic models above and by considering the implementation cost and complexity, FRE-PRR shows an advantage over other schemes as FRE-PRR provides the highest throughput under unbalanced traffic.

5.5 Conclusions

This chapter introduced a frame-based round-robin arbitration scheme with explicit feedback control for CICB packet switches. The frame-based arbitration scheme dynamically sets the frame size according to the input load and to the accumulation of cells in a VOQ. It is shown that the concept of explicitly feedback in a continuous system is stable. This chapter also provides an interpretation of the explicit feedback approach into a discrete system for a cell-based switch. FRE is used as the input arbitration scheme in combination with RR, PRR, and FRE as output arbitration schemes. These combined schemes deliver high performance under the presented uniform and nonuniform traffic models using a buffered
Figure 5.11  Performance under asymmetric traffic.

crossbar with one-cell crosspoint buffers. However, FRE-FRE is probably the scheme with the highest implementation cost as the output arbitration needs the VOQ occupancy (and not the CPB occupancy), which means that the VOQ occupancy needs to be sent from the inputs to the buffered crossbar. This may increase the transmission overhead.

Because the proposed scheme is based on round-robin selection, the arbitration needs not to compare the status among different VOQs, such as weight-based schemes do. Its novelty lies in that each VOQ sets its frame size by an adjustable value that changes according to the input loading and the accumulation of cells experienced in previous service cycles. In this way, the scheme attempts to explicitly control the service rate provided to a VOQ.
CHAPTER 6

CONTROL THEORETIC ANALYSIS OF ARBITRATION AND MATCHING SCHEMES FOR PACKET SWITCHES

6.1 Introduction

With the rapid development of optical networking technology, high-performance switches and routers are required to meet the demand of providing higher throughput than existing schemes. Various arbitration and matching schemes have been proposed. One common requirement, is the delivery of high throughput under admissible traffic conditions. If a switch can provide 100% throughput, the switch is stable as the queue occupancy at any of queuing points does not increase indefinitely.

As discussed in Chapter 4, previous stability analysis approaches concentrate on the evolution of the queue length. One important factor in a switch is the arbitration or matching scheme as this decides which queue can obtain the opportunity to transfer packets to the crosspoint buffers in a CICB switch or to outputs in an IB switch, respectively. Therefore, the scheme also determines how often the queues are served [69].

Two questions arise: what is the degree in which an arbitration or matching scheme affects the stability of the whole system, and how to analyze these issues using a control-theoretical technique?

In this chapter, a queuing system is modeled as a continuous system where discrete units, such as packets, are represented as fluid that can be controlled. It is shown that the dwell time, defined as the time a queue receives service in a service opportunity, is a factor that affects the stability of a queuing system. Furthermore, a case study of an arbitration scheme of a $2 \times 2$ switch is used to show that the feedback control model is an alternative approach to evaluate the stability of an arbitration scheme.
The chapter is organized as follows. Section 6.2 introduces the feedback control model for a queuing system and presents the analysis of the stability. Section 6.3 discusses the multi-queue control model and illustrates the dwell time selection as a factor that affects the stability of a queuing system. Section 6.4 presents a case study of an arbitration scheme in a $2 \times 2$ IB switch. Section 6.5 presents the conclusions.

### 6.2 Switch Modeling in a Continuous System

A continuous system is used to emulate a queuing system. The control system of an actuator is modeled as the arbitration/matching scheme.

In Chapter 5, the inflow rate $V_i$ is used to represent the input traffic rate in a switch and $V_o$ is used to represent the outflow rate, which is the serving rate provided by the arbitration scheme. Consider that in a queue with an inflow rate $V_i$, the queue occupancy $y$ is required to be kept constant by changing the service rate of the queue [84].

![Block diagram of a queue occupancy control system with disturbance.](image)

**Figure 6.1** Block diagram of a queue occupancy control system with disturbance.

Figure 6.1 shows the block diagram of a fluid system with a feedback control to keep the queue occupancy as the set-point $R(s)$. Here, proportional control is used, where $K_p$ is the gain. In this control model, the outflow rate is determined by the difference between the actual queue occupancy $y(t)$ at time $t$ and the desired queue occupancy $R(t)$ at the initial condition. The objective is to show that the queue occupancy changes in a finite manner. It is assumed that the queue length can be large enough to avoid overflow and to allow measuring those differences. If $y(t) - R(t) > 0$, which means the inflow rate is
greater than the outflow rate, the feedback controller is expected to increase the outflow rate as much as needed to keep the level from raising indefinitely. Otherwise, the outflow rate needs to be decreased to let the level approach \( R(t) \). The integral plant \( P(s) \) reflects the fact that the level depends on the difference between the inflow and outflow rate. In the point view of control theory, \( V_t \) can be modeled as disturbance \( W(s) \) [85], which assumes that the input traffic is a stochastic process.

According to Figure 6.1, assuming \( R(t)=0 \):

\[
\frac{Y(s)}{W(s)} = \frac{-1}{s + Kp}
\]

then, assuming that \( W(t)=0 \):

\[
\frac{Y(s)}{R(s)} = \frac{Kp}{s + Kp}
\]

It is easy to see that after combining these two cases, as long as \( Kp \) is positive, the pole of the system is always in the left half plane (LHP), therefore the queue occupancy control system is stable.

### 6.3 Selection of a Queue in a Minimum System

The continuous model system is used as a platform to build a multi-queue system to emulate an input queue including multiple VOQs. We use this multi-queue fluid model to theoretically demonstrate that a multiple queuing system of a switch can achieve stability by a suitable control scheme.

Here, a minimum system has only two queues. A controller is used to control this two-queue system. Figure 6.2 shows the equivalent control model of this two-queue system. Each time when the feedback information of queue occupancy \( y(t) \) is ready, the difference between the set-point \( R(t) \) and \( y(t) \), named \( e \), is calculated. If the maximum weight is assigned to the queue that has the larger queue occupancy change \( e \), meanwhile any other queue receives no weight, which means that it will not be served, then the scheme
performs a maximum weight selection. When $e_1$ of Queue 1 is greater than $e_2$ of Queue 2, Queue 1 is open while Queue 2 is completely closed. $k_1$ is the gain for Queue 1’s proportional control loop. $k_2$ is the gain for Queue 2’s proportional control loop.

Figure 6.2  Block diagram of a two-queue control system with on/off control.

An on/off control is used between the two queues, $e_1$ and $e_2$ are the inputs to the controller, $d_1$ and $d_2$ are the outputs. The controller compares $e_1$ and $e_2$ and assign a binary value 1 to the higher one, and binary 0 to the lower one. Finally the controller feeds the two binary values $d_1$ and $d_2$ into the two queues’ feedback loops, respectively. When the on/off controller makes one queue receive the service, this queue stays in the service state.
for a time interval $T^*$, which means that there can be no more changes during this time interval. The time interval is defined as the dwell time. On the other hand, the dwell time is regarded as a time delay to the queue does not receive the service.

As it is shown in Figure 6.2, Queue 1 gets $e^{-sT(1-d_1)}$ and Queue 2 gets $e^{-sT(1-d_2)}$. For example, if $d_1$ is 1, Queue 1 is open, after assigning $d_1 = 1$, the delay term $e^{-sT(1-d_1)}$ becomes equal to 1, which means that the delay term disappears and Queue 1 gets the service immediately; If $d_2$ is 0, Queue 2 is closed. After substituting $d_2 = 0$, the delay term $e^{-sT(1-d_2)}$ becomes $e^{-sT}$, which means that Queue 2 has a time delay which is equal to the dwell time $T$. This is why this dwell time is regarded as a time delay for the queue that does not receive the service.

The two queues' set points $R_1$ and $R_2$ are not necessarily of the same value. If they are chosen with the same value, the larger $e$ indicates the larger queue occupancy, then this arbitration scheme is changed to be LQF.

The state space method [86] is used to model this two-queue fluid system, where each VOQ is a subsystem.

For subsystem 1,

$$\dot{x}_1 = A_1 x_1 + B_1 (u_1 - w_1) \quad (6.3)$$

$$y_1 = C_1 x_1 \quad (6.4)$$

where $x_1$ represents the state, which is the queue occupancy in Queue 1, $u_1$ is the control signal, which is the input to the system, $y$ is the output, and $w_1$ is the disturbance. The matrices $A_1, B_1, C_1$ determine the relationships between the state and input/output variables. In this case, 6.3 is called the state equation and 6.4 is called the output equation. This representation of a system provides a complete knowledge of all variables of the system.

From Figure 6.2, it is easy to obtain that:

$$u_1 = (R_1 - y_1)e^{-sT(1-d_1)}k_1$$

*This is different from the $T$ in Chapter 5.
Since the fluid system is a first order system as discussed above, $A_1 = 0$, $B_1 = 1$, $C_1 = 1$, then 6.3 and 6.4 can be represented as:

$$
\dot{x}_1 = (-k_1 e^{-sT(1-d_1)})x_1 + \left( \begin{array}{c} k_1 e^{-sT(1-d_1)} \\ -1 \end{array} \right) \begin{pmatrix} R_1 \\ u_1 \end{pmatrix} \quad y_1 = x_1 \quad (6.5)
$$

Similarly, for subsystem 2, $A_2 = 0$, $B_2 = 1$, $C_2 = 1$,

$$
\dot{x}_2 = (-k_2 e^{-sT(1-d_2)})x_2 + \left( \begin{array}{c} k_2 e^{-sT(1-d_2)} \\ -1 \end{array} \right) \begin{pmatrix} R_2 \\ u_2 \end{pmatrix} \quad y_2 = x_2 \quad (6.6)
$$

When combining these two subsystems, the LQF defines the states of Queue 1 and Queue 2 as the following.

$$
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{pmatrix} = \begin{pmatrix}
-k_1 e^{-sT(1-d_1)} & 0 \\
0 & -k_2 e^{-sT(1-d_2)}
\end{pmatrix} \begin{pmatrix}
x_1 \\
x_2
\end{pmatrix} + \begin{pmatrix}
k_1 e^{-sT(1-d_1)} & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & k_2 e^{-sT(1-d_2)}
\end{pmatrix} \begin{pmatrix}
R_1 & 0 \\
w_1 & 0 \\
0 & R_2 \\
w_2
\end{pmatrix}
$$

Furthermore, with the characteristic equation of square matrix $A$, which is $det[sI - A] = 0$, then

$$
\begin{vmatrix}
s + k_1 e^{-sT(1-d_1)} & 0 \\
0 & s + k_2 e^{-sT(1-d_2)}
\end{vmatrix} = 0 \quad (6.9)
$$
and,
\[ s^2 + [k_1 e^{-sT(1-d_1)} + k_2 e^{-sT(1-d_2)}]s + k_1 k_2 e^{-sT(2-d_1-d_2)} = 0 \] (6.10)

where the delay term \( e^{-sT} \) can be approximated by Taylor Series Expansion of exponential function or first order Padé approximation. Here, Taylor Expansion is used to approximate the delay term, which becomes:
\[ s^2 + [k_1(1 - sT(1 - d_1)) + k_2(1 - sT(1 - d_2))]s + k_1 k_2(1 - sT(2 - d_1 - d_2)) = 0 \]

Since \( d_1 d_2 = 0 \), it is assumed that \( d_1 = 1, d_2 = 0 \) then
\[ (1 - k_2T)s^2 + (k_1 + k_2 - k_1 k_2 T)s + k_1 k_2 = 0 \] (6.11)

Therefore, the solutions are:
\[ s_{1,2} = \frac{k_1 k_2 T - k_1 - k_2}{2(1 - k_2 T)} \pm \frac{\sqrt{(k_1 + k_2 - k_1 k_2 T)^2 - 4k_1 k_2(1 - k_2 T)}}{2(1 - k_2 T)} \] (6.12)

The term \( \frac{k_1 k_2 T - k_1 - k_2}{2(1 - k_2 T)} \) is now considered. If this term is negative, then the poles are on LHP, which means that the system is stable.

The solution of \( \frac{k_1 k_2 T - k_1 - k_2}{2(1 - k_2 T)} < 0 \) is calculated as
\[ T < \frac{1}{k_2} \] (6.13)

and also
\[ T < \frac{1}{k_2} \left[ 1 + \frac{k_2}{k_1} \right] \] (6.14)

After combining 6.13 and 6.14 together, \( T \) becomes
\[ T < \frac{1}{k_2} \] (6.15)

Inequality 6.15 gives the condition for the dwell time to affect the stability of the control system, which means the time on arbitration affects the stability of the arbitration scheme.
In the following experiments, a two-queue control system is simulated in Simulink. The simulation of this system shows that the dwell time affects the stability of the control system. The set points for the two queues are 5 and 10 respectively. The gain $k_1$ and $k_2$ are 10 and 20, respectively. From 6.15, the dwell time $T < 0.05$ sec. Figure 6.3 shows the simulation result when the dwell time is 0.04 sec. Figure 6.4 shows the simulation result when the dwell time is 0.06 sec. When the dwell time is 0.06 sec, the system starts to lose its stability. Figure 6.5 shows the simulation result when the dwell time is 0.07 sec. When the dwell time is 0.07 sec, the system starts to become unstable.

6.4 Example: Analysis of a Matching Scheme of an IB Switch

Figure 6.6 shows a $2 \times 2$ IB switch. Figure 6.7 shows the equivalent control model of this $2 \times 2$ IB switch. There are four queues. The queues $T_1$ and $T_2$ are used to emulate the two VOQs of input port 1 in a $2 \times 2$ switch. The on/off Controller 1 is used to control the service rate of this input port to the switch core. Similarly queues $T_3$ and $T_4$ are used to emulate the two VOQs of input port 2. Controller 2 controls the rate of this input port into
Figure 6.4 Simulation result for a two-queue queue occupancy control system with on/off control and dwell time of 0.06 sec.

the switch core. In addition, Controller 3 is used to control the outflow rate of $VOQ(1,1)$ and $VOQ(2,1)$ into the output 1. $e_1$ and $e_3$ are fed into Controller 3 and the controller generates $m_1$ and $m_3$ to affect $u_1$ and $u_3$ for the next control cycle. Similarly, Controller 4 is used to control the outflow rate of $VOQ(1,2)$ and $VOQ(2,2)$ into Output 2. At the same time, $e_2$ and $e_4$ are fed into Controller 4 and the controller generates $m_2$ and $m_4$ to affect $u_2$ and $u_4$ for the next control cycle.

The following is the theoretic analysis of this four-queue queueing system which is used to represent a $2 \times 2$ IB switch. Each $VOQ$ is a subsystem, there are four subsystems to be considered in this analysis.

For subsystem 1, since Controller 3 generates $m_1$, which feeds back to $u_1$, then

$$u_1 = (R_1 - y_1)e^{-sT(1-d_1)}e^{-sT(1-m_1)}k_1$$

$$= -c_1k_1e^{-sT(2-d_1-m_1)}x_1 + R_1k_1e^{-sT(2-d_1-m_1)}.$$
Figure 6.5 Simulation result for a two-queue queue occupancy control system with on/off control and dwell time of 0.07 sec.

Similarly,

\[ u_2 = (R_2 - y_2) e^{-sT(1-d_2)} e^{-sT(1-m_2)} k_2 \]

\[ = -c_2 k_2 e^{-sT(2-d_2-m_2)} x_2 + R_2 k_2 e^{-sT(2-d_2-m_2)}. \]

\[ u_3 = (R_3 - y_3) e^{-sT(1-d_3)} e^{-sT(1-m_3)} k_3 \]

\[ = -c_3 k_3 e^{-sT(2-d_3-m_3)} x_3 + R_3 k_3 e^{-sT(2-d_3-m_3)}. \]
Therefore, the following subsystems are obtained:

Subsystem 1:

\[
\dot{x}_1 = (-k_1 e^{-sT(2-d_1-m_1)})x_1 + \left( \begin{array}{c}
  k_1 e^{-sT(2-d_1-m_1)} \\
  -1
\end{array} \right) \begin{pmatrix} R_1 \\ y_1 \\ x_1 \end{pmatrix}
\]

\[
y_1 = x_1
\]
Subsystem 2:

\[
\dot{x}_2 = (-k_2 e^{-sT(2-d_2-m_2)}) x_2 + \left( \begin{array}{c}
R_2 \\
0 \\
y_2 = x_2
\end{array} \right)
\]

(6.18)

Subsystem 3:

\[
\dot{x}_3 = (-k_3 e^{-sT(2-d_3-m_3)}) x_3 + \left( \begin{array}{c}
R_3 \\
0 \\
y_3 = x_3
\end{array} \right)
\]

(6.20)

Subsystem 4:

\[
\dot{x}_4 = (-k_4 e^{-sT(2-d_4-m_4)}) x_4 + \left( \begin{array}{c}
R_4 \\
0 \\
y_4 = x_4
\end{array} \right)
\]

(6.22)

Then the characteristic equation \( \det(sI - A) = 0 \) is:

\[
\begin{vmatrix}
 s + k_1 e^{-sT(2-d_1-m_1)} & 0 & 0 & 0 \\
 0 & s + k_2 e^{-sT(2-d_2-m_2)} & 0 & 0 \\
 0 & 0 & s + k_3 e^{-sT(2-d_3-m_3)} & 0 \\
 0 & 0 & 0 & s + k_4 e^{-sT(2-d_4-m_4)}
\end{vmatrix} = 0
\]

(6.24)

and the characteristic polynomial which is on left-hand side of the characteristic equation

is \( \prod (s + k_i e^{-sT(2-d_i-m_i)}) \), where \( i \) is the index number of the subsystem.

Furthermore, by using Taylor expansion to approximate the delay term, the characteristic equation becomes \( \prod (s + k_i(1 - sT(2 - d_i - m_i))) = 0 \).

The solutions to this equation are:

if \( d_1 = 1, m_1 = 1, s_1 = -k_1 \).
if \( d_2 = 0, m_2 = 1, s_2 = -\frac{k_2}{1-k_2T} \).

if \( d_3 = 1, m_3 = 0, s_3 = -\frac{k_3}{1-k_3T} \).

if \( d_4 = 0, m_4 = 0, s_4 = -\frac{k_4}{1-2k_4T} \).

Combining the above cases, under the condition of

\[
T < \min\left\{ \frac{1}{k_2}, \frac{1}{k_3}, \frac{1}{2k_4} \right\}
\]

(6.25)

the fluid control system is stable.

The above analysis can be extended to \( N \times N \) IB switches. With the control theoretic analysis, arbitration designers can obtain a full scenario of the queuing system in the point view of control theory.

### 6.5 Conclusions

In this chapter, an analytical methodology is proposed to study the stability of arbitration or matching schemes for packet switches. A continuous system is used and a control model is proposed to emulate a queuing system. The technique is applied to an arbitration scheme. It is shown that the dwell time is a factor that affects the stability of a queuing system. Furthermore, a case study of an arbitration scheme on a \( 2 \times 2 \) switch is used to show that the feedback control model is an alternative approach to evaluate the stability of an arbitration or matching scheme. This analysis can be used as a complementary approach to evaluate the system stability.
CHAPTER 7

CONCLUSIONS

The increasing demand for higher data rates on the Internet requires routers that deliver high performance for high-speed connections. While output-buffered switches are known for their limited scalability, IB switches have been of interest for research and commercialization. However, IB switches may not be able to keep up with the increasing data rates as optical technology advances rapidly. To keep up with the increasing data rates, switches based on internally-buffered crossbar are considered a feasible solution for the next generation packet switches.

Stability is the utmost important in switch design. A stable arbitration scheme can achieve 100% throughput and the high throughput is one of the aims of switch design. In this dissertation, stability analysis and theoretical proof are given to the arbitration schemes such as RR-AF, LQF-LCO, and FRE.

The RR-AF arbitration scheme uses the concept of adaptable-size frame, where the frame size depends on the service received by a queue. The presented simulation results show that this throughput is achieved with low average cell delay and that the analytical result can be extended to nonuniform traffic patterns, including the unbalanced traffic model. The results also show that a buffered crossbar with one-cell crosspoint buffers is sufficient to provide such throughput with the proposed round-robin based arbitration. One of the contributions of this dissertation is proving that the round-robin scheme with adaptable-size frame arbitration delivers 100% throughput under uniform traffic.

Switches with crosspoint buffers need to consider the transmission delays, or round-trip times. An AQM-based flow-control mechanism for CICB switches is analyzed. The stability margin is investigated by analyzing the relationship between the crosspoint buffer size and the round-trip times. The conditions to make the flow control system stable are
shown. This may provide a guideline on how to choose the crosspoint buffer size under non-negligible round-trip times. Also, it is shown that the system's transient response time is improved by almost 40% when adding an input shaper to the closed-loop system.

A fluid model is used to prove that a combined input-crosspoint buffered, CICB, packet switch can provide 100% throughput with no speedup and under admissible traffic. The fact that input and output arbitrations in a CICB switch are performed separately allows us to analyze the queues at the inputs of the CICB switch while assuming an output arbitration at the buffered crossbar that keeps inputs uninhibited, and by analyzing the buffered crossbar while assuming that an input arbitration can select any VOQ that has a crosspoint buffer available. Furthermore, an output arbitration scheme is proposed to avoid input inhibition and also to keep outputs active. The performance and feasibility of such an output arbitration scheme is shown by the existence of a matrix decomposition scheme. The contribution lies in a theoretical proof on CICB's throughput on the condition of no speedup and proposed a combination of arbitration schemes: LQF with a distributed implementation among all inputs and LCO with a centralized implementation at the buffered crossbar.

Based on the intuition from RR-AF arbitration scheme, a new frame-based round-robin arbitration scheme with explicit feedback control, FRE, is proposed for CICB packet switches. The frame-based arbitration scheme dynamically sets the frame size according to the input load and to the accumulation of cells in a VOQ. It is shown that the concept of explicitly feedback in a continuous system is stable, and an interpretation of the explicit feedback approach into a discrete system for a cell-based switch is provided. FRE is tested as the input arbitration in combination with RR, PRR, and FRE as output arbitration schemes in a CICB switch. These schemes deliver high performance under the presented uniform and nonuniform traffic models using a buffered crossbar with one-cell crosspoint buffers. The novelty of FRE lies in that each VOQ sets its frame size by adjusting parameter, $\Delta_{i,j}$, which indicates the degree of service needed by $VOQ(i, j)$. This value is adjusted according to the input loading and the accumulation of cells experienced in previous service
cycles. In this way, the scheme attempts to explicitly control the service rate provided to a VOQ.

Furthermore, an analytical methodology is proposed to study the stability of arbitration and matching schemes for packet switches. A continuous system is used and a control model is proposed to emulate a queuing system. The study shows that the dwell time, which is defined as the time a queue receives service in a service opportunity, is a factor that affects the stability of a queuing system. This feedback control model is an alternative approach to evaluate the stability of an arbitration scheme.
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