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4) CAHAN can dynamically balance battery energy across the MTs and hence

extends the network lifetime. Maximum network lifetime is increased until the

end-to-end QoS in CAHAN reaches its maximum tolerable value. Meanwhile, the

total traffic loads in the whole networks will also be balanced such that it also can

improve the system capacity (throughput), as compared with the traffic-

unbalanced cellular system.

5) With the help from the resource-aware BS, the CAHAN is able to utilize both

centralized and decentralized way for the wireless network construction. CAHAN

is a flexible and adaptive network and has the ability of dynamic resource

allocation and utilization.

6) The proposed CAHAN architecture has good scalability, high reliability and

strong robustness. CAHAN can provide highly scalable support for packet routing

to large numbers of MTs in the network, even for large network density.

Reliability of a network can be defined as the probability that at least 1 path exists

between each pair of nodes in this network [75-76]. In CAHAN, a MT can

dynamically select to access a cellular radio link or ad hoc radio link depending

on the availability of the wireless resources, such that CAHAN has higher system

reliability, as comparing with the cellular networks. CAHAN also can find

multiple routes between BS and MTs to increase the robustness against failures

(This multipath routing scheme is an optional technique in CAHAN).

7) To meet the requirements of the FCC E-911, the higher-accuracy GPS approach

(or other hybrid location techniques) can be implemented into CAHAN.

Moreover, using the location technique, each MT/BS has the ability of the
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location awareness such that it can be used to help the resource management, the

mobility management, and the network optimization. The location awareness can

also used for other location applications such as geocasting, location tracking,

location-sensitive billing, and location-based information services.

A MT in CAHAN is capable of communicating with other MT directly if they are

located within a predefined direct radio communication range. If the source MT and the

destination MT are in close proximity, a direct connection can be established. MT should

constantly monitor the channel quality that they are communication with. The proposed

CAHAN architecture has the full set of functionalities of supporting

integrated/packetized voice, data, image, and video service.



CHAPTER 2

QoS CONSTRAINED MINIMUM-POWER
CELLULAR AD HOC AUGMENTED NETWORK ARCHITECTURE

2.1 Introduction

Recently, providing IP services in wireless networks is becoming popular. Especially the

current maturity of the Internet and the integration of cellular services and the Internet

will make delivering information to "high mobility users" possible. In various wireless

networks, the architecture of wireless networks has a defining effect on the message

transmission mechanism. Message transmission in single-hop cellular networks, where

there are fixed network access points, presents a different set of problems than message

transmission in multihop ad hoc networks, where there is no network infrastructure.

Cellular networks and ad hoc networks have individual advantages. Cellular networks

have a simple network model because of the presence of fixed central network access

points; ad hoc networks are particularly attractive due to their easy, quick, and

economical deployment.

When the demand for wireless services increases, the capacity in a single cell of a

cellular system becomes insufficient and certain QoS requirements (e.g., throughput and

delay) can no longer be met. In future cellular systems, high data rate wireless services

are expected. One technique to support high data rate transmissions in traditional cellular

networks is cell splitting. The technique increases the system capacity of the cellular

system but the network provider has to pay for increasing the number of BSs and

additional infrastructure. To avoid this penalty, an evolutionary approach, referred to as

multihopping, is proposed (Section 1.2). Although the performance of multihop cellular

13
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networks has been studied extensively, the previous works focus mainly on the system

capacity (throughput) and load balancing capabilities of the proposed architecture. Some

works even didn't consider about quality of service (QoS) issue. Provisioning of QoS for

multimedia traffic in wireless networks is complicated due to user mobility and limited

wireless resources. Next generation system will evolve to those that include dynamic

adaptation to traffic and QoS needs. Moreover, mobile terminals (MTs) in wireless

environments rely on their limited battery energy for proper operation. Power

consumption is a critical design criterion in a wireless network model. A wireless

network model that minimizes power consumption is highly desirable. In conventional

cellular networks, MTs need to spend larger transmitted power to communicate with BSs

when the positions of MTs are far from their own BSs or lie on a cell boundary. The

transmitted power has exponential relation with transmission distance [9] [68] [32].

Usually, the exponent is assumed to be equal to 4. However, the total transmitted power

of cellular networks can be reduced by using multihopping since messages will be

forwarded via relay MTs which split the longer transmission distance between two

communicating points into two or more short transmission distances. In this chapter, we

will propose QoS constrained minimum-power cellular ad hoc augmented network

architecture (QCMP CAHAN) for the next generation wireless networks. The QCMP can

find the optimal minimum-power routes under QoS constraints.

The major contribution of the work in this chapter is the proposed QoS

constrained minimum-power cellular ad hoc augmented network architecture (QCMP

CAHAN) (Figure 2.1). The side effect of such gain is the capacity increase. QCMP

CAHAN has a hybrid architecture, in which each MT of CDMA cellular networks has ad
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Figure 2.1 QCMP CAHAN architecture.

hoc communication capability. The communication channels for the ad hoc

communication system and for the cellular system are separated in frequency. We show

that the total energy consumed by the MTs is lower in the case of QCMP CAHAN than

in the case of pure cellular networks. As the ad hoc communication range of each MT

increases, the total transmitted power in QCMP CAHAN decreases. Typically, the ad hoc

communication range of MTs is shorter than the communication range of the BS. It is

assumed that there exists a maximum ad hoc communication range, which is determined

by the physical power limitations of an MT. In general, in the QCMP CAHAN

architecture, energy savings in a denser cell (hot spot cell) will be higher. However, the

saving in the total transmitted power does not come free. Due to the increased number of

hops involved in information delivery between the source and the destination, the end-to-

end delay increases. The number of hops between the BS and the MTs in QCMP

CAHAN is a function of the ad hoc communication range of each MT that will be

explained later. The maximum end-to-end delay will be limited to a specified tolerable

value, and QCMP CAHAN has ability to adapt to various delay constraints in different
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regions, intervals, or services. An MT in QCMP CAHAN will not relay any messages

when its ad hoc communication range is zero, and if this is the case for all MTs, then

QCMP CAHAN reduces to the traditional cellular network, i.e. cellular networks are a

special case of QCMP CAHAN. All the schemes described in this work can also be

applied to any cellular network.

2.2 Constrained Minimum-Power CAHAN Architecture

2.2.1 Network Architecture & System Model

QCMP CAHAN has a hybrid architecture that comprises the ad hoc network model and

the cellular network model.

1) Ad hoc network model of QCMP CAHAN: In the ad hoc network model of

QCMP CAHAN, peer-to-peer transmissions may involve several router MTs, in which

packets are relayed in the same frequency band. For this peer-to-peer model, we use a

multirate CDMA protocol with request-to-send/clear-to-send bandwidth reservation

mechanism as the medium access technique. The multirate CDMA protocol for the peer-

to-peer model can be found in [33], and we will clearly describe it in Section 2.5.2. In

CDMA ad hoc system, each MT is assigned one spreading code, and there is a set of

spreading codes that may be used by the MTs. Given a set of spreading codes, a

spreading code protocol to utilize them is needed. The spreading code protocol is a policy

for assigning a spreading code to be used given that a MT has a packet to send, and a

policy for monitoring spreading codes given that a MT is idle [34]. The spreading code

protocol can be classified as common code, receiver-based code, transmitter-based code,

pairwise-based code, and hybrid schemes such as common-transmitter code [34-35]. The
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spreading code assignment protocols can be found in [34-35]. However, in the ad hoc

network model of QCMP CAHAN, we assume that there are always a sufficient number

of spreading codes that can be assigned to MTs such that it will assign distinct spreading

codes to different MTs.

To describe the network topology of QCMP CAHAN, we suppose the set of all

MTs within the QCMP CAHAN constitute the vertices of a planar graph. Ri denotes the

ad hoc communication range of MT i, and Rmax denotes the maximum ad hoc

communication range of MT i, which is determined by the physical power limitations of

MT i. The ad hoc communication range of MTs in QCMP CAHAN can be regulated and

should be less than their maximum ad hoc communication range Rmax. The required ad

hoc communication range of MTs will be related to the total transmitted power

consumption in QCMP CAHAN and the average number of hops from BS to destination

MTs. Typically, the ad hoc communication range of MTs is shorter than the

communication range of BS (e.g., Bluetooth, whose communication range is between 10

cm to 10 m and can be extended to above 100 m [36], and IEEE 802.11b/IEEE 802.11g,

whose maximum communication range is 100m [37]). Therefore, each cell is potentially

populated by several ad hoc subnets (AHSs). Each AHS comprises one or more MTs.

One AHS may lie on a cell boundary and involve several cells. The topology of AHS can

be a tree or a mesh, and it is affected by the ad hoc communication range of each MT in

QCMP CAHAN. From a graph theoretic point of view, each BS is a vertex in an AHS

subgraph.

2) Cellular network model of QCMP CAHAN: For the cellular network model of

QCMP CAHAN, two distinct frequency bands between BS and MTs are used separately
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to carry the information on the upstream and the downstream. The multirate CDMA is

the medium access technique between the BS and the MTs [46]. Since the

communication channels for the ad hoc communication system and for the cellular

system are separated in frequency, the CDMA spreading code in the ad hoc system and

the cellular system can be assigned individually. In the cellular network model of QCMP

CAHAN, we also assume that there are always a sufficient number of spreading codes

that can be assigned to MTs such that it will assign distinct spreading codes to different

MTs.

2.2.2 QCMP CAHAN Cooperation & Routing Strategy

Since the BS in QCMP CAHAN has one-hop connection to each MT, the BS can be

regard as the neighbor of each MT. Instead of distributing the routing table into each MT

and wasting much control message overhead to propagate the route update information to

each MT via peer-to-peer communication, we can implement the routing table only in the

BS, which is the one-hop neighbor of each MT. Each MT only needs to update the link-

cost information to its one-hop neighbor, i.e. BS. The advantage of this one-hop update

mechanism not only saving much control message overhead to forward through all peer-

to-peer MTs but also having consistent/reliable up-to-date routing information, i.e., faster

response to changes in link cost and network topology. Moreover, since no routing table

and complex route computation is needed in each of MT, the implement of QCMP

CAHAN will simplify the MT device and save MT battery energy.

The QCMP CAHAN can utilize both centralized and decentralized way for the

wireless network construction with the help from a central resource-aware function in

BS. The term resource-aware here means that the BS has the knowledge of current
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needed transmitted power. The central resource-aware function is implemented into each

BS such that the BS has a view on the transmitted power between two MTs, i.e., BS

knows the topology of the ad hoc subnets within its individual cell (It will be described

later). The MTs and the BS are cooperating in the system, and control packets to

exchange control information during the cooperation are needed. To have reliable control

information, all the control packets between BS and MTs are sent via cellular system, not

the multi-hop peer-to-peer radio link. The sequence of BS and MT operations is:

1) MTs broadcast HELLO packets: Each MT periodically broadcasts a short HELLO

packet that includes its ID and the value of the broadcast power to its

neighborhood via common control channel under required ad hoc communication

range. The ad hoc communication range of MTs is varied with different broadcast

power. The format of HELLO control packet is shown in the following

subsection. The update interval is defined as the time interval between update

HELLO packet arrivals. The length of the update interval depends on the mobility

of MTs, and it will affect a) the accuracy of minimum-power route information

gathered. b) the amount of bandwidth and power consumption of control packets.

The optimization of the update interval is needed, and it will be discussed in

Section 2.5.1.

2) MTs determine the cost of radio link and send the link cost to BS: The cost of

radio link Co indicates the needed power from wireless transmitter i to wireless

receiver j. The needed power will include transmitted power Po required from

transmitter i to receiver j and an additional receiver power consumption Pj, add of

receiver j to devote part of the transceiver to receive and store messages. i.e.,
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After receiving a HELLO packet, a receiver MT j can find the attenuation a,,

according to the received signal strength from neighbor MT i and the broadcast-

power information attached in the received HELLO packet. Moreover, the

required transmitted power P, j can be estimated from the attenuation a,, and the

required signal-to-interface ratio (SIR) for data transmission in receiver MT j. The

fixed additional receiver power consumption P add of receiver j is known by

receiver j, and it depends on the transceiver hardware of receiver j. After

calculating all one-direction link costs C k (k E neighbors of j), receiver MT j
J

will send neighbor-update (NEUP) packet to central BS to update the neighbor

and link cost information. To have reliable link cost and neighbor information, the

NEUP control packet will be transmitted directly via one-hop cellular radio link.

The isolated MTs don't need to send NEUP packet. Each NEUP control packet

has the information of neighbor ID and link cost. All the link cost information

will be sent to the BS such that each BS has a view on the "two-direction" link

cost information of the AHS within its individual cell. However, the BS only can

get a part of link cost information of the AHS which lies on the cell boundary.

Another part of link cost information of the AHS on cell boundary must be gotten

from the neighbor BS. Getting the link cost information of AHS from its neighbor

BS will be processed only when there is a source/destination MT in the AHS on

cell boundary. MSC can help the BSs to get the link-cost information of the AHS

on cell boundary, since it has a routing table which stores MT ID, ID of the cell
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which the MT lies on, and best-relay BS ID (It will be described later). The cell

ID of a neighbor MT on cell boundary will indicate which cell has another part of

link cost information of the AHS on cell boundary.

3) BS finds optimal routes and updates the optimal route information: After getting

link-cost information from its neighbor BS, each BS knows the topology of the

AHSs which include the AHSs on cell boundary and the AHSs within its cell. The

BS has a topology table, which stores MT IDs, neighbor IDs, and link costs (A

MT's neighbors include the neighbor MTs and its one-hop BS). Therefore, the BS

can find the optimal route between any two wireless devices in the same/different

AHS based on the information it has. The way to search the optimal route will be

discuss in Section 2.3. The BS which lies in the optimal rout is called the best-

relay BS. When all the MTs of an AHS are within a cell, their own BS will be the

best-relay BS since it is the only one BS which could lie in the optimal route.

However, when the AHS lies on cell boundary and covers several cells, we have

to decide which neighbor BS will be in the optimal route. Therefore, to the MTs

on cell boundary, the best-relay BS may be not their own BS (It depends on which

neighbor BS is in the optimal route). After searching the optimal route, a BS will

find which neighbor BS is the best-relay BS for the MT on cell boundary to

transmit/receive the data packet. The optimal route searching will be processed

only in one BS which a source/destination MT belongs to. The BS will send

optimal route information to the best-relay BS only if the BS itself is not the best-

relay BS and there is a MT on cell boundary receiving data packet from BS.

Moreover, updating best-relay BS information to the MSC is needed only when a
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MT is receiving a downlink message from the MSC. In upstream transmission,

the source MT will get the route information (a sequence of relay MT) only from

its own BS; the route information is carried by route-update (RUP) packet, which

is sent from the BS via cellular system. To route to the destination, each original

data packet is encapsulated by preceding it with route information (a sequence of

relay MT). The encapsulation is done by the source MT in upstream transmission

or by the BS in downstream transmission. In upstream transmission, the BS will

decapsulate the data packet and then forwards it to its ultimate destination like

pure cellular networks. Since isolated MTs have directly connection with BS, no

encapsulation/decapsulation, RUP packet, and NEUP packet is needed for the

isolated MTs, i.e., the isolated MTs will only need to send out HELLO packet. BS

knows the number of MTs in its cell since it has MT ID list. When there is only

one or two MTs in a cell (i.e., very low network density) and each MT is an

isolated MT for a certain time (even under maximum ad hoc communication

range), the BS will broadcast a message to the isolated MTs to rest their ad hoc

communication system to avoid sending the HELLO packet, and the QCMP

CAHAN will reduce to pure cellular networks. Normally, since BS already has

the route information, there is no RUP packet needed in downlink transmission.

Once a link breakage (link fail) happen during an update interval, the BS will

send an updated RUP packet to the source MT which has a traffic flow through

the broken link. Another update RUP is sent to the "link-breakage" router MT

which has a connection with the broken link. Therefore, all the packets which stay
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in the "link-breakage" router MT won't be lost and can be redirected to the

destination MT via the new route.

4) Regulating end-to-end hop count to meet QoS constraint: The data packets for

upstream and downstream transmissions will be relayed through the optimal

routes. However, to meet end-to-end QoS requirement (delay/throughput) or

avoid the traffic congestion, the end-to-end hop count should be constrained. In

normal operation, the ad hoc communication range is increased and regulated by

BS until end-to-end hop count reach its maximum tolerable value or the ad hoc

communication range reach its physical maximum value. The BS in upstream

transmission or a destination MT in downstream transmission can sense the data

packet delay and throughput. When end-to-end QoS requirement doesn't be

satisfied, the BS can do either way below to find a new constrained optimal route:

a) decrease the ad hoc communication range of MTs. b) run a k-hop constrained

Bellman-Ford algorithm with less number of hop constraints. The k-hop

constrained. Bellman-Ford algorithm for searching optimal route will be described

clearly in Section 2.3.

CAHAN Control Packet Format l

I The physical layer entities such as synchronization and error detection fields are excluded.
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2) Control packet for peer-to-peer data transmission 2: [33]

RTS control packet is used by a transmitter MT to initiate a session with another MT. CTS control
packet is issued by the receiver MT of the RTS packet if it can support the QoS requested. ESR control
packet is used by the transmitter MT to signify the end of a session. ESA control packet is sent by the
receiver MT in response to the ESR packet.

2.2.3 Correctness of System Operation

To show the QCMP CAHAN system can operate completely correctly, we describe the

cooperation processes for MT, BS, and MSC in QCMP CAHAN for all possible

scenarios below, given two MTs are communicating each other.

Case 1. two MTs in the same AHS within a cell: From a graph theoretic point of view,
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each BS is a vertex in an AHS subgraph. The BS can find the optimal route between two

MTs in the same AHS and send the RUP packet to the source MT. Depending on the

availability of radio resource, since the BS could be selected be a router in the optimal

route, the pure peer-to-peer connection between two MTs in the AHS subgraph may not

be the only one choice.

Case 2. two MTs in the same AHS which lies on cell boundary (Two MTs may connect

with different/same BS/MSC): The source/destination MT's own BS gets a part of link

cost information of the AHS subgraph on cell boundary from its neighbor BS. The part of

link cost information not only includes the link cost between two neighbor MTs but also

the link cost between the MTs and their own BSs. Once the BS receives all the link cost

information, a new subgraph is constructed, which consists of the MTs (in the AHS),

their own BSs, a MSC, and all the links between them. However, in the new subgraph,

due to the limitation of the wireless resource, the radio link cost (bandwidth/transmitted

power) should be more important than the wire link cost between two BSs. After

searching the optimal route, the source/destination MT's own BS finds which neighbor

BS is the best-relay BS for the MTs to transmit/receive the data packet.

A) When the MT is a source MT: The BS of the source MT will send the RUP packet

to the source MT. The optimal route may include peer-to-peer route and uplink-

downlink route.

B) When the MT is a destination MT and receiving packets from BS: If the BS itself is

not the best-relay BS, the BS will send optimal route information to the best-relay

BS. Updating the best-relay BS information to MSC is needed only when the MT

is receiving a downlink message from the MSC.
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Case 3. two nodes in the different AHS within a cell: Since a BS is regarded as a vertex

which belongs to each AHS subgraph within a cell, the BS has to find two optimal routes.

One is the optimal route from source MT to the BS, and the other is the optimal route

from the BS to the destination MT. BS will send the RUP packet to the source MT.

Case 4. two nodes in the different AHS and each AHS lies within different cell (Two MTs

may connect with different MSC): The cooperation between BS and MT will be similar as

Case 3. Each BS of the source MT (destination MT) has to find an optimal route between

the BS and the MT. However, a connection between two different BSs is needed. MSC

can handle the traffic flow between these two BSs and switch the packets to the

destination BS since it has a routing table (including MT ID, ID of the cell which the MT

lies on, and best-relay BS ID).

Case 5. two nodes in the different AHS and each AHS lies on different cell boundary: The

cooperation between BS and MT will be the same as Case 2. Only different is that there

is no pure peer-to-peer connection between the two AHS subgraphs.

2.2.4 System Scalability, Reliability, and Robustness

System scalability is used to explore the performance complexity, i.e., the effect of

network size on system performance including packet traffic load, total overhead, and

memory requirements. The global amount (bytes) of memory needed in all network

elements will be an indication of the overall complexity. Moreover, because of the

multihop nature of ad hoc networks, the scalability of QCMP CAHAN is directly related

to the routing protocol. A routing protocol is said to be scalable with respect to the

network size if and only if, as the network size increases, the total overhead induced by

such protocol does not increase faster than the network's minimum traffic load, which is


