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CHAPTER 1

INTRODUCTION

1.1 Background in Intrusion Detection

The ubiquity of the Internet allows attackers to pose serious threats on the security

of computer infrastructures and the integrity of sensitive data. Computer-based

intrusions in the form of a series of malicious activities typically target computer

systems or the services that a host provides. The attackers often aim to obtain

unauthorized privileges or to downgrade or block the availability of the services.

Computer attacks may be classified into the following categories [1]:

Reconnaissance Attacks are actions initiated by attackers to probe a victim
network for vulnerable servers and possible penetrating points.

Denial-of-Service Attacks are destructive attempts to interrupt or degrade the
services provided by the system so that legitimate users are denied from
accessing these services.

Privilege Escalation Attacks are attacks through which an attacker illegally
escalates his privilege level to access and control the victim system.

Data Intercept/Alternation Attacks are activities that aim to intercept and
alter sensitive data without the authorizations to do so.

System Use Attacks are actions to hijack the victim system for some other
unauthorized usage, such as converting the host into an FTP server to store
pirated music, or using the system as a staging point to launch attacks on other
systems.

Intrusion detection systems (IDSs) are designed to automatically detect these

malicious activities against a computer or a computer network.

Intrusion detection has been an active field of research for more than two decades

since James Anderson published his ground-breaking paper about computer security

in 1980 [2]. In 1987, Dorothy Denning [3] laid the methodological framework to detect

computer-based intrusions. The basic assumptions of intrusion detections are:
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• The behaviors of users and programs are observable and can be modeled from
various types of audit data, for example, from system logs or from network
traffic;

• Moreover, by finely tuning the system, intrusive activities can be differentiated
and identified from normal activities.

Intrusion detection techniques can be broadly partitioned into two

complementary approaches: cisuse detection, and anocaly detection. Misuse

detection systems, such as [4,5], model the known attacks and scan the audit data for

the occurrences of these specific patterns. Anomaly detection systems, such as [6, 7],

flag intrusions by observing significant deviations from typical or expected behavior

of the system or users.

The majority of the intrusion detection systems are developed following either

one or the both of these two approaches. For example, SNORT [8], Bro [9] and

JAM [5] are misuse detection systems; IDES [10] and INBOUND [11] detect attacks

based on anomalies; some other systems, such as NIDES [12] and CMDS [13], use

both misuse and anomaly techniques to detect attacks.

1.2 Dissertation Approach

This dissertation describes the studies on

The application of probability density function (PDF) statistics and neural

network classification in the fields of anocaly intrusion detection and alert

correlation.

More specifically, this dissertation aims to answer the following questions:

• Can PDF statistics be used for anomaly intrusion detection?

• What is the achievable performance of an IDS by using PDF statistics in
anomaly intrusion detection systems?

• How do different classification algorithms perform in detecting network-based
attacks?
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• How well can distributed, stealthy probing and scanning attacks be identified
using PDF statistics and neural classifiers?

Differing from most contemporary intrusion detection systems, which model

user and attacker activities using statistical counters about system utilization and

the frequencies of interesting events, this dissertation proposes a novel approach to

represent statistical features in the formats of Probability Density Functions (called

PDF from now on), to compare the observed parameters with the reference models

using PDF similarity metrics, and to classify the measured similarity distances using

neural networks.

These PDF statistics and neural classification approaches are also applied

to detect stealthy probing and scanning attacks, whose objectives are to gather

important information, such as network topologies, services and vulnerabilities, about

a victim network.

Two intrusion detection prototypes have been designed and implemented to

validate this proposed "PDF/neural network" approach:

HIDE (or Hierarchical Intrusion Detection Engine) is an anomaly intrusion detection
system, with hierarchical architecture, that utilizes PDF statistical models and
neural classifiers to detect Denial-of-Service (DoP) attacks.

RIDS (or Reconnaissance Intrusion Detection System) is a session-oriented,
statistical anomaly detection system that detects probing and scanning (PAS)
reconnaissance attacks. It consists of two main function modules: the
reconnaissance activity profiler (RAP) for P&S attack detection and the
reconnaissance activity correlater (RAC) for alert and scenario correlation.

1.3 Basic Concepts

Some basic terminologies of intrusion detection, which will be extensively used

throughout this dissertation, will be first introduced in this section. The criteria

in evaluating intrusion detection systems are described in the following subsection.
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1.3.1 Terminologies
Intrusion is "any set of actions that attempt to compromise the integrity,

confidentiality, or availability of a resource" [14].

Event is the unit of analysis, or the granularity, of an IDS (see Section 2.5 for more
discussions). In HIDE, an event is defined as all the packets that are observed
within a time window. In RAP, an event is defined as a session state transition.
In RAC, an event is defined as an alert generated by RAP.

Intrusion Detection is a process to automatically detect and alarm when an
intrusion is taking place.

Attack Scenario is a sequence of attacks that an attacker launches in order to
achieve certain purposes.

Alert is a warning message that an IDS generates when it finds that an intrusion is
undergoing.

Alert Correlation is a procedure that automatically correlates alerts based on their
similarities; it also rebuilds the attack scenarios so that more contextual and
environmental information could be provided to administrators.

PDF Statistics is a set of statistical algorithms about how to represent the
distribution of descriptive and representational parameters of the system under
monitoring and how to statistically compare two distributions.

Detection Classifier is the algorithm that an intrusion detection system uses to
classify the input data into either normal or anomalous category based on the
knowledge it learned from the training data.

1.3.2 Evaluation Criteria

The performance of an intrusion detection system is generally evaluated by the

following two quantities:

True Positive Rate (or detection rate) is the rate that an attack event will be
detected. An ideal IDS is expected to operate at detection rates as close to 1
as possible. In the remaining of this dissertation, the detection rates are also
represented as "TPR".

False Positive Rate (or false alarm rate) is the rate that normal events will be
mistakenly classified as attacks. False alarm rates are expected to be close to
0. In the rest of this dissertation, the false alarm rates are noted as "APR".

These two criteria are intertwined, and in general it is not possible to

simultaneously achieve a TPR of 1 and a APR of 0. Therefore, for IDSs with



5

adjustable detection thresholds, Receiver Operating Characteristic curves are also

used to evaluate the system performance:

Receiver Operating Characteristic curve (or ROC curve) is the curve of FPR
vs. TPR at various detection thresholds. The area below the curve represents
the probability of correctly distinguishing a (normal, attack) pair. A sample
ROC curve is illustrated in Figure 1.1. The point at the upper left corner
corresponds to the optimal detection threshold with high detection rate and
low false alarm rate.

Figure 1.1 A sample ROC curve.

In this dissertation, another quantity is also used to represent the system

performance.

Misclassification Rate is the probability that an observation could be mistakenly
classified. It is calculated as the ratio between the number of misclassifications,
including both false positives and false negatives, and the total number of
observations. In the rest of this dissertation, misclassification rate is also
symbolized as ERR.

The misclassification rate can be regarded as the metric describing the overall

classification performance. It may be used as the objective function to train all

classifiers tested in this dissertation.
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1.4 Dissertation Outline

The rest of this dissertation is organized in the following way.

Chapter 2 introduces the basic concepts and the state of art in information

security, intrusion detection, alert correlation and the issues on intrusion detection

evaluation.

Chapter 3 describes the system architecture and the statistical model of HIDE.

The classification results of HIDE on three independent test data sets are also reported

in this chapter.

Chapter 4 reports the research to identify and select feature sets important for

HIDE to detect DoS attacks.

Chapter 5 presents the systematic studies on various approaches to optimize

the detection performance of HIDE, which includes the PDA partitioning schemes,

the distribution similarity metrics, the classification algorithms, and the application

of Wavelet compressions.

Chapter 6 presents two different methodologies to train the neural classifiers

based on the attack and background traffic information collected from a controlled test

network and the background traffic information collected from a production network.

Chapter 7 introduces the algorithms, the architectures and the experimental

results of the proposed reconnaissance intrusion systems.

Chapter 8 summarizes this dissertation and outlines future work.

Appendix A lists the statistical features monitored by HIDE, RAP and RAC,

and provides a description of each feature.

Appendix B briefly introduces the network topology, the related traffic

emulation software and the attack label tools of the CONEX TESTBED network.



CHAPTER 2

INTRUSION DETECTION AND LITERATURE REVIEW

2.1 Information Security

Similar to other business and financial assets, the computation and information

resources are also valuable assets of an organization. Therefore they should be

appropriately protected. The main attributes of the computer and network security

are commonly referred to as CIA [15]:

Confidentiality : to keep sensitive information from unauthorized disclosure.

Integrity : to protect sensitive information from unauthorized modification.

Availability : to prevent the unauthorized withholding of information and resources.

Josson [16] added another feature to this list with regard to the usage of

information:

Accountability : to avoid the unauthorized use of computation resources.

The goal of information assurance is to prevent these four aspects of security

from being violated. A computer-based intrusion is a series of malicious activities

that target a computer or network system or services in order to compromise their

security. Halme et al. [17] listed six general, non-exclusive approaches to anti-intrusion

techniques to protect an organization from attacks:

• Preecption: To strike against the security threat before it has had a chance to
launch its attack. This pro-active measure is difficult to practice since most of
the attacks cannot be foreseen.

• Prevention: To preclude or significantly reduce the possibility of the success
of a particular intrusion. Examples of this approach are "user identification
and authorization" , "access control" and "information encryption" . These
prevention approaches are necessary but far from sufficient since, as systems
become ever more complex, there are always exploitable weaknesses in the
systems due to various design and programming errors. The enormous bugs and
the wide spreading virus and worms targeting such bugs in Windows operating
systems are obvious examples.

7
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• Deterrence: To intimidate attackers to hold off their attacks in fear of increasing
risks and the negative consequences. Of course, if the protected resources are
highly important, or if the perpetrations are unlikely to be caught, the attackers
may not be scared off so easily.

• Detection: To identify intrusion attempts, so that the proper response can
be evoked. It also can provide the important information of the incidents to
administrator and proper authority for damage recovery and for tracing the
perpetrator.

• Deflection: To divert an intruder to a pre-designed controlled "honey pot" so
that no real damage could be caused, and to lure the intruder into believing
that he has succeeded. The main difficulty for this approach is that to set up
the "honey pot" realistically enough to fool an experienced attacker is far from
easy.

• Counterceasures: To actively respond against intrusions while they are in
progress. Common practices include "blocking the traffic from firewall" ,
"disabling the user account" and, in some extreme cases, "shutting down
the system temporarily" . The effectiveness of the countermeasures is highly
dependent on the accuracy of intrusion detections. An erroneous action on a
normal user could deny the user's legitimate access to the services.

These anti-intrusion techniques may cooperate with each other to form multi-

layered protection of the system resources, Aigure 2.1.

Figure 2.1 Anti-intrusion techniques. (adapted from [17D

In light of the above taxonomy, most of the current intrusion detection systems

fall exclusively in the category of detection, although some systems have started to

implement automated responses.
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2.2 A Generic Diagram for Intrusion Detection Systems

Although intrusion detection systems may vary significantly from each other, in terms

of data sources, feature extraction and classification, etc, they do share common

aspects of functionality and structure among all of them. In order to tell the

differences between normal and malicious activities, an IDS needs to be able to

abstract the user activities to a set of statistical features. It also needs to maintain

a knowledge database of known normal or attack patterns. A generic architectural

model of intrusion detection systems is depicted in Aigure 2.2.

Figure 2.2 A generic diagram of intrusion detection systems.

The input data of an IDS can be from various sources: network traffic, system

and application logs, network management information, etc. The input data are first

processed and reduced into small sets of selected features. A database of reference

models maintains the information about known attack signatures, for misuse systems,

or known normal user patterns, for anomaly systems. The classification engine

determines whether the data received from the data processor actually contains

malicious activities. Alarms will be generated when suspicious activities are detected.

Administrators may also configure the detection parameters and specify the security

policies to control system reactions on different attacks.
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2.3 The State of the Art in Intrusion Detection

Intrusion detection, in its essence, is a classification process, in that it tries to identify

small amount of interesting attacks or anomalous patterns out of huge amount of

input raw data. Therefore, the existing pattern classification techniques in other

research domains, such as statistics, neural networks, pattern matching, data mining

and, even, immunology, etc, had been widely borrowed and applied in this area. For

example, the "association rule" , which was originally proposed by Argawal et al. [18]

to find out the frequent item sets in customer transaction data, had been applied

to automatically discover attack detection rules in JAM [5]; The NIDES [12] used

both statistical metrics and expert systems to detect anomalies and misuses; Neural

Networks and Support Vector Machines (SVM), which are commonly used in the

machine learning disciplines, have been used by researchers to detect attacks [19,20].

The rest of this section will briefly introduce the various intrusion detection

techniques found in literature and commercial products.

2.3.1 Statistical Detection

Statistical algorithms have been widely utilized by various intrusion detection systems

to extract the statistical features describing the activity patterns within the input

data, to predict the expected measurements of normal/attack instances, and to

compare the observed feature vectors with the expected patterns. Aor example,

the INBOUND, [11], detects traffic anomalies by measuring the deviations of the

traffic parameters from the averages of the normal users. Gao et al. [21] studied

the application of Hidden Markov Models (HMMs) to profile UNIX processes. The

NIDES, [12], represents user or system behaviors by a set of statistical variables

and detects the deviation between the observed and the standard activities. In [22],

Kolmogorov-Smirnov statistics was used to model and detect Denial-of-Service and

Probing attacks.
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2.3.2 Neural Networks

The neural networks are widely considered as an efficient approach to adaptively

classify patterns. In [7,19], backpropagation (BP) neural networks were used to detect

anomalous user activities. The Self-Organization Maps (SOMs) were applied to detect

host-based attacks in [23]. Sung et al. [20] tested the importance of the prominent

features in intrusion detection by using Support Vector Machines (SVMs). If properly

trained, neural network classifiers can learn the mapping function between the input

and output sample spaces and accurately classify unforeseen input data based on the

learned knowledge. However, the knowledge that neural network classifiers acquired

from training data is difficult to interpret. High computation intensity and long

training cycles also hinder the applications of neural networks in real-time systems.

2.3.3 Pattern Matching Systems

Pattern matching is the most commonly used technique in misuse intrusion

detection systems by searching the specific attack signatures within files or packet

payloads. Example commercial systems include the RealSecure from Internet Security

Systems [24], NAR from NAR Security [25]. Example open source software includes

the detection engine of SNORT [8] and BRO [9]. The advantage of this technique is

that this approach is straightforward and easy to be understood by administrators.

However, developing and testing attack signatures are labor-intensive. It is very

difficult for these systems to keep up with the evolution paces of today's attack

techniques. Moreover, these systems can not detect unforeseen new attacks.

2.3.4 Data Mining Approaches

Due to the difficulties in manually developing the attack signatures and normal

patterns, data mining techniques have been introduced by various researchers to

automatically discover these patterns. Data mining (also known as Knowledge
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Discovery in Databases - KDD) has been defined as "The nontrivial extraction of

implicit, previously unknown, and potentially useful information from data" [26].

The commonly used data mining algorithms in intrusion detection systems include

association rules [5], decision trees [27, 28] and clustering [29, 30], etc. These data

mining techniques have drawn growing research interests since they can automatically

discover detailed attack or normal models that can be easily understood by human

beings. However, the drawback is that these data mining systems tend to generate

a large number of models, especially for input data with large size. Extra human

intervention and care must be taken to reduce and refine the extracted models.

2.3.5 Computer Immune Systems

Natural immune systems protect animals from dangerous foreign pathogens, including

bacteria, viruses, parasites, and toxins. The role of the computer security systems

in computers is analogous to that of the natural immune systems in animal bodies.

Inspired by the principles in Immunology, Aorrest and her group [31] applied the

ideas from Immunology into building artificial immune systems for computers. In

their approach, the problem of protecting computer systems from attacks was viewed

as an instance of the more general problem of distinguishing self (legitimate users,

uninfected programs) from others (unauthorized users, viruses and other malicious

codes). Dasgupta et al. [32] presented another immunology-inspired intrusion

detection system by using both positive (non-self) and negative (self) selection

mechanisms of the immune system to detect computer attacks either in positive space

(attack signatures) or in negative space (normal patterns). Although theoretically are

these systems interesting, the actual effectiveness of this immunological approach is

still waiting to be proved.
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2.4 Attack Scenarios and Alert Correlation

An attack scenario is a sequence of attacks that an attacker launches in order

to achieve certain malicious purposes. While some isolated attacks occur without

warning, most network-based intrusions go through certain fairly well-defined stages

to scan and compromise victim hosts. Aor example, the attack scenario resulting a

DDoS attack, Aigure 2.3, contains the following distinctive steps:

Figure 2.3 A sample attack scenario.

I. The attacker site-maps the topology of the victim network through IP sweeping;

2. Port scanning and probing attacks are launched to identify open ports, the
provided services, the operating systems and the possible penetrating points
and methods against the victim hosts;

3. The attacker breaks into the victim machines and gains the root privileges by
exploiting these identified weaknesses;

4. Trojan and "back-door" programs are installed in the compromised systems;

5. These compromised systems are then used as attack agents to launch a
distributed Denial-of-Service (DDOS) attack to another network.

The gradually unfolding characteristic of this attack scenario provides ample

time for an IDS to detect and arrest it in the early stages so that the severe damages

could be prevented. Detecting these different threats and discovering the attack

scenarios at the earliest possible time would provide a lot of important information

for system administrators to take appropriate countermeasures promptly.

Traditional intrusion detection systems are trained to detect as many suspicious

activities as they could find. However, the usefulness of the generated alerts is often

limited by the following two factors:
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1. The positives (alerts) are in general fine-grained, low-level. Each alert
corresponds to an attack fingerprint the IDS detected in a packet or a session.
The arrival of the alerts is bursty and sometimes temporally overlapping. A
high-level situational overview describing the whole attack scenarios is absent.

2. The "effectiveness" of current IDSs is low. "Effectiveness" is defined as the
probability that a positive alert detection by an IDS is actually true. Axeisson
pointed out that base-rate fallacy applies to Intrusion Detection [33]. It means,
even for an IDS with very low false positive rate, the probability that an alarm
indicates a real intrusion is still low, due to the fact that the population of
normal activities is overwhelmingly larger than the population of intrusions.

The base-rate fallacy is one of the most serious problems for current IDSs. Every

alert needs time and human power to investigate. A large number of false positives

can distract the attention of administrators so that the true critical positives could

accidentally be ignored. Aurthermore, the number of false positives might become so

high that administrators could get bored and simply ignore all alerts.

Aor the above reasons, the alert correlation (also called data fusion in some

literature) is drawing more research interests as a solution to the above problems.

The alert correlation correlates alerts of different attacks and heterogeneous ID sensors

together into attack scenarios, which provides coarse-level description about intrusion

plan. These scenarios could help to infer the intruders' intentions and appraise the

security threats. Also, the false positives could be isolated and filtered out based on

their differences in space, time and other aspects.

A number of research projects have been started in the field of alert correlation.

The GrIDS, [34], uses predefined rule sets to combine alerts and network data into

a graph structure to discover large scale coordinated attacks. The EMERALD, [35],

correlates alerts using a probabilistic approach by comparing the similarities among

the alerts. Bain, [36], proposed algorithms to estimate the probability that an alert

belongs to a given scenario, and to fuse the alert with the most possible scenario.

Staniford et al., [37], used simulated annealing to cluster anomalous packets together

into portscan scenarios.
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2.5 Intrusion Detection Evaluation

Intrusion detection is a classification process, which involves the fitting of models

to data, then enabling inferences from these models. Generally, the performance

of a pattern recognition system can be quantified by two measurements: the true

positive rate (TPR, Probability(positiveattack)) and the false positive rate (APR,

Probability(positivenormal)). As stated in Section 1.3.2, in general, it is not possible

to achieve a TPR of 1 and a APR of 0. The common practice in evaluating pattern

recognition algorithms is to choose the one with the best TPR within the constraints

of an acceptable APR.

Unfortunately, evaluating intrusion detection systems by using the above stated

criteria is problematic due to the following reasons.

Problem 1 There is no standard definition of what constitutes conitored security

events.

A typical IDS looks at a series of events and tries to identify those that represent

an intrusion. The input data may be log records from one or more monitored services

on a host, packets on a network, or some other descriptors of activity within the

monitored domain. A security event, the unit of analysis, could be defined as a log

record, a network packet, or a TCP session. This lack of universal acceptance of the

event definitions could lead to big difference in TPR and APR values, thus making

comparison of systems with different event definitions meaningless.

Problem 2 ID perforcance is traffic/attack sensitive.

Intrusion detection systems are trained and tested by data collected from a test

environment containing a limited number of attack instances. An IDS having good

training and testing performance could yield very high APR in another environment

with completely different background settings.
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Moreover, the abundance and the fast evolution on attack tools make it

impossible to train ID systems with all possible attack patterns. Therefore, an

IDS could have high detection rate on some kinds of attacks but perform poorly

on detecting other types of attacks in a real network.

Problem 3 Independent and unbiased data sets are hard to obtain.

The above two stated problems could be alleviated somehow by testing IDSs

with a common data set. Unfortunately independent data sets are hard to obtain,

because 1) network data are hard to be properly identified (one can never be sure

that there are no subtle attacks hiding undiscovered in the data); 2) background and

attack models are not stationary and can not be clearly defined, thus rendering the

usefulness of any static evaluation data short-lived.

2.5.1 DARPA/MIT-LL Intrusion Detection Evaluation Projects

As an effort to reliably evaluate the capabilities of existing intrusion detection systems,

MIT Lincoln Labs (MIT-LL) was designated by DARPA to build a simulation network

at about 1998. The background network traffic was simulated according to the traffic

statistics observed in an Air Aorce base. A mixture of different user profiles and

different attacks were simulated in the network. So far, three data sets (named as

DARPA98, DARPA99 and DARPA2000) have been released and can be publicly

downloaded from their web site [38].

The definitions of security events are slightly different among these three data

sets. In DARPA98, an event is defined as a session, which can be TCP, UDP or ICMP.

A session is characterized by a start time, duration, service, source and destination

(IP address and port). Using the session as the unit of analysis is less than satisfactory

since it does not provide accurate results if

• A single attack requires more than one service to be used or involves multiple
sessions of the same service to be completed or
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• A false alarm determination is based on data from more than one session.

In DARPA98 and DARPA2000, events are defined as attack instances, which

may include multiple sessions. An attack instance is characterized by the attack date,

the attack time and the victim IP address.

2.6 The Framework of EWIDS

An early warning intrusion detection system (EWIDS) is designed to detect three

types of attacks: reconnaissance attacks (P&P), denial of service (DoS) attacks,

and privilege escalation attacks (RWL or UWR). It also correlates the alerts of

reconnaissance attacks into attack scenarios, discovers the coordinated distributed

attacks, and alarms the system administrators at the earliest possible time that

attacks are undergoing. A complete early warning system usually consists of the

following five sub systems (see Aigure 2.4):

Figure 2.4 The system diagram of the EWIDS.

• Known Activity Ailter (KAA): works as the packet filter for the EWIDS. It
bypasses those known normal packets and drops those known attack packets.
The detailed diagram of KAA is given in Subsection 2.6.1.

• DoP Detection System: detects DoP attacks at the earliest possible stage so
that the attack traffic could be blocked from entering the network and significant
service degradations could be avoided. The DoS detection system used in this
EWIDS system is HIDE, which is described in Chapter 3.
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• Reconnaissance Detection System: detects the reconnaissance attacks.
Although reconnaissance attacks do not cause any material damage on the
victim systems, they do provide the useful information about the imminence
of more malicious attacks. By detecting reconnaissance activities in the earliest
possible time, an early-warning system can provide the protection to thwart
potential attack devastating scenarios in their early stages. The algorithms and
results of the proposed RIDS system are presented in Chapter 7.

• Privilege Escalation Detection System: prevents attackers from gaining
unauthorized privileges by exploiting system weaknesses. This subsystem is an
integral part of a complete EWIDS but not within the scope of this dissertation.

• Security console: is the interface between administrators and the early warning
system. It visualizes the attack alerts detected by the system and provides the
administrator the interface to configure and to administer the whole system.

Figure 2.5 Known activity filter.

The KAA module, Aigure 2.5, processes the packets sniffed from the network

and filters out the packets whose source or destination addresses are listed in the back

or white lists. The black list lists the IP addresses of the known attackers. Whenever

KAA detects packets from these attackers, it will immediate report to security console

and then drop the packets. The white list lists the IP addresses of the known normal

users. By filtering out packets of known status, a great portion of computational

powers can be saved to concentrate on analyzing unknown traffic.


