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CHAPTER 2

MATERIALS AND METHODS

2.1 Apparatus

In order to build the system described in this thesis, cameras with firewire (IEEE 1394)

connection to the PC are used as the imaging device. There are five high quality Pixelink

(Vitana Corp, Ottawa, Canada) firewire cameras attached to a firewire hub. Images of

1280 x 1024 pixels can be obtained from all cameras at frame rates 9.3 fps. The imaging

devices have 7.5 €m x7.5€m pixels. Lenses are attached via C mount. Rainbow CCTV

S16 1.4E-II (Rainbow CCTV, California, USA) lenses with focal length of 16mm,

maximum relative aperture 1:1.4 are selected. All cameras are mounted on an optical

table with high stability. The apertures of all cameras are set to receive maximum

illuminations. With the Pixelink cameras and their Twain drivers, snapshot images can be

taken for further processing.

Figure 2.1 Equipment setup.
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All software in this thesis is written in MATLAB version 6.0 (Mathworks, MA,

USA). Section 2.2 describes the camera calibration software, which was taken from the

camera calibration toolbox for Matlab[12]. Section 2.3 describes the rectification process.

The rectification program (rectify.m and art.m) are taken from [25]. The warping

program (Rec_routine_interp.m, adjustt.m, Warp_interp.m, Checkvert.m) is

designed and developed specially for this thesis. Section 2.4 describes the matching

process. The matching program is also developed in this thesis. Section 2.5 describes the

triangulation calculation. The calculation is done using Microsoft Excel work sheets.

2.2 Camera Calibration

The purpose of the camera calibration is to give the camera parameters described in

chapter 1. Camera calibration is not necessary in stereo vision but leads to simpler

rectification techniques once the cameras' internal parameters, mutual position and

orientation are known. On the other hand, when reconstructing the 3-D shape of objects

from stereo, calibration is mandatory in practice, and can be easily achieved [113].

To prevent time consuming camera calibration, this thesis uses the camera

calibration toolbox for Matlab [12]. This toolbox works on Matlab 5.x (up to Matlab 5.3)

and Matlab 6.x on Windows, Unix and Linux systems (platforms it has been fully tested)

and does not require any specific Matlab toolbox (for example, the optimization toolbox

is not required). The toolbox should also work on any other platform supporting Matlab

5.x and 6.x.
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Camera calibration must begin with calibration of each camera as well as each

stereo system. The work introduced in this thesis rectifies the image of adjacent cameras,

from which pixel correspondences will be matched. In this case, the stereo systems are

defined by a pair of cameras, not all five cameras as a whole.

2.2.1 Real Cameras and Pinhole Model

According to the web site, Camera Calibration [15], " Real Cameras deviate from the

pinhole model in several respects. First in order to get enough light exposed to the film,

the light is gathered across the entire surface of the lens. The most noticeable effect of

this is that only a particular surface in space, called the focal plane, will be in perfect

focus. In terms of camera calibration, each image point corresponds not to a single ray

from the camera center but to a set of rays from across the front of the lens all converging

on a particular point on the focal plan. Fortunately, the effects of this area sampling can

be negligible by using a suitably small camera aperture. Second is lens distortion or radial

distortion. A final and particularly insidious deviation from the pinhole camera model is

that the imaged ray does not necessarily intersect at a point. As a result, there need not be

a mathematically precise principal point."

2.2.2 Calibration grids

A calibration grid is produced by using an Excel work sheet. This can be achieved by

adjusting rows and columns in the Excel worksheet to be equally sized, and manually

place black to the blocks in a checkerboard way. The grid has of a block size 15.5x 16.8

mm with total of 24x14 blocks. The calibration grid is then printed out with a high
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accuracy printer on the paper size 11x17 inches and placed on a flat surface. Attention is

paid to the flatness of the calibration grid, which should be very smooth or otherwise will

give high error calibration parameters.

Figure 2.2 Calibration grid used in experiment.

2.2.3 Calibration method

Camera calibration may be done on a single camera. The camera calibration toolbox for

Matlab can also allows stereo calibration where each pair of cameras are formed to be

stereo systems.

Camera calibration starts with taking images of the calibration grid. At least 5

images are need for camera calibration purpose. Normally, 15 images for more accuracy

are needed. With more images and varying orientations of the calibration grids, the

software is able to locate more corners, which gives less variation in the parameter

outputs. Images are stored in the same subdirectory with the camera name followed by

the image index. The camera calibration toolbox for Matlab has a graphical user interface

to load all images with the same name but different by index. The images are then

displayed as shown in Figure 2.3.
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Figure 2.3 Example of camera calibration grid shown by camera calibration toolbox for
Matlab.

The next step is extraction of grid corners from all image by setting parameters

wintx and winty to a default value for which in this thesis wintx=winty=11. Calibration is

begun with manually selecting the corner of the grid to locate the position of origin of the

world reference. Because of the nature of this experiment, multiple stereo camera

systems, the same grid pattern of the reference frame needs to be consistently selected for

the different camera images. For each calibration grid image, the world reference frame is

defined by the first click of that image when the corner extraction process is being done.

Rotation and translation variables are then defined to be rotation and translation of the

optical center of the camera with the world reference frame as shown in Figure 2.4.



Figure 2.4 Extrinsic parameters, calibration grids and camera reference frame.

The main calibration steps can be done using a software available graphic user

interface. After the first calibration, attention should be paid to pixel errors and tolerances

of principal points. The calibration tool outputs all calibration parameters including

intrinsic parameters such as focal length, principal point, skew factor, distortion, pixel

error and extrinsic parameters such as rotation and translation matrices. The idea of good

calibration lies in minimization of pixel error, which can be done by controlling the

precision of calibration patterns and corner extraction.

In Figure 2.1 the focal lengths from the camera calibration toolbox for Matlab

fc(1) and fc(2) are actually focal length times pixel size in the x and y direction. Vector

CC gives the position of the principal point. After each camera is calibrated, the stereo

system of the two cameras can be computed. This gives rotation and translation matrices
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between the two cameras. Stereo calibration can be done by running the stereo_calib

script in the camera calibration toolbox for Matlab.

Table 2.1 Camera A. calibration results. (Focal length shown is Focal length by pixel
size)

Figure 2.5 Results of stereo calibration, rotation and translation matrices between two
cameras are defined.


