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ABSTRACT

INTRODUCTION ON INTRUSION DETECTION SYSTEMS:

FOCUS ON HIERARCHICAL ANALYSIS

by

Ratna Bajaj

In today's fast paced computing world security is a main concern. Intrusion detection

systems are an important component of defensive measures protecting computer systems

and networks from abuse. This paper will examine various intrusion detection systems.

The task of intrusion detection is to monitor usage of a system and detect and malicious

activity, therefore, the architecture is a key component when studying intrusion detection

systems. This thesis will also analyze various neural networks for statistical anomaly

intrusion detection systems. The thesis will focus on the Hierarchical Intrusion Detection

system (HIDE) architecture. The HIDE system detects network based attack as anomalies

using statistical preprocessing and neural network classification. The thesis will conclude

with studies conducted on the HIDE architecture. The studies conducted on the HIDE

architecture indicate how the hierarchical multi-tier anomaly intrusion detection system is

an effective one.
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The results in Figure 6.6 show the Mean Square Root (MSR) for each scenario.

As seen in the graph initially the MSR is high but then decreases and remains somewhat

constant while converging for the Tier 1 and Tier 2.

Figure 6.7 Error probabilities of Scenario 1.



Figure 6.8 Error probabilities of Scenario 2.
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Figure 6.9 Error probabilities of Scenario 3.
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The results in Figure 6.9 show the Misclassification Rates. From these results, it

can be seen once again, although the MSR tends to be higher for Tier 2 in Scenario 2, that

early on the Misclassification rates is high but as the epochs increase it converges and

remains constant.

Figures 6.10 - 6.12 illustrate the Receiving Operating Characteristics (ROC)

curves for all the scenarios examined with each scenario it can be seen the breakdown

between the subnets of Tier 1 and Tier 2. By examining these graphs, it can be

determined what the most excellent performance the neural classifier can achieve. The

rate of normal traffic mistaken for attack (intrusion) traffic is donated on the X-axis,

(False Alarm Rate). The ratio between the number of correctly identified attacks and total

number of intrusions is donated by the Y-axis, (Detection Rate).



Figure 6.10 ROC curve for Scenario 1.
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Figure 6.11 ROC curve for Scenario 2.



Figure 6.12 ROC curve for Scenario 3.

From Figures 6.10 - 6.12, it can be seen the optimal detection with high detection

rate and low false alarm rate (upper left corner of the curve). The detection performance

does not seem to decrease as the attack intensity increases. Consider the scenarios above:

Figure 6.10 had attack traffic of 2,382 bps per subnet, Figure 6.11 had attack traffic of

19,546 bps and Figure 6.12 had attack traffic equal to 7,710 bps. However, it can clearly

be seen the detection performance for Tier 1 and Tier 2 was not affected by the amount of

attack traffic, (whether the traffic was low or high). If the performance of Tier 1 are

32



33

compared against Tier 2 it can be clearly seen that Tier 2 outperforms the Tier 1 IDA's.

This proves the efficiency of the system.

From the MSR and Misclassification Rate graphs, optimistic results were

achieved. The convergence and low classification rates prove that the system would

operate in real-time fashion, monitoring intrusion accurately. From the ROC Curves, it

can be seen that it can reliably detect HTTP flooding attacks with traffic intensity as low

as five percent of the background traffic and even if the attack traffic intensity increases

this architecture is still able to maintain high detection rate and low false alarm rate.



CHAPTER 7

CONCLUSION: STUDY OF INTRUSION DETECTION SYSTEM

In today's world almost every company is dependent on the Internet to survive, so it is

not surprising that the role of network intrusion detection has grown so rapidly. While

there may still be some argument as to what is the best way to protect a companies

networks (i.e., firewalls, patches, intrusion detection, training), it is certain that the

intrusion detection system (IDS) will likely maintain an important role in providing for a

secure network architecture. However, recently the traditional intrusion detection systems

have not been meeting the needs of the workload of today's networks. With high speed

emerging computing technology, in order for intrusion detection systems to survive, they

must keep up with the evolving new age networks.
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