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Figure 2.1 Diagram of the OC detector for BPSK modulation.

the decision is made that 1 is transmitted; otherwise the decision is made that —1 is

transmitted. Due to the symmetry of the BPSK constellation and assuming a source

with equal symbol probabilities , it suffices to analyze the case of s = 1. For this case

where "*" denotes complex conjugation. According to the decision rule, when D < 0,

the decision is made that —1 is transmitted and an error occurs. Therefore the BEP

The analysis has two steps. First, the BEP is expressed

conditioned on the fading of the interference. Subsequently, the conditioned BEP is

averaged over the fading of the interference.

Fixing the values of the channels c if of the interference sources leads to fixed

values of the eigenvalues of the interference plus noise covariance matrix R. These

eigenvalues A, form the diagonal of the matrix A. Substituting w = R-1c into (2.4)

and de-composing R-1 as UA_1UH , D can be expressed as

matrix. As shown in [26j and can be readily verified, the resulting weight vectors provide
the same performance as they differ only by a scaling factor.
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where Am 's are the eigenvalues of R defined previously, em's are elements of the

whitened observation vector

and gm 's are elements of the modified channel vector

Conditioned on the eigenvalues Am , the variable D is a quadratic form of Gaussian

random variables. The goal is to evaluate the conditional BEP Pb,BPSK (EPA) =

Pr(D < 01A), where the notation indicates the dependency on the Amin largest

eigenvalues of R (the other (AA — Amin ) eigenvalues are equal to the constant a2).
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where p),(A) is the joint probability density function (PDF) of the eigenvalues. Serendipitously,

the PDF p(A) was developed in [20i for a signal model similar to ours and is given



x
	(Ai - a-2 	— a2 2

PI 	
PI	)	
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where

K0 = 
1 

(2.22) 

[PNaini i=1 max — i ) ! ] [11iN=alin (Amin 	 i)!] •

The conditional BEP in (2.15) is a non-rational function of the eigenvalues A m 's.

To facilitate the integration in (2.20), define the following transformation of variables

Om = 	 m,
-I- 1, 	 m = 1, 2, • • • , AminPs

(2.23)

and define the set y = [Yid, Y2, • • • , YNain i
d . Since Am is random, Am, is random as well.

Also define
2a
± 1 = 1I —7 +1. (2.24)

Then

Am = Ps (Orn2 —1) m = 1, 2, • • • , min
	 (2.25)

2 	 ps (77 2	 1)	 (2.26)

By substituting (2.25) and (2.26) into (2.15), and after some straightforward manipulations,

the conditional BEP as a function of the variables ym's is obtained as

PNain

xi
m=1

( 1 ___ ) NA —Name ( 1 )1

(277) NA —Nain± i (2.27)



where the functions f, (y) and hm,l (y) are defined respectively as

	1 _ 2ym (1 71 2)NA —2Nmin 	Nain 

fm (Y) — 0   
H 1 - Br, 

zsYm (On 	72)	
n=1,n0

	A-Nmin 	 2 	 2
Ym2 Frim,
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(2.28)

(_1)NA-Nain-/ (1 + re BmA-Nain	1

X 

1)NA-Nain
 ((Bm)(B??1,1	 772)NA-Nam-1

Na i n
1 07,

n=1,n^m Yn2 	Ym2 •

and

hni,i (Y)

The function bk (ym ) in (2.29) is in turn defined for 1 < k < AA — Amin as

bk (Ym2) = — (1+ ym) (77 - ym)k + (1- Bm) (77 + Ym)k •

(2.29)

(2.30)

Clearly, the conditional BEP Pb , BpsK (Ely) is a rational function of the elements

of the set y. By using the Jacobian of the transformation from A to y, the joint PDF

of y is

Ay (Y)

{ Nmin
K1 II expo [ — i3 (B2 — 

772) ] (y2  712) Naax —N
am

i=-1

X 	 1-1
1<i<j<Na i n

( y12 	 2
Y1Y2 • • • Ma i n (2.31)   

for Bi 	 Y2 	 • • • 	 YNni,n 	 77, where

Ps

= :1 (2.32)

is the signal to interference ratio (SIK) and

2Nmin

1 = 	
13Naa.Nain.

[Nain  (A
mp

 — i)!1 [nNaiin (Amine — i)!11 li=--1

(2.33)
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The unconditional BEP Pb,BPSK is obtained by averaging the conditional Pb,BPSK (E 1 y)

over the random variables in the set y,

This expression can be used for any number of diversity branches AA and any

Next the terms of (2.34) are evaluated.



in terms of the initial values B0 and B 1 as:
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The second summation in (2.37) is taken over all sets of indices satisfying the

stated conditions. Substituting B0 and B 1 in (2.36), then Bq (for q > 2) in

closed-form is:



Using the expressions obtained in (2.42) and (2.45), (2.34) can be evaluated to obtain

the exact BEP for any given number of diversity branches AA, number of interferers

AA-,SNR-y = 13,/a2and SIK 0 =Ps/Pi.
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A simpler expression can be derived for the special case of AA > AI, SNK >> 1

and SIK < 1.

Comparing (2.46) with (2.19), it can be seen that for SNK y >> 1, the BEP of a

system with AA diversity branches and AI (Nib < AA ) large interferers is equivalent

to that of a system with (AA — AI ) diversity branches but without interference. This

is a well-known result for OC [13i.

2.5 Numerical Results

Figures 2.2 to 2.5 show the BEP versus SNK for different SIK O. Figures 2.2 to 2.4 are

for AA = 4 diversity branches, and NT = 1, 2, 3 interferers, respectively. Figure 2.5

is for AA = 8 diversity branches and AI = 5 interferers. Figure 2.6 is for 4 branches,

varying number of interferers, and SIK = 10.

In Figures 2.2, 2.4, 2.5 and 2.6, the interference generated in the simulations

had a Gaussian distribution as assumed in developing the BEP analysis. Simulation

results in Figure 2.3 were generated for two interference sources transmitting BPSK

symbols. Analytical results were calculated using (2.34) and the related expressions

such as (2.42) and (2.45).

In all the figures, the analysis results match the simulation results. This provides

convincing demonstration of the validity of the analytical expression for BEP.
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FiguLe 2.2 BEP versus SNK for AA = 4 branches, A/ = 1 Gaussian distributed
interferer.

As shown in Figure 2.3 for BPSK interference, the Gaussian assumption for

the interference, while necessary for obtaining the theoretical results, is not critical

for the accuracy of the BEP expressions. This can be explained by recognizing that

the system has a sufficient number of degrees of freedom to suppress the interference

sources effectively. The interference suppression is not sensitive to the Gaussian

assumption. In fact, it is well known that OC maximizes the SINK irrespective of the

density function governing the interference.
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Figure 2.5 BEP versus SNK for AA = 8 branches, AI = 5 Gaussian distributed
interferers.
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Figure 2.6 BEP versus SNK for AA = 4 branches, SIK = 10. The number of
interferers varies from /V/ = 4 to AT/ = 7.



CHAPTER 3

SEP AND BEP FOR OC WITH M-PSK MODULATION

3.1 IntLoduction

In Chapter 2, a new method was introduced for deriving the closed-form expression

for the exact BEP for OC with BPSK modulation. The method started from the

decision statistics of OC. This approach is not applicable to systems with M-PSK

modulation.

An expression for SEP for M-PSK was derived in [20i. The expression is

exact, and it applies to any number of interferers and receive branches. It involves

(Armin 1)-fold integration, where Am in is the minimum number of receive branches

or interferers. An effective technique was derived to evaluated the SEP in [28i. A

simpler and more elegant SEP expression was derived in recent work [29i for the same

case. The expression contains integration over an integrand, which incorporates the

incomplete Gamma function, itself an integral form.

In this chapter, expressions for both SEP and BEP for M-PSK are derived,

with any number of receive branches and interferers. The moment generating function

approach is taken to reach the final expressions, which involve only a single integration

over elementary functions. With these expressions, it takes much less time to evaluate

the SEP and BEP than it would take to carry out Monte Carlo simulations or to

evaluate a multiple-fold integral.

The system model and assumption for this chapter are the same as those

described in Chapter 2, with the exception that now the desired signal s is an M-PSK

symbol. The expressions for SEP and BEP are developed in Section 3.2. Numerical

results are shown in Section 3.3.
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3.2 ExpLessions foL SEP and BEP

With the OC detector, the components of the received signal vector r are weighted

and combined to obtain the output signal. The weight vector yielding the maximum

SINKS is O = R-1c. The output of the combiner is

The terms VPs cHR-lcs and cHR-1 z represent respectively, the desired signal and

interference plus noise. The latter is Gaussian distributed conditioned on the channel

vectors c and cif. The signal model of (3.1) is similar to that of an AWGN channel

with noise variance Es ,, n [ cHR-1z 2 ] , with the expectation taken over the interfering

signal s 2 and AWGN n.

3.2.1 ExpLession for SEP

For M-PSK signals over the AWGN channel, the SEP Ps, m_psK (Eery) (conditioned on

the SNK -A) can be expressed as [24, Eq. (8.22)i

where M is the number of symbols of the M-PSK modulation, and 7 is the symbol

SNK. Likewise, for OC with M-PSK, the SEP can be written as

where -y etis the SINK at the output of the optimum combiner. The SEP is conditioned

on channel realizations through -A t. In order to get the ensemble average SEP Ps,m_psK

for OC, Ps,M-PSK (E171) has to be averaged over the distribution of -A pt ,
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where p-yt (7t ) is the PDF of the SINK 7t . Let AytIA (')/t1A) represent the PDF of 7 t

conditioned on the non-trivial eigenvalues A = [A i , A2, • • • , ANmi„i 
d 

. The unconditional

PDF p-ytp (7t ) can be obtained by averaging p-ytp (t1A) over A:

P-yt (7t)	 f AMNIA (7t1A)px(A)dA. 	 (3.5)

By substituting (3.3) and (3.5) in (3.4), and after some manipulations similar

to those in [24i, it follows that

1
Ps,M-PSK

7F

(M- 1)7r/M , 	 sin20 (7/M)
Ivi-rt 	 c19

sin 2 0
p › ,(A)dA,	 (3.6)    

where Myt lx (•) is the MGF of the SINK 7t conditioned on eigenvalues A. For the

Rayleigh fading channel, the MGF is given by [24, Eq. 10.52i

( 1 \ NA-Nmin  Nmin 	
1

M-YtIA (S) = 	
1 —(1_ s)	 H 1 - s'Z=1

(3.7)

where
PS

a2

is the symbol SNK.
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3.2.2 Expression foL BEP

For M-PSK modulation with Gray code bit mapping over the AWGN channel, the

BEP Pbx_psK (E17) is ([30i, [24, Eq. (8.30)i)

Pb,m-psx (Eh()

PO (E17)

2 [P1 (Eh') 2P2 (EH') + P3 (E17)i

[P1 (Eh') 2P2 (E17) + P3 (E 7) + 2P4 (E17) +

3P5 (E7) + 2P6 GEM + P7 (E17)i

2 [E 8k=1 Pk (E17) E5k_2 Pk (E 'Y)

P5 (E 'Y) 2P6 (E17) + P7 (E17)i

M = 2

M = 4

M = 8

M = 16

(3.8)

where

Pk (EV) =
1 17*--(2k-1)/M] exp 	sin2 [(2k — 1) I 	d8

27r J0 	sin2

}1 f 7[1— (2k-1-1) M] 

exp 	
sin2  [(2k + 1) g 

27r J0 	sin28 	
d9.	 (3 . 9 )

For M > 32, similar expressions can be obtained [30i.

Adapt these expressions for OC by averaging Pk (E ley) over eyt (similar to the

derivations from (3.2) to (3.6)) so that,

Pk

1 f	 ir[1-(2k -1)/M] mytlx 	sin2 [(2k — 1) 71/Mi)
27r 	 sin2 	

dB} p),(A)dA

1 f 	 f 7[1-(2k+1)/M] 	 sin2 [(2k 	 1) 7r/M1i )
do}net

27r 	
A 	 sin20

xp ›,(A)dA. (3.10)



30


