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ABSTRACT

JOINT BUFFER MANAGEMENT AND SCHEDULING FOR INPUT QUEUED SWITCHES

by
Dequan Liu

Input queued (IQ) switches are highly scalable and they have been the focus of many studies from academia and industry. Many scheduling algorithms have been proposed for IQ switches. However, they do not consider the buffer space requirement inside an IQ switch that may render the scheduling algorithms inefficient in practical applications.

In this dissertation, the Queue Length Proportional (QLP) algorithm is proposed for IQ switches. QLP considers both the buffer management and the scheduling mechanism to obtain the optimal allocation region for both bandwidth and buffer space according to real traffic load. In addition, this dissertation introduces the Queue Proportional Fairness (QPF) criterion, which employs the cell loss ratio as the fairness metric. The research in this dissertation will show that the utilization of network resources will be improved significantly with QPF. Furthermore, to support diverse Quality of Service (QoS) requirements of heterogeneous and bursty traffic, the Weighted Minmax algorithm (WMinmax) is proposed to efficiently and dynamically allocate network resources.

Lastly, to support traffic with multiple priorities and also to handle the decouple problem in practice, this dissertation introduces the multiple dimension scheduling algorithm which aims to find the optimal scheduling region in the multiple Euclidean space.
JOINT BUFFER MANAGEMENT AND SCHEDULING
FOR INPUT QUEUED SWITCHES

by
Dequan Liu

A Dissertation
Submitted to the Faculty of
New Jersey Institute of Technology
In Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy in Electrical Engineering

Department of Electrical and Computer Engineering

January 2003
APPROVAL PAGE

JOINT BUFFER MANAGEMENT AND SCHEDULING
FOR INPUT QUEUED SWITCHES

Dequan Liu

Dr. Edwin Hou, Dissertation Advisor
Associate Professor of Electrical and Computer Engineering, NJIT

Dr. Nirwan Ansari, Dissertation Co-Advisor
Professor of Electrical and Computer Engineering, NJIT

Dr. Sirin Pékinay, Committee Member
Assistant Professor of Electrical and Computer Engineering, NJIT

Dr. Symeon Papavassiliou, Committee Member
Assistant Professor of Electrical and Computer Engineering, NJIT

Dr. Jiming Liu, Committee Member
VP, CTO, ZTEUSA
BIOGRAPHICAL SKETCH

Author: Dequan Liu
Degree: Doctor of Philosophy
Date: January, 2003

Undergraduate and Graduate Education:

- Doctor of Philosophy in Electrical Engineering,
  New Jersey Institute of Technology, Newark, NJ, USA, 2003

- Master of Science in Electrical Engineering,
  Beijing University of Posts & Telecommunications, Beijing, China, 1992

- Bachelor of Science in Electrical Engineering,
  Beijing University of Posts & Telecommunications, Beijing, China, 1989

Major: Electrical Engineering

Publications:

Dequan Liu, Nirwan Ansari, and Edwin Hou,
"QLP: A Joint Buffer Management and Scheduling Scheme for Input Queued Switches,"

Dequan Liu, Nirwan Ansari, and Edwin Hou,
"Fairness Criterion for Allocating Resources in Input Queued Switches,"

Dequan Liu, Nirwan Ansari, and Edwin Hou,
"A novel fairness criterion for input queued switches,"
Dequan Liu, Nirwan Ansari, and Edwin Hou,
"A Novel Algorithm for Resource Allocation for Heterogeneous Traffic,"
To my beloved family
ACKNOWLEDGEMENT

First of all, I would like to thank my academic advisor Professor Edwin Hou for his excellent guidance, invaluable advice, and constant encouragement throughout the years.

I also would like to express my deep thanks to my dissertation co-advisor Professor Nirwan Ansari for helping me delve into various networking areas. His invaluable academic insights in high-speed networks are the key for the completion of this dissertation.

I am deeply indebted to Professor Sirin Tekinay for helping me to acquire the necessary knowledge to be a successful researcher in data networks and wireless networks.

I would also like to thank Professor Symeon Papavassiliou for his professional guidance, and detailed comments on the drafts of this dissertation.

I would like to express my special thanks to Dr. Jiming Liu and Ms. Liwei Gao for their insightful suggestions on my research work and their kind help for my life.

I would also like to thank Dr. Jinghui Li for his invaluable discussion and help. I would like to thank my colleagues in the Advanced Networking Laboratory and NJ Wireless Center, especially, Ximin Zhang, Jiongkuan Hou, Zhicheng Ni, Jingxuan Liu, Yuanqiu Luo, and Hong Zhao.

Finally, I would like to acknowledge my parents who have always been there for their immeasurable devotion and encouragement.
# TABLE OF CONTENTS

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1.1</td>
<td>1</td>
</tr>
<tr>
<td>1.2</td>
<td>3</td>
</tr>
<tr>
<td>1.3</td>
<td>4</td>
</tr>
<tr>
<td>1.4</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>2.1</td>
<td>7</td>
</tr>
<tr>
<td>2.2</td>
<td>11</td>
</tr>
<tr>
<td>2.3</td>
<td>15</td>
</tr>
<tr>
<td>2.4</td>
<td>16</td>
</tr>
<tr>
<td>2.5</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
</tr>
<tr>
<td>3.1</td>
<td>22</td>
</tr>
<tr>
<td>3.1.1</td>
<td>23</td>
</tr>
<tr>
<td>3.1.2</td>
<td>24</td>
</tr>
<tr>
<td>3.1.3</td>
<td>24</td>
</tr>
<tr>
<td>3.2</td>
<td>25</td>
</tr>
<tr>
<td>3.2.1</td>
<td>25</td>
</tr>
<tr>
<td>3.2.2</td>
<td>27</td>
</tr>
<tr>
<td>3.2.3</td>
<td>31</td>
</tr>
<tr>
<td>Chapter</td>
<td>Page</td>
</tr>
<tr>
<td>---------</td>
<td>------</td>
</tr>
<tr>
<td>3.2.4 Fairness of QLP</td>
<td>33</td>
</tr>
<tr>
<td>3.3 Evaluation of the QLP and Max-Min Algorithms</td>
<td>33</td>
</tr>
<tr>
<td>3.4 Discussion</td>
<td>35</td>
</tr>
<tr>
<td>4 FAIRNESS ISSUES</td>
<td>36</td>
</tr>
<tr>
<td>4.1 Fairness Criteria for ABR Services</td>
<td>38</td>
</tr>
<tr>
<td>4.2 Fairness Index</td>
<td>39</td>
</tr>
<tr>
<td>4.3 Queue Proportional Fairness (QPF)</td>
<td>40</td>
</tr>
<tr>
<td>4.3.1 Problem Statement</td>
<td>41</td>
</tr>
<tr>
<td>4.3.2 Queue Proportional Fairness</td>
<td>42</td>
</tr>
<tr>
<td>4.4 Evaluation of QPF</td>
<td>46</td>
</tr>
<tr>
<td>4.5 Discussion</td>
<td>48</td>
</tr>
<tr>
<td>5 RESOURCE ALLOCATION FOR HETEROGENEOUS TRAFFIC</td>
<td>49</td>
</tr>
<tr>
<td>5.1 Introduction</td>
<td>49</td>
</tr>
<tr>
<td>5.2 Weighted MinMax Algorithm</td>
<td>50</td>
</tr>
<tr>
<td>5.2.1 Weighted Minmax Algorithm</td>
<td>50</td>
</tr>
<tr>
<td>5.2.2 An Example</td>
<td>51</td>
</tr>
<tr>
<td>5.2.3 Analysis of the WMinmax Algorithm</td>
<td>53</td>
</tr>
<tr>
<td>5.3 Evaluation</td>
<td>56</td>
</tr>
<tr>
<td>5.4 Summary</td>
<td>57</td>
</tr>
<tr>
<td>Chapter</td>
<td>Page</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>6 MULTIPLE DIMENSION SCHEDULING ALGORITHM</td>
<td>58</td>
</tr>
<tr>
<td>6.1 Multiple QoS Priorities</td>
<td>58</td>
</tr>
<tr>
<td>6.2 Multiple Dimension Scheduling Algorithms</td>
<td>59</td>
</tr>
<tr>
<td>6.2.1 Two-Dimension Algorithm for Output-Queued Switches</td>
<td>59</td>
</tr>
<tr>
<td>6.2.2 Two-Dimension Algorithm for Input-Queued Switches</td>
<td>60</td>
</tr>
<tr>
<td>6.3 Conclusions</td>
<td>63</td>
</tr>
<tr>
<td>7 CONCLUSIONS AND FUTURE WORK</td>
<td>64</td>
</tr>
<tr>
<td>REFERENCES</td>
<td>66</td>
</tr>
</tbody>
</table>
# LIST OF FIGURES

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>The structure of a 4 by 4 output queued switch</td>
<td>1</td>
</tr>
<tr>
<td>1.2</td>
<td>The structure of a 4 by 4 input queued switch</td>
<td>1</td>
</tr>
<tr>
<td>1.3</td>
<td>The structure of an IQ switch with virtual output queueing</td>
<td>2</td>
</tr>
<tr>
<td>2.1</td>
<td>A bipartite graph matching</td>
<td>8</td>
</tr>
<tr>
<td>2.2</td>
<td>The matrix of weights (a), and the matched connection matrix (b)</td>
<td>8</td>
</tr>
<tr>
<td>2.3</td>
<td>Solutions to the bipartite graph in Figure 2.2(a): A maximum size match (a), A maximum weight match (b), A maximal match (c), and A stable marriage match (d)</td>
<td>9</td>
</tr>
<tr>
<td>3.1</td>
<td>Rate assignment that maximizes best-effort traffic throughput for $\beta \leq \mu$</td>
<td>32</td>
</tr>
<tr>
<td>3.2</td>
<td>Rate assignment that maximizes best-effort traffic throughput for $\beta \geq \mu$</td>
<td>32</td>
</tr>
<tr>
<td>3.3</td>
<td>Comparison of the maximum required buffer space using the QLP and Max-Min algorithms for input 1</td>
<td>34</td>
</tr>
<tr>
<td>3.4</td>
<td>Cell loss ratio of input port 1 using the QLP and Max-Min algorithms</td>
<td>34</td>
</tr>
<tr>
<td>3.5</td>
<td>Throughput of input port 1 using the QLP and Max-Min algorithms</td>
<td>35</td>
</tr>
<tr>
<td>4.1</td>
<td>Cell loss ratio of input port 1 using the QPF and Max-Min fairness criterion</td>
<td>47</td>
</tr>
<tr>
<td>4.2</td>
<td>Throughput of input port 1 using the QPF and Max-Min fairness criterion</td>
<td>47</td>
</tr>
<tr>
<td>5.1</td>
<td>Queue lengths of stream 1 and 2 via WMinmax and Minmax algorithm for the first scenario</td>
<td>56</td>
</tr>
<tr>
<td>5.1</td>
<td>Queue lengths of stream 1 and 2 via WMinmax and Minmax algorithm for the second scenario</td>
<td>57</td>
</tr>
<tr>
<td>6.1</td>
<td>Scheduling region for two priorities traffic</td>
<td>62</td>
</tr>
</tbody>
</table>
CHAPTER 1
INTRODUCTION

In this chapter, the basic background of this dissertation, which includes the architectures of cell-based switches, functions of scheduling and buffer management schemes, and types of traffic to be supported, are introduced. In the last section, the outline of this dissertation is presented.

1.1 Structures of Input and Output Queued Switches

Many switching architectures have been considered for Asynchronous Transfer Mode (ATM) networks [71, 32]. Depending on the position of the buffer, a switch can be classified as input, output, and input-output queued.

![Diagram of a 4 by 4 output queued switch](image1)

Figure 1.1 The structure of a 4 by 4 output queued switch.

![Diagram of a 4 by 4 input queued switch](image2)

Figure 1.2 The structure of a 4 by 4 input queued switch.
Cells are immediately transmitted across the switching fabric upon arrival in an output queued (OQ) switch, as shown in Figure 1.1, and stored in the buffers at the output side. Scheduling algorithms for an OQ switch then decide which cell can be transmitted to the output lines. Although OQ switches can provide QoS guarantees, they are limited by the speedup requirement — the processing speed of data line inside the fabric and the rate to access the buffer can be, in the worst case, $N$ times the output line rate for an $N$ by $N$ switch. In high-speed networks, with high-speed optical fiber being the transmission media, satisfying this requirement is becoming much more difficult.

In an input queued (IQ) switch as shown in Figure 1.2, there are buffers at the input side. Each input port can keep its own buffer or share a common one with other input ports. Cells are first stored in the buffers before they are selected by the scheduling algorithm to switch through the switching fabric.

![Figure 1.3 The structure of an IQ switch with virtual output queueing.](image)

There is a well-known Head-of-Line (HOL) blocking problem [29] for IQ switches when each input port keeps a single queue for all output ports. HOL occurs when a cell is blocked by another cell, which queues ahead the blocked cell and destines to a different output. HOL blocking limits the throughput of an IQ switch to 58% under uniform independent and identical distribution $(i,i,d)$ Bernoulli traffic for large $N$ [29]. The problem is worse for bursty traffic and the throughput of a switch may be limited to
50% when the burstiness of traffic is high [1]. The HOL problem can be eliminated by using Virtual Output Queuing (VOQ), as shown in Figure 1.3, where each input maintains a separate virtual queue for each output [37, 54, 49, 48, 69]. In this dissertation, the IQ switch is assumed to have a separate buffer at each input port, and VOQ is adopted.

1.2 Buffer Management

Buffer management schemes address the problem of buffer space allocation among contenders. An ideal buffer management scheme should possess the following features. First, it should completely allocate the whole buffer space to reduce the overall cell losses. Namely, a cell is always allowed to queue in the buffer when there is empty space inside the buffer. Second, it should be able to regulate the sharing of the buffer to guarantee different QoS requirements imposed by different classes of traffic. Since each class may have its own Cell Loss Ratio (CLR) requirement, it may be necessary to maintain separate queue information for different classes. Third, it should guarantee fairness to isolate well-behaved flows from misbehaving flows. Fourth, it should be simple to implement in high-speed networks. Unfortunately, hardly any of the existing buffer management schemes have all these features. In Chapter 2, it is shown that several schemes meet some, but not all the features of the ideal buffer management scheme.

From the buffer perspective, an ATM switch can be classified as either completely shared memory or non-shared memory [71]. The latter can be further divided into the IQ and the OQ switch based on the location of the memory. For shared memory and OQ switches, the buffer access speed may be the bottleneck of the switch because, as
explained in Section 1.1, it may be required to run, in the worst case, N times the line rate. When shared memory and OQ switches are employed in the high speed network, they may not be able to support high speed links due to current memory techniques. Existing buffer management schemes are mostly proposed for the completely shared memory or OQ switches.

In this dissertation, for an IQ switch, the virtual buffer management scheme that employs the concept of the exchangeability of buffer space and bandwidth is presented. For example, for regulated traffic, network administrators can allocate either its Peak Cell Rate (PCR) with no buffer space or its Sustainable Cell Rate (SCR) with some buffer space to the traffic. From the perspective of Cell Loss Ratio (CLR), both allocation methods can achieve the same results. Thus, it is possible to allocate resources flexibly to find a good tradeoff between bandwidth and buffer space allocation to competing connections based on the current network condition.

1.3 Guaranteed Traffic Versus Best Effort Traffic

The number of Internet users has been increasing exponentially in the last several years. The original Internet Protocol (IP) was designed to support the best-effort traffic only: all traffics in the Internet are treated as the same class. IP Routers are work-conserving to transmit all packets. If the traffic load is more than their transmission capacity, packets will be dropped. RSVP and DiffServ have been proposed to support multi-class traffic and guarantee transmission rates for several classes of traffic in the Internet in the near future [75, 5]. ATM, on the other side, is a mature technology to support multi-class services and different QoS requirements. Many proposals have been suggested to support
It is clear that future network must support at least two kinds of traffic: the QoS aware traffic and the best-effort traffic. In this dissertation, two kinds of traffic (multi-class traffic can be considered similarly), which are guaranteed traffic, such as audio and video, and best-effort traffic, such as data, are considered. Connection Admission Control (CAC) is required for the guaranteed traffic before they are allowed to enter into the network, so that their required resources can be satisfied by the network. For the best-effort traffic, no CAC is preceded, and thus they may require more resource than what the network can support. Namely, no QoS can be guaranteed for the best-effort traffic. In this dissertation, these two kinds of traffic are considered together to obtain the maximum throughput of a switch, while satisfying the resource demands of the guaranteed traffic. In addition, the network resources are allocated fairly and efficiently among the best-effort traffic.

1.4 Outline of this Dissertation

Scheduling algorithms for input queued switches will be investigated in this dissertation. Based on the fact that buffers inside switches may not be able to accommodate all arriving traffic, the effect of scheduling algorithms on the buffers are studied. By jointly considering the buffer management schemes and scheduling algorithms, the main goal of this dissertation is to improve the utilization of both buffer space and bandwidth so as to accommodate more traffic with limited resources.

Chapter 2 presents existing scheduling algorithms for input queued switches. The scheduling algorithms are classified into three categories: bipartite graph matching algorithms, parallel iterative matching algorithms, and QoS features guaranteed
algorithms. Chapter 2 also briefly reviews existing buffer management schemes for the shared buffer structure. The packet discarding schemes in the gateway will be discussed in this chapter.

Chapter 3 proposes Queue Length Proportional (QLP) assignment algorithm, which allocates available bandwidth to the competing flows in proportion to their corresponding buffer occupancies. High utilization of both buffer space and bandwidth can be obtained so that both high throughput and low cell loss ratio can be achieved.

In Chapter 4, the cell loss ratio is employed as the fairness metric resulting in the Queue Proportional Fairness (QPF) criterion. Three types of fairness: intra-queue, intra-input and inter-input fairness, are considered for an input queued switch. By employing this new metric, the new criterion can achieve higher utilization of network resources than the traditional Max-Min fairness criterion.

Chapter 5 presents the Weighted Minmax (Wminmax) algorithm to support different QoS requirements of heterogeneous traffic. In Wminmax, heterogeneous and regulated traffics are grouped into several classes according to their negotiated QoS parameters. For each class, network resources are allocated in proportion to their corresponding weights.

In Chapter 6, the Multiple Dimension Scheduling (MDS) algorithm is proposed to support traffic with multiple priorities and to handle the decouple problem in practical implementation. In MDS, the criterion to select the packet to transmit is determined by multiple QoS parameters and, therefore, it is possible to find the optimal scheduling region in the multiple dimensional space.

Chapter 7 provides the conclusions and future work of this dissertation.
CHAPTER 2
EXISTING SCHEDULING ALGORITHMS
FOR INPUT QUEUED SWITCHES AND BUFFER MANAGEMENT SCHEMES

In this chapter, existing scheduling algorithms for input queued switches are introduced. In the bipartite graph matching algorithms, several types of matching are considered based on their matching criteria. The parallel iterative matching algorithms aim to find a match by several iterations. Finally, four algorithms, which can guarantee some QoS features, such as delay and delay jitter, are presented. Also, in this chapter, existing buffer management schemes are reviewed. For fixed length cells with a common shared buffer, the existing buffer management schemes can be classified as push-out or non-push-out policies based on whether push-out technique is involved or not. They can also be classified as dynamic or static threshold schemes based on whether the buffer partitioning is dynamic or static. In gateways, for variable-length IP packets, several discarding algorithms are also reviewed in this chapter.

2.1 Bipartite Graph Matching Algorithms

A bipartite graph matching \([70, 1] \ G = (U, V, E, W)\), as shown in Figure 2.1, is used to depict the connection of an IQ switch. Nodes \(U, V\) represent input ports and output ports, respectively; edges \(E\) stand for possible transmission and edge weights \(W\) represent the transmission demands of each edge. A matrix \(W\), as shown in Figure 2.2(a), is used to represent the weights of a switch, where each matrix element represents the corresponding weight from an input to an output. For example, \(w_{1,2}\) represents the weight from input 1 to output 2. If all the weights are set as ones, the weight matrix \(W\) is
identical to the edge matrix $E$. Thus, from $W$, it can also know which inputs have traffic waiting for transmission. For example, $w_{1,4} = 0$ shows the weight from input 1 to output 4 is zero and, at the same time, means that there is no transmission demand from input port 1 to output port 4. Different scheduling algorithms will select different metrics as the weights. For example, Longest Queue First (LQF) algorithm [49] selects the queue length as the weight. Scheduling algorithms will try to find a subnet of edges $M \subset E$ such that each input is connected with no more than one output and vice versa. Let a matrix $M$ represents the matched connections of inputs and outputs found by a scheduling algorithm. If an input and an output are matched, the corresponding element in $M$ will be set to one, and it will be set to zero otherwise. Since an input can at most match one output at each time slot, there is no more than one element being one at each row and each column in $M$.

\[
\begin{bmatrix}
2 & 4 & 1 & 0 \\
2 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 3 & 1 \\
\end{bmatrix} \quad \begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

**Figure 2.1** A bipartite graph matching.

**Figure 2.2** The matrix of weights (a), and the matched connection matrix (b).
Four kinds of matching have been considered:

- Maximum Size Matching (MSM) aims at finding a maximum number of matching pairs. The complexity of the algorithm to find the MSM is $O(N^{2.5})$ [24].

- Maximum Weight Matching (MWM) algorithm wants to find a maximum aggregate weight with computation complexity $O(N^3 \log N)$ [70]. i.e., $\arg \max_M \left[ \sum_{ij} w_{ij} m_{ij} \right]$. The MSM is a special case of the MWM with all weights being set to ones.

- Maximal Matching (MM) means that no extra matching pair can be added without changing current matches. The best algorithm to find a MM has computational complexity $O(N^2)$ [70]. It is clear that a MSM or a MWM is always a MM. However, a MM may not always be a MSM or a MWM.

- Stable Marriage Matching (SMM): given a weighted bipartite graph $(U, V, E, W)$, a matching $M \subseteq E$ is a stable marriage matching [17] if for any edge $e \notin M$, there is an edge $e_M \in M$ such that they share a common node and $W(e_M) \geq W(e)$. The computation complexity to find a SMM is $O(N^2)$.

\[
\begin{array}{cccc}
2 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
\end{array} \quad \begin{array}{cccc}
0 & 4 & 0 & 0 \\
2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array} \quad \begin{array}{cccc}
2 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 3 & 0 \\
\end{array} \quad \begin{array}{cccc}
0 & 4 & 0 & 0 \\
2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array}
\]

Figure 2.3 Solutions to the bipartite graph in Figure 2.2 (a): A maximum size match (a), A maximum weight match (b), A maximal match (c), and A stable marriage match (d).

Figure 2.3 shows example solutions of the bipartite graph matching problem based on Figure 2.2(a) with: (a) a maximum size match, (b) a maximum weight match, (c) a maximal match, and (d) a stable marriage match.
Many scheduling algorithms have been proposed based on graph matching. Although the MSM can provide a high throughput for \textit{i.i.d} traffic, it suffers several problems for non-uniform traffic. Under admissible traffic, MSM may lead to the problem of starvation and unfairness. For inadmissible traffic, MSM may lead to starvation, where some flows are not able to be serviced for very long time when the traffic is non-uniform.

Instead of finding a MSM, Longest Queue First (LQF) algorithm [49] aims to find a MWM with the queue length as the weight. [49] proved that LQF is stable under admissible and independent traffic pattern, i.e., the average queue length is finite. For a switch with a big buffer, it implies the LQF can achieve 100% throughput.

The iterative LQF (i-LQF) [50] is a simple version of LQF. By employing the simple iterative algorithm, i-LQF has a low computational complexity. The Longest Normalized Queue First (LNQF) [37] is an improved version of LQF. In LNQF, the queue length is normalized by its rate. Thus, the LNQF can avoid the starvation of the low traffic and achieve fair bandwidth allocation.

The Oldest Cell First (OCF) [52] algorithm was proposed to solve the starvation problem of the LQF algorithm. In OCF, the waiting time of the HOL cell is selected as the weight and a MWM is found based on the selected weights. Since the service metric is the waiting time of a cell, every cell can be serviced eventually after waiting for some finite time and OCF is a stable and starvation-free algorithm for all independent and admissible traffic.

The Longest Port First (LPF) [37] is a practical version of LQF by setting the weight to the aggregated queue length of each port. Also, the LPF matching is
implemented by modifying the Edmonds-Karp maximum size matching algorithm [12, 70] which has lower computational complexity than the MWM algorithm.

The weighted arbitration algorithm [63] can support traffic with different priorities by assigning larger weights to the higher priority traffic.

The shakeup technique [21] is a simple and randomized approach. The motivation of the shakeup technique is that the matching of the next time slot is most likely similar to the matching of the current time slot. In the unweighted shakeup technique, an unmatched port can force a matching for itself even if an existing matching has to be removed from an initial matching. In the weighted shakeup technique, a matching is selected with probability proportional to its queue size among competing ports. The explanation of the performance improvement of the shakeup technique is that when an existing matching is removed, it can cause a chain of shake-outs and lead to an augmenting path in a probability sense.

2.2 Parallel Iterative Matching Algorithms

Parallel Iterative Matching (PIM) algorithm [1] has been proposed by DEC System Research Center for their commercial AN2 switch, which is a 16-port, 16Gb/s switch. PIM aims at finding a MM by several iterations. A connection made in the previous iteration will not be removed in the next matching iteration. Therefore, a MM will be obtained instead of a MSM. Three steps, executing at each input or output, are required in each iteration.

Step 1. Request: Each unmatched input sends a request to every output if there are traffic waiting for the transmission (corresponding $w_{ij}$ is not zero).
Step 2. Grant: If an unmatched output receives any requests, it randomly selects one to grant.

Step 3. Accept: If an input receives any grants, it randomly selects one to accept.

Repeating the above three steps in each iteration, PIM will be able to find a MM. The average number of iterations that the PIM algorithm will converge is log N. Each iteration may match, on average, at least \( \frac{3}{4} \) of the unmatched pairs until a MM is found. For more than 99% of the times, a MM is able to be found by using PIM within 4 iterations for a 16×16 switch.

A closed form equation for the throughput of a switch using PIM algorithm under i.i.d. Bernoulli traffic is given in [19]. It was shown that more than 90% of the throughput can be reached within 3 iterations with PIM for a 16×16 switch.

However, PIM cannot allocate bandwidth flexibly among competing connections. Also, it cannot allocate the bandwidth fairly among competing connections [53]. Another problem of PIM is its complexity caused by implementing a random arbiter in high-speed networks [53].

Round-robin matching (RRM) algorithm [53, 51] is proposed to overcome the problem of complexity and unfairness in PIM by using the round robin arbiter. In RRM, each iteration also has three steps but is modified as follows for a N by N switch:

Step1. Request: Each unmatched input sends a request to every output if the corresponding \( w_{ij} \) is not zero.

Step 2. Grant: If an unmatched output receives any requests, it selects one with the highest priority to grant. The priority is decided by a priority pointer \( g_i \). After each grant
the pointer will increase (ModuloN) to one location next to the granted one following the fixed round robin schedule.

Step 3. Accept: an unmatched input will accept the highest priority one among all grants. Each input keeps a fixed, round robin schedule to give the priority of each output port. The pointer \( a_i \) will increase to one location beyond the accepted one in each accept step.

Although RRM algorithm overcomes the complexity and unfairness of PIM, for uniform i.i.d Bernoulli traffic, RRM will be unstable for traffic load over 63% [51]. The poor performance of RRM is caused by the way it updates the pointer.

iSLIP algorithm [51] modifies RRM algorithm in the second step as:

Step 2. Grant: If an output receives any requests, it selects the input with the highest priority in a fixed, round robin schedule. The pointer \( g_i \) will go to the next location if and only if the grant is accepted in step 3.

This modification prevents arbiters from synchronization as in RRM, where some arbiters keep pointing to the same input.

It is shown in [51] with simulations that iSLIP can achieve 100% throughput for uniform traffic (destinations are uniformly distributed) with only one iteration. Under heavy traffic load, iSLIP behaves similarly as time division multiplexing.

Prioritized, threshold, and weighted iSLIP are also presented in [51]. In Prioritized iSLIP, a separate queue is kept for every priority level traffic. The lower priority level traffic will be served if there is no higher priority traffic waiting for transmission. In threshold iSLIP, a number of threshold levels are maintained to determine the corresponding priority level of a request. After the priority level of a
request is decided, scheduling will follow the prioritized iSLIP. Weighted iSLIP is proposed to avoid the starvation of low priority traffic as in the prioritized iSLIP, where lower priority traffic will not be served until there is no higher priority traffic. An output port distributes its bandwidth among competing input ports in proportion to their corresponding weights.

The Iterative Round Robin with Multiple Classes (IRRM-MC) [56, 57] algorithm is similar to the prioritized iSLIP. Starting from the highest priority, IRRM-MC executes different iterations in different classes. High priority traffic will obtain more resources than low priority traffic by using the IRRM-MC algorithm.

The Simplified PIM (SPIM) [55] is a simple version of PIM, where each input is only allowed to make at most one request in each iteration. Therefore, the accept step is not needed anymore. Thus, the implementation of SPIM is easier than PIM. The performance of SPIM is almost the same as PIM [55].

The weighted PIM (WPIM) [67] can provide bandwidth guarantee in an IQ switch. In WPIM, every VOQ is masked or unmarked depending on whether or not it transmits more traffic than its weighted assignment. A request from a masked VOQs is ignored by output ports. By allowing an input to accept multiple grants belonging to different time slots in each iteration, Enhanced PIM (EPIM) [39] is able to achieve a maximal match in a few iterations.

FCFS In Round Robin Matching (FIRM) [64] algorithm is proposed to improve the delay performance of iSLIP by modifying the second grant step as:
Step 2. Grant: If an unmatched output receives any requests, it selects the input with the
highest priority among all requested inputs. If the grant is not accepted, the round
robin pointer is kept on this request until it is served eventually.

In the worst case, a request in FIRM can be served in $N^2$ time slots while a request
will wait for $N^2+(N-1)^2$ time slots to be served in iSLIP.

2.3 QoS Features Guaranteed Algorithms

Several scheduling algorithms for IQ switches are proposed to guarantee cell delay for
time sensitive traffic, such as voice.

Both the Slepian-Duguid [1] and Store-Sort-and-Forward (SSF) [36] algorithm
can be referred to as frame-based schemes, where the time axis is divided into frames.
Each frame has a fixed number of time slots. The arriving cells are first stored in the
buffers, and the algorithm will rearrange these stored cells in next frame. It is shown in
[1], if the total number of stored cells is no more than the number of time slots in each
frame, a schedule can always be found. Both algorithms have the problem of rate
granularity. Smaller frame can have low delay guarantee but with high rate granularity
while larger frame suffers high delay but keeps low rate granularity.

Based on the Birkhoff and Von Neumann theorem for decomposing the rate
matrix into permutation matrices, the Birkhoff-Von Neumann (BVN) algorithm [6, 7]
was proposed to guarantee cell delay bound if traffic is leaky bucket constrained. The
main contribution of BVN is that it decomposes the multiple dimension problem of the
scheduling algorithm for an IQ switch into one dimension problem. BVN can achieve
100% throughput for both uniform and non-uniform traffic.
Several linear complexity $O(N^2)$ algorithms are proposed in [26]. These algorithms can be classified into the MWM category, where the weights are selected as the queue length, the waiting time of the oldest cells, and the outstanding credit. The stable marriage match is selected as the matching algorithm for selected weights. Mathematical analysis, based on the Lyapunov functions, shows that these algorithms can support 50% bandwidth reservation. Since the Lyapunov functions give very loose bounds, simulations show that the bandwidth reservation can actually be up to 90%.

2.4 Shared Memory Management Algorithms

Existing buffer management schemes are proposed for completely shared memory or OQ switches. They can be classified as push-out or non-push-out policies. Push-out is a technique to support multi-priorities and fairness by replacing an existing cell with a new incoming one when the buffer is full. Push-out policies are efficient but difficult to implement.

Kamoun and Kleinrock analyzed several buffer sharing schemes in [27] for OQ switches. Complete Sharing (CS) policy allows cells enter into the buffer until it is full. This policy can perform very well under light load, but it can cause severe unfairness under asymmetrical or heavy loading condition because heavy connections can occupy the whole buffer and starve other connections. Complete Partitioning (CP) policy, on the other hand, divides the buffer into separate sections, and each of them can be accessed only by a particular connection. If one connection reaches its threshold, cells from this connection are not allowed to enter into the buffer. This policy guarantees fairness among all connections but may incur high cell loss ratio. Sharing with a Minimum Allocation
(SMA) reserves a minimum number of buffers and the remaining buffers are shared among all output ports. In sharing with a minimum queue lengths (SMXQ) scheme, the number of buffers allocated to each output port is limited to some level. Sharing with a minimum queue lengths and minimum allocation (SMQMA) is a combination of SMXQ and SMA schemes. The traffic pattern in [27] is assumed to be independent Poisson arrivals and exponential service times, and a closed product form solution is obtained in [27].

The existence and the structure of an optimal sharing policy (in the sense of minimum packet loss or maximum throughput) have been investigated in [16]. The policies are called coordinate-convex policies because they have a coordinate-convex state space. In coordinate-convex policies, a packet will never be dropped once it is admitted in the buffer, and thus they belong to the non-push-out policies. For independent Poisson arrivals with exponential service time, it is shown in [16] that the optimal coordinate-convex policy will limit the queue length of output port to some fixed level in an OQ switch with two output ports.

The DoD (Drop-on-Demand) policy is suggested in [73] which allows the drop of accepted packets, and thus it belongs to the class of push-out policies. According to DoD, an arriving packet can always be accepted when there is empty space in the buffer. If a packet destined for an output, which has more packets than any other ports, finds the buffer full, then the arriving packet is dropped. Otherwise the arriving packet will be accepted and a packet that belongs to the longest queue will be pushed-out.

Wu and Mark proposed a strategy called Complete Sharing with Virtual Partition (CSVP) [74] for buffer management at a multiplexer or an output port of an OQ switch.
In CSVP, the total buffer space is partitioned based on the relative traffic loads (measured or estimated). Virtual partition allows a newly arriving cell belonging to an oversubscribed flow to enter into the buffer, and to be overwritten when necessary. The main contribution of the CSVP scheme is that it has the same performance as the CP mechanism but maintains fair allocation to all participating flows.

The Push-out with Threshold (POT) was proved to be the optimal policy in terms of the overall cell loss ratio for a system with two output ports in [11, 65]. Although the overall loss probability of POT policy has no significant improvement comparing to the coordinate-convex policy, the POT policy can keep the loss probability of an individual output constant. Also it can guarantee fairness among competing connections.

Guerin et al. presented a special scheme in [22] to provide QoS features through buffer management only.

Cheung and Pencea suggested Pipelined Sections (PS) [8] buffer management method that divides the buffer space into N prioritized sections. Each flow with QoS requirements is assigned some buffer space in each section. Arrivals first enter into the last section and only packets in this section can be transmitted. Remaining sections are used to store and re-organize packets. It is shown that PS method can provide rate guarantee to a leaky bucket constrained flow using significantly less buffer reservation than the technique in [22].

Static Threshold (ST) is simple but does not adapt to traffic conditions, while Push-out technique is efficient but difficult to implement. Choudhury and Hahne proposed Dynamic Threshold (DT) scheme [9] to adaptively change the allocated buffer space to meet the traffic condition. The key idea is that the maximum permissible length
is proportional to the unused buffering in the switch. A queue whose length equals or exceeds the current threshold may accept no more arrivals. However, the DT scheme will leave some amount of buffer space unused [9].

Fan et al. suggested a new DT scheme in [14] to improve the utilization of buffer space. A common threshold for all competing flows is dynamically updated based on the current traffic condition. When all traffic loads are low, a high common threshold is expected. On the other hand, if the total traffic loads are high, a low common threshold will be obtained to guarantee the fair allocation of the whole buffer space. The new DT scheme can achieve 100% buffer utilization.

2.5 Random Early Detection Algorithm and its Variants

To avoid congestion at gateways, several dropping policies have been proposed.

The Drop Tail (DT) [23] scheme is a simple one used in most routers today. In DT, when an arriving packet finds the queue full, it is dropped. Several problems exist in DT: (1) Fairness among flows is not considered in DT; (2) It will incur the global synchronization problem where some control windows synchronously decrease their window size leading to low throughput of a gateway.

Random Early Detection (RED) [15] is proposed to provide a high aggregate throughput while keeping the queue size small by dropping packets early before the queue is full. In RED, \( P_a \), a probability function of the average queue size is employed for dropping purpose. When the average queue size is greater than the maximum threshold, all arriving packets are marked to drop. If the average queue size is between the minimum threshold and the maximum threshold, each arriving packet will be marked
with a probability $P_a$. By using the average queue size as the parameter to mark a packet, RED can be implemented without keeping status information of every connection. However, RED is sensitive to these parameters. Also RED does not guarantee the fairness among connections [47].

Rate and Queue Controlled Random Drop (RQRD) [28], which is based on the structure of the Core-Stateless Fairness Queueing (CSFQ) [68] distributed architecture, uses both the rate and queue information for the dropping. Thus, RQRD can achieve high throughput of a router as well as provide fairness among competing flows. Also, RQRD performs well for both UDP and TCP traffic.
CHAPTER 3

JOINT BUFFER MANAGEMENT AND SCHEDULING ALGORITHM

In this chapter, a new algorithm is proposed to obtain both high throughput and low cell loss ratio for input-queued switches.

Although output queued switches can provide QoS guarantees, they are limited by the speedup requirement — the processing speed of data line inside the fabric and the rate to access the buffer may be required to run, in the worst case, N times the outside line rate for an N×N switch. In high-speed networks, this requirement is becoming much more difficult to be satisfied. The fabric and the memory of input queued switches, on the other hand, can run at the same rate as the outside line. The well-known Head-of-Line (HOL) blocking problem can be eliminated simply by using Virtual Output Queuing (VOQ), where each input maintains a separate virtual queue for each output.

A key issue related to input-queued switches is scheduling cells to obtain a high throughput as well as a low cell loss ratio. McKeown et al. [54] presented a mechanism to achieve up to 100% throughput by finding a matching of a bipartite graph during every time slot. This algorithm performs very well when the traffic is admissible. However, the computational complexity is O(N^{2.5}) per time slot. Recently, a novel algorithm proposed by Chang et al. [6, 7] can guarantee not only a high throughput but also a bounded delay. The matching of a bipartite graph is computed over many time slots (e.g., 1000 time slots) rather than one time slot. Thus the new algorithm is “good on average” with much lower computational complexity per time slot. Other scheduling algorithms for input-queued switches such as the ones in [48, 49, 43] can also achieve a high throughput.
However, these scheduling algorithms do not consider the buffer space requirement inside a switch that may render these algorithms inefficient in practical applications.

Lapiotis and Panwar [33, 33] showed that joint buffer management and service scheduling for output-queued switches can improve the utilization of switch resources and accommodate more traffic in the network. This dissertation proposes to adopt this joint optimization concept for input queued switches, which are scalable, resulting in the Queue Length Proportional (QLP) assignment algorithm. In addition, this dissertation focuses on the condition, in which overloaded traffic will last for a long enough time. It is shown that appropriate joint assignment of both buffer space and bandwidth according to the real traffic load will lead to not only a high throughput, but also a low cell loss ratio. An intuitive explanation for this provision is that there is no benefit by assigning more bandwidth to a connection than its assigned buffer space can accommodate. Also, it is not necessary to assign more buffer space to a connection with low allocated bandwidth (rate), especially under heavy traffic condition.

3.1 Birkhoff-Von Neumann Algorithm (BVN)

To show how QLP (which concentrates on how the leftover bandwidth can be efficiently allocated to the best effort traffic) can work together with BVN (which provides enough bandwidth to the guaranteed traffic), the BVN algorithm is first reviewed in this section.

Let $\lambda = (\lambda_{i,j})_{N \times N}$ be the rate matrix of a switch with $N$ input ports and $N$ output ports. Here $\lambda_{i,j}$ denotes the rate demand from input $i$ to output $j$. It is said to be non-overbooking if the following two inequalities are satisfied:
There exists a set of positive coefficients $C_K$ and associated permutation matrices $M_k$, $k=1,...,K$ ($K$ is the decomposition number which is less than $N^2-2N+2$) that satisfy:

\[ \lambda \leq \sum_{k=1}^{K} C_k M_k, \quad \text{and} \quad \sum_{k=1}^{K} C_k = 1. \]

After obtaining the coefficients and the permutation matrices, it can set the connection of a switch according to the permutation matrices with the connection duration proportional to the coefficients. BVN can be implemented by the following three algorithms:

3.1.1 The Converting Algorithm

The rate matrix $\lambda$ is called doubly substochastic if it satisfies conditions (3.1) and (3.2). If both (3.1) and (3.2) are equalities, then the matrix is called doubly stochastic.

Algorithm 1 derives a doubly stochastic matrix $R$ from the doubly substochastic matrix $\lambda$ by the following steps:

Step 1: Randomly find an element at $(i,j)$ position in $\lambda$ satisfying $\sum_j \lambda_{i,j} < 1$ and $\sum_i \lambda_{i,j} < 1$.

Step 2: Let $\varepsilon = 1 - \max[\sum_j \lambda_{i,j}, \sum_i \lambda_{i,j}]$. Then add $\varepsilon$ to the element at $(i,j)$ in $\lambda$.

Step 3: Repeat step 1 and 2 until the sum of all elements in $\lambda$ is equal to $N$. 
3.1.2 The Decomposition Algorithm

Let $R$ be the doubly stochastic matrix derived from the original doubly substochastic $\lambda$ by algorithm 1 and $(i_1, ..., i_N)$ be a permutation of $(I, ..., N)$ satisfying:

\[ \prod_{k=1}^{N} R_{k, i_k} > 0 \]  

(3.3)

Step 1: Let $M$ be the permutation matrix corresponding to $(i_1, ..., i_N)$ and $C = \min(R_{k, i_k})$ for $1 \leq k \leq N$. Construct a new matrix $R_s$ by: $R_s = R - CM$

Step 2: If $C < 1$, the matrix $R_s/(1-C)$ is doubly stochastic, and a new permutation of $(i_1, ..., i_N)$ satisfying (3.3) can be obtained. Continue step 1 to find a new matrix. If $C = 1$, the representation is completed.

3.1.3 The Scheduling Algorithm

Assign a class of tokens for each permutation matrix $M_k$, $k=1, ..., K$.

Step 1: First, a token is generated for each class. The virtual finishing time of the first class $k$ token is: $v^1_k = \frac{1}{C_k}$, $k=1, ..., K$.

Step 2: The switch serves the current class of tokens with the smallest virtual finishing time first.

Step 3: Once the $K$ tokens are served, the next class of $K$ token is generated by:

\[ V^i_k = V^{i-1}_k + \frac{1}{C_k}, \quad k=1, ..., K, \quad i \geq 2. \]

Repeat step 2 and step 3 until all permutation connections have been served with connection duration proportional to their coefficients.
For example, consider the following rate matrix:

\[
\lambda = \begin{bmatrix}
0 & 0.3 & 0.2 & 0.4 \\
0.2 & 0.3 & 0 & 0.2 \\
0.4 & 0.1 & 0.3 & 0 \\
0.2 & 0 & 0.2 & 0.3 \\
\end{bmatrix}
\]  

(3.4)

where each row represents an input port and each column represents an output port.

Algorithm 1 may obtain the following doubly stochastic matrix:

\[
R = \begin{bmatrix}
0 & 0.4 & 0.2 & 0.4 \\
0.4 & 0.4 & 0 & 0.2 \\
0.4 & 0.2 & 0.4 & 0 \\
0.2 & 0 & 0.4 & 0.4 \\
\end{bmatrix}
\]  

(3.5)

Algorithm 2 may result in the following decomposition:

\[
R = 0.4 \begin{bmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix} + 0.4 \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{bmatrix} + 0.2 \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
\end{bmatrix}
\]

Then, the connection of the switch can be set according to the permutation matrices obtained above with connection duration proportional to the corresponding coefficients.

3.2 Queue Length Proportional Algorithm (QLP)

The integrated algorithm QLP is introduced in this section along with its mathematical analysis.

3.2.1 Problem Statement

Let \( \lambda \) be the rate matrix of the guaranteed traffic, and the derived doubly stochastic matrix \( R \) be the assigned rate matrix by the scheduling algorithm for both the guaranteed traffic and the best-effort traffic. \( R \geq \lambda \) implies that the rate demand of the guaranteed
traffic is satisfied, and $R-\lambda$ is the bandwidth assigned to the best-effort traffic. The actual traffic rate matrix $B$, which can be estimated on line, is the aggregated rate of the real guaranteed traffic plus the best-effort traffic.

If the rate matrix $B$ satisfies the non-overbooking conditions (3.1) and (3.2), the scheduling scheme can simply follow the three algorithms introduced in the previous section by deriving the assigned rate matrix $R$ directly from $B$, and no further steps are needed. Unfortunately, since there is no admission control for the best-effort traffic, $B$ may fail to satisfy conditions (3.1) and (3.2).

Since algorithm 1 derives the assigned rate matrix $R$ from the rate matrix of guaranteed traffic $\lambda$ only, it may not be able to allocate the leftover bandwidth fairly and efficiently while maintaining a high throughput. For example, from Equation (3.4), the rate demand of the guaranteed traffic from input port 2 to output port 1 is $r_{2,1} = 0.2$, but the assigned rate is 0.4 as shown in Equation (3.5). On the other hand, the rate demand of the guaranteed traffic from input port 3 to output port 1 is $r_{3,1} = 0.4$, and the assigned rate is 0.4. In other words, a rate of 0.2 is assigned to the best-effort traffic from input 2 to output 1, and none from input 3 to output 1. It is possible that the best-effort traffic from input 2 to output 1 may not need all of the 0.2 bandwidth, and thus the assigned bandwidth is wasted. On the other hand, the best-effort traffic from input 3 to output 1 cannot be transmitted because no bandwidth is assigned for it.

Chang et al. suggested a solution, referred here as the Max-Min algorithm, for this problem in [7] by applying the Max-Min fairness criterion to allocate the bandwidth. The Max-Min fairness was originally proposed for flow control [3], and it is a rate based, light traffic prioritized criterion [26, 30, 46]. The basic idea is to try to allocate as much
network resource as possible to the connection that has the minimum requirement among all connections. The Max-Min fairness can be reached by the filling procedure where rate allocation for all input-output pairs increases linearly until the minimum one reaches its rate limitation. Other pairs continue to increase their rates similarly until all bandwidths are allocated. The rate limitation of each pair, which is an element of the actual rate matrix $B$, can be estimated on line [7]. Since the Max-Min algorithm derives the assigned rate matrix $R$ from not only the rate matrix of the guaranteed traffic $\lambda$ but also the estimated rate matrix $B$, this algorithm can obtain a high throughput by avoiding possible mismatch between the assigned bandwidth and the real traffic load. However, under overloaded conditions, this method can incur a high cell loss ratio if the buffer space is not large enough. For example, consider a $2\times2$ switch, the available bandwidth of output 1 for the best-effort traffic is 0.5, and actual rates of the best-effort traffic on the two inputs which is destined for output 1 are $r_{1,1} = 0.5$ and $r_{2,1} = 0.2$, respectively. To achieve Max-Min fairness, the assigned rate for these two inputs should be: $r_{1,1} = 0.3$ and $r_{2,1} = 0.2$. The traffic that cannot be transmitted for the two input ports is $0.2T$ and none, respectively. $T$ is the time interval of the bandwidth allocation procedure. If this condition persists for a long time, the buffer of input 1 is likely to overflow, and the buffer of input 2 is surely under utilized. Another possible problem is the on-line measurement errors may influence the performance of the Max-Min algorithm.

3.2.2 QLP for a Single Output

To achieve high throughput as well as to improve the utilization of the buffer space, this dissertation proposes the Queue Length Proportional (QLP) Assignment algorithm to
avoid the possible cell loss caused by the Max-Min algorithm proposed in [7] under heavy congestion condition.

The QLP algorithm assigns an input port with rate proportional to its buffer queue length. The matrix $R$ may be obtained through the following optimization problem:

Maximize:

$$\sum_{i=1}^{N} R_{i,j} \quad j = 1,\ldots,N$$

Subject to:

$$\sum_{i=1}^{N} R_{i,j} \leq 1 \quad \text{and} \quad \sum_{j=1}^{N} R_{i,j} \leq 1$$

(3.6)

For an $N \times N$ switch, let the buffer length of input $n$ ($n=1,\ldots,N$), which is destined to the same output $m$, $m \in (1,\ldots,N)$, be $L_1, L_2,\ldots, L_N$, respectively. Let $L_T = L_1 + L_2 + \ldots + L_N$ be the total virtual queue length for output $m$.

The available bandwidth of output $m$ for the best-effort traffic is $R_T$. Let $R_1, R_2,\ldots,R_N$ be the assigned bandwidth by output $m$ for input 1, 2, ..., $N$, respectively. $R_T = R_1 + R_2 + \ldots + R_N$.

**Definition 3.1.** If the allocated rates satisfy the following equation:

$$\frac{R_i}{L_i} = \frac{R_T}{L_T} = \frac{1}{\mu}, \quad i = 1, 2, \ldots, N$$

(3.7)

(if $L_i = 0$, then $R_i = 0$), then the allocated rates are called the QLP rates. Otherwise, they are called non-QLP rates.

**Definition 3.2.** Equation (3.7) is called the proportional rule, and $\mu$ is called the time factor.
First, the QLP algorithm for a single output port is discussed. Consider the above example. Let the current queue lengths for the two inputs be 500 and 200 cells, respectively. Following the proportional rule, the assigned rates are: \( r_{1,1} = 0.36 \) and \( r_{2,1} = 0.14 \). The traffic that cannot be transmitted after 1000 cell slots for input 1 and 2 are 140 and 60 cells, respectively. If the Max-Min algorithm is used, the traffic that cannot be transmitted for input 1 and 2 are 200 cells and none, respectively. Thus, by using the QLP algorithm, the traffic that cannot be transmitted is balanced between input 1 and 2 to avoid overflow of the buffer at input 1.

It is very interesting to note that although QLP does not specify any explicit rules for buffer management, based on the above example, QLP inclusively completes the function of buffer sharing. By using QLP, it seems that the input port with the heavy traffic load can steal the buffer space from the ones with the light traffic load by transmitting more cells from its port and delaying the transmission of cells from other ports. It is also one of the reasons why QLP can have lower cell loss ratio than a non-QLP one given a limited buffer space.

**Theorem 3.1.** The policy for bandwidth assignment for an output port that follows the proportional rule can maximize the throughput of best effort traffic.

**Proof:**

Let \( L = [L_1, L_2, ..., L_N]^T \) be the set of virtual buffer lengths of input ports destined for a same output port.

\( R = [R_1, R_2, ..., R_N] \) be the set of the QLP rates.

\( R (i, j, \varepsilon) = [R_i, ..., (R_i + \varepsilon), ..., (R_j - \varepsilon), ..., R_N] \) be the set of non-QLP rates with a mismatch rate \( \varepsilon \) happened at input \( i \) and \( j \), respectively, where \( i, j = 1, ..., N, 0 \leq \varepsilon \leq R_j \).
Let $T \geq I$ be the current time interval for the bandwidth allocation procedure. If $T = I$, the bandwidth allocation is performed per time slot. Also, let $\beta$ be the allowed transmission time of the best-effort traffic, and $T \cdot \beta$ be the transmission time of the guaranteed traffic. During each time interval $T$, the total best-effort traffic transmitted by using QLP and non-QLP is $S_Q$ and $S_{NQ}$, respectively:

**Case 1:** $\beta < \mu$. In this case, not enough bandwidth is available for the best-effort traffic.

\[
S_Q = R_T \beta \\
S_{NQ} = (R_T - R_i - R_j) \beta + \min(L_i, (R_i + \varepsilon) \beta) + (R_j - \varepsilon) \beta
\]

If $L_i < (R_i + \varepsilon) \beta \Rightarrow \varepsilon > L_i / \beta - R_i$

$S_Q > S_{NQ}$

Otherwise: $S_Q = S_{NQ}$

**Case 2:** $\beta = \mu$. In this case, there is an exact bandwidth for the best-effort traffic.

\[
S_Q = R_T \beta = L_T \\
S_{NQ} = (R_T - R_i - R_j) \beta + \min(L_i, (R_i + \varepsilon) \beta) + \min(L_j, (R_j - \varepsilon) \beta)
\]

\[
= (R_T - R_i - R_j) \beta + R_i \beta + (R_j - \varepsilon) \beta < S_Q
\]

**Case 3:** $\beta > \mu$. In this case, there is more than enough bandwidth for all best-effort traffic.

\[
S_Q = R_T \mu = L_T \\
S_{NQ} = (L_T - L_i - L_j) + L_i + \min(L_j, (R_j - \varepsilon) \beta)
\]

If $L_j > (R_j - \varepsilon) \beta \Rightarrow \varepsilon > R_j - L_j / \beta$

\[
S_Q > S_{NQ}
\]

Otherwise: $S_Q = S_{NQ}$
Thus, a non-QLP algorithm cannot transmit more traffic than a QLP one.

**Corollary 3.1.** The further time delay caused by a non-QLP algorithm compared to the QLP one is decided by the mismatch rate \( \varepsilon \), the time factor \( \mu \), transmission time of the best-effort traffic \( \beta \), and related queue lengths \( L_i \) or \( L_j \).

**Proof:**

Let \( \delta \) be the further time delay caused by a non-QLP algorithm. Consider the same cases as in the above theorem.

**Case 1:**

\[
\delta = \frac{(R_i + \varepsilon) \beta - L_i}{(R_i + \varepsilon) \beta} = \frac{\beta \cdot \mu(1+\mu \varepsilon / L_i)}{(1-\varepsilon / \mu L_i)}
\]  

subject to Equation (3.8).

**Case 2:**

\[
\delta = \frac{\varepsilon \beta / (R_j - \varepsilon) = \beta / (L_j / (\mu \varepsilon) - 1)}
\]  

**Case 3:**

\[
\delta = \frac{(L_j - (R_j - \varepsilon) \beta) / (R_j - \varepsilon) = \mu(1-\mu \varepsilon / L_j) \cdot \beta}{(1-\varepsilon / \mu L_j)}
\]  

subject to Equation (3.9).

From Equations (3.10)-(3.12), it can be concluded that the further time delay is decided by \( \varepsilon \), \( \beta \), \( \mu \), \( L_i \) or \( L_j \).

### 3.2.3 QLP for a Switch

Although QLP maximizes the throughput of the best effort traffic, unfortunately, the QLP rates may not always be achieved for a switch that has multiple output ports as they are limited by condition (3.6). Thus, the working area of the optimal bandwidth assignment must be obtained in term of the throughput for a switch. Figure 3.1 and Figure 3.2 show...
the rate assignment for a 2x2 switch under the condition of $\beta \leq \mu$ and $\beta > \mu$, respectively. The x-axis and y-axis represent the rates assigned to input port $i$ and $j$, respectively.

Figure 3.1 Rate assignment that maximizes best-effort traffic throughput for $\beta \leq \mu$.

Figure 3.2 Rate assignment that maximizes best-effort traffic throughput for $\beta \geq \mu$.

As shown in Figure 3.1 and Figure 3.2, the rates that maximize the throughput take on values on line AB (or AC). Line AB implies a mismatched rate of $\epsilon \geq 0$ is added to $R_i$ and subtracted from $R_j$; Line AC, on the other hand, implies that $\epsilon$ is added to $R_j$ and subtracted from $R_i$. Point A represents the proportional rates. Although the assigned rates taken on point B (or C) can also obtain a maximum throughput, they cannot approach a high utilization of buffers, e.g., taking rate values on point B, the buffer for input $j$ may be full, and the buffer for input $i$ will be under utilization.
3.2.4 Fairness of QLP

QLP follows the Queue Proportional Fairness (QPF) criterion [44] instead of the Max-Min fairness. QPF criterion, which employs the cell loss ratio as the fairness metric, is proposed to efficiently allocate both buffer space and bandwidth to the best effort traffic.

Although a buffer management scheme such as POT can prevent misbehaving users from hogging the whole buffer space at each input port, it still need to limit overloaded users from occupying too much bandwidth from users in other input ports by setting a maximum length threshold $L_M$. If $L_i > L_M$, $L_i$ is set to be equal to $L_M$, $i=1,...,N$, in Equation (3.7).

3.3 Evaluation of the QLP and Max-Min Algorithms

A 4×4 non-blocking crossbar switch is used to evaluate the performance of QLP and Max-Min algorithm. The POT is used as the buffer management policy to manage the buffer at each input port for both algorithms. It is assumed that all the input ports and output ports have the same transmission rates, and it is necessary to normalize the rates of the input ports by dividing them by that of the output ports.

The traffic is generated at each input port as a fully loaded Bernoulli traffic (i.e., $p \approx 1$). To evaluate both algorithms under severe overloaded condition, the dissertation assumes that all traffic from input 1 goes to output 1; 50% of traffic from input 2 goes to output 1, and another 50% goes to the output 2; 80% of traffic from input 3 goes to output 3, and the other 20% goes to output 4; half of the traffic from input 4 goes to output 3 and another half goes to output 4. Note that there is not enough bandwidth for output 1 and 3.
Figure 3.3 shows the required buffer space for no cell loss in input port 1 using the Max-Min algorithm and the QLP algorithm, respectively. It is shown that, with the same traffic condition, the switch requires less buffer space at each input port by using the QLP algorithm than that by using the Max-Min algorithm.

![Figure 3.3](image1)

**Figure 3.3** Comparison of the maximum required buffer space using the QLP and Max-Min algorithms for input 1.

As shown in Figure 3.4, if the buffer space for each input port is limited to 400 cells, the cell loss ratio using the QLP algorithm is around 25% to 100% lower than that using the Max-Min algorithm.

![Figure 3.4](image2)

**Figure 3.4** Cell loss ratio of input port 1 using the QLP and Max-Min algorithms.
The throughput of QLP as shown in Figure 3.5 has improved by about 6% as compared to that of the Max-Min algorithm.

![Throughput of QLP and Max-Min](image)

**Figure 3.5** Throughput of input port 1 using the QLP and Max-Min algorithm.

### 3.4 Discussion

In QLP, the allocation of bandwidth is based on the real traffic queue length as well as the available bandwidth so that neither buffer space nor bandwidth will be wasted for possible mismatch between them. Since QLP considers the finite buffer space inside a switch, it can achieve not only a high throughput but also a low cell loss ratio.

Another salient feature for QLP is that the heavy load traffic in an input port can logically share buffers of other input ports although there are no physical connections among them. QLP is most suitable for handling congestion caused by the bursty traffic, hot-spot traffic, and malicious users.
A novel fairness criterion, Queue Proportional Fairness (QPF), which facilitates a universal fairness criterion for allocating both buffer space and bandwidth, is proposed in this chapter. In QPF, cell loss ratio is employed as the fairness metric instead of the bandwidth (rate) as in the well-known Max-Min fairness for the best effort traffic.

Fairness is a universal concept that is required for flow control, buffer management, and scheduling [72, 66, 7, 74]. Regardless of how differently fairness is defined, there is a common agreement that traffic with the same priority should be treated in the same way. However, many different allocation metrics exist such as throughput, response time, and fraction of demand, indicating that fairness criteria are rather application specific [25].

In the area of flow control of the ABR (Available-Bit-Rate) services, the ATM Forum, for example, has defined a number of fairness criteria, which provides vendors the freedom to implement any one of these definitions in their products to control the transmitting capacity of sources [72]. Jain et al. also suggested the fairness index to quantitatively measure fairness [25].

To define a fairness criterion for allocating network resources in an ATM switch, the following factors should be considered. First, there are many different switching architectures [71] for an ATM switch. For example, in an OQ switch, contention may happen at output ports. Therefore, it should apply the fairness criterion to allocate resources at the output ports. Second, fairness is required in allocation of buffer space as
well as bandwidth. Third, the switch has to handle different classes of traffic, and the traffic in each class are further classified into several priorities according to the corresponding QoS requirements.

In an IQ switch, buffer management handles the fair allocation of buffer space among all competing connections before they can be switched inside the switch fabric. If each input port keeps a separate buffer, buffer space is essentially allocated among connections that enter into the same input port. One function of scheduling algorithms is to allocate bandwidth as fair as possible among different input ports and connections contending for the same output port.

Guaranteed traffic, such as voice, is provisioned by the Connection Admission Control (CAC) function at set up. With neither bandwidth nor buffer space guaranteed from the network, the best effort traffic, on the other hand, may not be able to obtain enough resources especially under the overloaded condition. Thus, cell losses or long time delay may be inevitable for the best effort traffic.

In a switch, it should first allocate resources to satisfy the requirements of the guaranteed traffic. The leftover resources are then allocated fairly among the competing best effort traffic. Most previous works [7, 26] allocate bandwidth of an input queued switch to competing connections according to the well-known Max-Min fairness criterion, which is originally proposed for flow control [3]. The basic idea of Max-Min fairness is to allocate as much bandwidth as possible to the connection that has the minimum requirement among all connections. The Max-Min fairness can be reached by the filling procedure—bandwidth allocation for all input-output pairs increases linearly until the minimum one reaches its bandwidth limitation. Other pairs continue to increase
their bandwidths until all bandwidths are allocated. The Max-Min fairness criterion is essentially a rate-based, light traffic prioritized criterion [26, 30, 46]. Although Max-Min fairness criterion can achieve a fair bandwidth allocation, it is at the expense of the buffer space utilization. In other words, it is desired to define a new universal fairness criterion that can achieve a fair and efficient allocation of both bandwidth and buffer space, and thus can handle more traffic in a switch by improving the utilization of network resources. Furthermore, estimating the rate of the best effort traffic requires a complex procedure, and the estimated errors can greatly degrade the performance of the switch.

4.1 Fairness Criteria for ABR Services

The ATM Forum suggested several fairness criteria for the flow control of ABR services. For ABR service, PCR (Peak Cell Rate) and MCR (Minimum Cell Rate) are decided when a connection is setup. PCR specifies the maximum rate at which traffic can be transmitted on the connection, and MCR is the minimum rate guaranteed by the network.

Although these suggested fairness criteria were originally proposed for flow control of ABR services, some of them can serve as valuable references for handling best effort traffic in an IQ switch. Below are several examples of fairness criteria for ABR services recommended by the ATM Forum:

1. Max-Min: \( R(i) = \frac{R}{N} \)
2. MCR+ equal share: \( R(i) = R_M(i) + \frac{R}{N} \)
3. Maximum MCR or Max-Min: \( R(i) = \max(R_M(i), \frac{R}{N}) \)
4. Proportional to MCR: \( R(i) = R(R_M(i)/R_M) \)
5. Weighted allocation: \( R(i) = R(W(i)/W) \)
6. Weighted + MCR share: \[ R(i) = R_M(i) + (R - R_M)(W(i)/W) \]

where

\( R \): bandwidth to be shared by connections;

\( N \): the number of connections;

\( R(i) \): allocated bandwidth to connection \( i \);

\( R_M(i) \): MCR of connection \( i \);

\( R_M \): sum of MCR of all connections;

\( W(i) \): weight for connection \( i \);

\( W \): sum of weights.

Nho et al. suggested the proportional fairness [59]:

\[ R(i) = R_M(i) + (R - R_M)(P(i) - R_M(i)) / (P - R_M) \] \hspace{1cm} (4.1)

where

\( P(i) \): PCR of connection \( i \);

\( P \): sum of PCR of all connections.

By proportional fairness, allocated bandwidths of ABR services are in proportion to their non-predetermined transmitting capacity (PCR-MCR). Both uni-cast and multi-cast connection cases are considered in [59].

### 4.2 Fairness Index

To compare the fairness quantitatively, Jain et al. [25] proposed the fairness index:

\[ f(x) = \frac{\left( \sum_{i=1}^{N} x_i \right)^2}{N \sum_{i=1}^{N} x_i^2} \] \hspace{1cm} (4.2)
where \( x_i \geq 0 \) is the normalized service rate of connection \( i \). The fairness index is bounded between 0 and 1. If every connection has the same share, the fairness index is equal to 1.

Several fairness metrics are employed depending on the applications [25]:

1. Response time—for interactive traffic;
2. Throughput—for file traffic;
3. Power—for traffic consisting of both file traffic and terminal traffic;
4. Fraction of demand—for systems with different demands of resources.

Kim et al. [31] proposed a modified fairness index based on utilization of an ATM switch. The modified fairness index is identical to Equation (4.2) except that

\[
    x_i = \frac{s_i}{m_i}
\]

where \( s_i \) and \( m_i \) are the average and maximum service rate of entity \( i \), respectively. The value of \( x_i \) indicates the utilization of service rate of entity \( i \). The modified fairness index based on utilization can improve the throughput of the switch. Parameters of three types of fairness: inter-queue, inter-input, and inter-output fairness are obtained by using three scheduling algorithms and compared in [31]. Inter-queue fairness denotes the fairness among queues in the same input port. Inter-input and inter-output fairness denote the fairness among input ports and output ports, respectively.

### 4.3 Queue Proportional Fairness (QPF)

The novel fairness criterion, QPF, is presented here. The contributions of QPF are twofold. First, the fairness metric employed in QPF is cell loss ratio, which is more suitable for the best effort traffic than the bandwidth as employed in the Max-Min fairness criterion. Second, it integrates a universal fairness criterion for allocation of both
buffer and bandwidth so that it can guarantee not only fairness in term of cell loss ratio, but also high utilization of network resources.

4.3.1 Problem Statement

The fabric and buffers of IQ switches can run at the same rate as that of the line rate. Thus, input queued switches are preferable especially in high speed networks. The switch fabric is one with no internal blocking, such as a crossbar.

Consider a rate matrix $\lambda$ representing rate demands of guaranteed traffic:

$$
\lambda = \begin{bmatrix}
0 & 0.1 & 0.2 & 0.4 \\
0.2 & 0.3 & 0 & 0.2 \\
0.1 & 0.1 & 0.3 & 0 \\
0.2 & 0 & 0.2 & 0.3 
\end{bmatrix}.
$$

(4.3)

where each row represents an input port, and each column represents an output port. $\lambda_{ij}$ denotes the normalized rate demand from input port $i$ to output port $j$. For the guaranteed traffic, it is said to be non-overbooking if the following two inequalities are satisfied:

$$
\sum_{i=1}^{N} \lambda_{i,j} \leq 1 \text{ and } \sum_{j=1}^{N} \lambda_{i,j} \leq 1.
$$

Let $R$ be the allocated rate matrix, which is the sum of the rates provided to guaranteed traffic and best effort traffic. $R_{ij} - \lambda_{ij}$ is the rate allocated for the best effort traffic from input $i$ to output $j$. The allocated rates should satisfy:

$$
\sum_{i=1}^{N} R_{i,j} \leq 1 \text{ and } \sum_{j=1}^{N} R_{i,j} \leq 1.
$$

(4.4)

Equation (4.4) indicates that each input and output port cannot transmit more traffic than its transmission capacity.

To achieve the Max-Min fairness, the leftover bandwidth 0.1 in output port 4, for example, has to be shared among input 1, 2, 3 and 4. Namely, $R_{i,4} - \lambda_{i,4} = 0.1/4 = 0.025$, $i$
= 1, 2, 3, 4. Without considering current buffer occupancy, it is possible that some inputs may need bandwidth more than 0.025 while others may need less than 0.025. In other words, some bandwidth may be wasted due to lack of traffic for transmission in some inputs while traffic in other inputs cannot be transmitted due to lack of bandwidth. To overcome the mismatch of bandwidth and traffic caused by the Max-Min fairness criterion, a new fairness criterion is needed to improve utilization of network resources.

4.3.2 Queue Proportional Fairness

In an IQ switch, three types of fairness, intra-queue, intra-input and inter-input fairness, are defined.

Definition 4. 1. In an IQ switch, Intra-queue fairness is defined as the fairness among connections that enter into the same input port and destine to the same output port.

Definition 4. 2. In an IQ switch, Intra-input fairness is defined as the fairness among aggregated connections that enter into the same input port and destine to a different output port.

Definition 4. 3. In an IQ switch, Inter-input fairness is defined as the fairness among different input ports that contend for the same output port.

For example, in Figure 1.3, intra-input fairness is the fairness among \(Q_{1,1}, Q_{1,2}, \ldots, Q_{1,N}\) and inter-input fairness is the fairness among \(Q_{N,1}, Q_{N,2}, \ldots, Q_{N,N}\).

From the perspective of an IQ switch, although the intra-queue fairness can affect the throughput of each individual connection, it has little effect on the total throughput of the switch if any working-conserving scheduling algorithms are employed. However, a proper definition of the intra-input and inter-input fairness can notably improve the total
throughput of a switch as shown in this dissertation. Normally, both buffer management and scheduling are involved in intra-queue and intra-input fairness, and scheduling should consider the inter-input fairness.

It is clear that existing buffer management schemes (e.g. [74]) can only handle the allocation of resources among flows sharing the same buffer, for example, intra-queue and intra-input fairness, but it can hardly affect inter-fairness for each input port keeping its own buffer.

For output queued switches, a fairness definition is given in [20] as:

$$\left| \frac{W_i(\tau)}{R_i} - \frac{W_j(\tau)}{R_j} \right| \leq K$$

where, $K$ is determined by the maximum packet length. $W_i(\tau)$ and $W_j(\tau)$ are services received during time duration $\tau$ for session $i$ and session $j$, respectively. $R_i$ and $R_j$ are the service sharing of session $i$ and session $j$, respectively. Note that the service sharing is the portion of available bandwidth, which each session is supposed to obtain, rather than the input rate of each session.

For an input queued switch, no more than one cell will be received at each output port during one cell slot. Therefore, the received cell can be transmitted immediately upon arrival, and it is not necessary to consider fairness issue at its output ports.

In summary, in an IQ switch, intra-input and inter-input fairness are the key criteria that can completely affect the performance of the switch. This dissertation will thus focus on them.

Let $Q_{i,j}^k, R_{i,j}^k$ be the queue length and allocated bandwidth of connection $k$ originated from input $i$ and destined to output $j$, respectively. Here, $k = 1, 2, ..., K$, and $i$,
Let $Q_{ij}$ and $R_{ij}$ be the aggregated queue length and the allocated bandwidth of connections from input $i$ to output $j$, respectively.

$$Q_{i,j} = \sum_{k=1}^{K_i} Q_{i,j}^k \quad \text{and} \quad R_{i,j} = \sum_{k=1}^{K_i} R_{i,j}^k$$

And, let $Q_j$ and $R_j$ be the total virtual queue length and the available bandwidth of output $j$, respectively.

$$Q_j = \sum_{i=1}^{N} Q_{i,j} \quad \text{and} \quad R_j = \sum_{i=1}^{N} R_{i,j}$$

Let $\phi_j$ be the set of inputs, which have backlogged traffic destined to output $j$, and $\theta_i$ be the set of outputs at which input $i$ has backlogged traffic to be transmitted.

**Definition 4.4.** For each input-output pair, the Queue Proportional Fairness is satisfied if at least one of the following equalities is satisfied.

$$\frac{R_{ij}}{Q_{ij}} = \frac{R_{h,j}}{Q_{h,j}} \quad i, h \in \phi_j \quad \text{and} \quad j = 1, \ldots, N \quad (4.5)$$

$$\frac{R_{i,j}}{Q_{i,j}} = \frac{R_{i,l}}{Q_{i,l}} \quad j, l \in \theta_i \quad \text{and} \quad i = 1, \ldots, N \quad (4.6)$$

Equation (4.5) and (4.6) give us a criterion for allocating bandwidth to guarantee intra-input and inter-input fairness in an IQ switch.

Note that a non-compliant connection in one input port can still take too much bandwidth from a compliant connection in another input port if Equations (4.5) and (4.6) are satisfied without further constraints. For example, both a non-compliant connection (Con1) from input port 1 and a compliant connection (Con2) from input port 2 are destined to output 1. If input port 1 currently has only one connection, buffer management will not push-out cells from Con1 even its maximum threshold having been
violated until the whole buffer space is taken. Thus, it is still unfair to use the current queue length \( Q_{i,j}^C \) of Con1 to calculate its bandwidth sharing. A virtual maximum threshold of queue length \( Q_T \) should be applied to each connection. \( Q_T \) can be statically designed according to tariffs or dynamically changed according to the network condition. The reason that \( Q_T \) is called the virtual maximum threshold of queue length is that it is only used to calculate the bandwidth sharing rather than being used as the real push-out threshold in the buffer management scheme. The queue length used in Equations (4.5) and (4.6) to calculate the bandwidth sharing should be:

\[
Q_{i,j} = \min\{Q_{i,j}^C, Q_T\} \quad i, j = 1, \ldots, N
\]  

(4.7)

Also, QPF can be satisfied by the water filling procedure [3] with the increasing speed of the bandwidth being the queue length in Equation (4.7). In the water filling procedure, rate (bandwidth) allocation for all input-output pairs increases linearly until the minimum one reaches its rate limitation. Other pairs continue to increase their rates similarly until all bandwidths are allocated. Note that QPF is identical to the weighted Max-Min fairness if tariffs are replaced by queue lengths [30, 46].

The following Lemma shows that QPF is a cell loss ratio based criterion. Let \( L_{i,j} \) be the cell loss ratio of the aggregated connections from input \( i \) to output \( j \), then:

**Lemma 4.1.** For each input-output pair, at least one of following equalities is satisfied:

\[
L_{i,j} = L_{k,j}, \quad i, k \in \Phi_j
\]

\[
L_{i,j} = L_{i,l}, \quad j, l \in \Theta_l
\]

Proof of Lemma 4.1 is a direct result from Definition 4.4.
By employing the QPF criterion, maximum throughput of an IQ switch can be obtained as stated in Lemma 4.2, which results from the intuition that bandwidth is not wasted if QPF is satisfied.

**Lemma 4.2.** The maximum throughput of an IQ switch can be obtained if QPF is satisfied.

Proof of Lemma 4.2 follows the proof of Theorem 3.1 in Chapter 3 of this dissertation.

It is worthy to note that although QPF can obtain a maximum throughput of an input queued switch, it still cannot guarantee a minimum cell loss ratio under the fact that buffer space inside a switch is, sometimes, finite comparing to real traffic load.

### 4.4 Evaluation of QPF

To compare the performance of the QPF and Max-Min fairness criterion, bandwidth of each output port to competing input ports is allocated according to the QPF and Max-Min fairness criterion separately in a $2 \times 2$ IQ switch.

The Bernoulli source with probability $p \approx 1$ is generated at each input port. To generate the severe overloaded condition, this dissertation assumes, without loss generality, that 80% of traffic from input 1 goes to output port 1, and another 20% goes to output 2; half of the traffic from input port 2 goes to output port 1, and another half goes to output 2.
Figure 4.1 Cell loss ratio of input port 1 using the QPF and Max-Min fairness criterion.

Figure 4.2 Throughput of input port 1 using the QPF and Max-Min fairness criterion.

Figure 4.1 shows that if the buffer space is limited to 400 cells, the cell loss ratio using the QPF criterion is improved by about 25% to 100% as compared to that using the Max-Min fairness criterion. The throughput using the QPF as shown in Figure 4.2 has improved by about 4%-6% as compared to that using the Max-Min criterion. The reason for the improvement is that the Max-Min fairness is a bandwidth based, light traffic
prioritized criterion while the QPF criterion inclusively considers the fair allocation of both bandwidth and buffer space.

The simulations assume that the rates of the best effort traffic are known exactly when the Max-Min fairness is applied. In practice, additional improvement is expected with QPF criterion because there are no inherent rate estimation.

### 4.4 Discussion

A novel fairness criterion, QPF, has been proposed in this dissertation to achieve high utilization of network resources as well as to guarantee fairness in terms of cell loss ratio. The main contribution of the QPF criterion is that it inclusively considers the allocation of both buffer space and bandwidth so that networks can accommodate more traffic than those by applying buffer management and scheduling algorithms separately.

The QPF criterion is the first attempt employing cell loss ratio as the fairness metric, which may be most suitable for the best effort traffic. Unlike the Max-Min fairness criterion, QPF is designed to handle the congestion caused by the busty traffic, the hot-spot traffic as well as the overloaded traffic. Although QPF criterion is designed for allocating resources in an input queued switch for the best effort traffic, it can also be used for flow control of the ABR services.
In real networks, various classes of traffic exist and they may require different QoS services. Weighted Minmax algorithm (WMinmax) is proposed to efficiently and dynamically allocate network resources to heterogeneous and bursty traffic. In WMinmax, heterogeneous and regulated traffic are grouped into several classes according to their negotiated QoS parameters. For different classes, resources are allocated in proportion to their corresponding weights.

5.1 Introduction
To efficiently allocate network resources to bursty traffic, many dynamic resource allocation algorithms have been proposed [10, 35, 4]. The allocated bandwidth for each flow is proportional to its queue length in the Buffer–Population-Based Dynamic Slot Assignment algorithm [10] and the Generalized Longest Queue First (GLQF) algorithm [35]. In the Proportional Linear algorithm [4], in addition to the buffer occupancy, the instantaneous arrival rate is also included to calculate the bandwidth sharing of each flow. To allocate more bandwidth to the flow with a larger queue length, the proportional polynomial algorithm [4] was proposed, where the bandwidth allocation is in proportion to polynomials of the sum of the queue length and the instantaneous arrival rate. To achieve the desired goal of fair long–term buffer occupancy, the Minmax algorithm [4] was proposed by minimizing the maximum queue length of all contending flows. The proportional exponential algorithm [4] was introduced to reduce the computational
complexity of using the Minmax algorithm. It was shown that the Minmax algorithm has the best performance among these algorithms in terms of cell delay, delay jitter and cell loss rate [4]. However, the Minmax algorithm is limited to handling homogeneous traffic only. To be able to allocate resources for heterogeneous traffic that can be classified according to their negotiated QoS parameters, the Weighted Minmax (WMinmax) algorithm, which is the generalized version of the Minmax algorithm, is proposed and analyzed in this dissertation.

### 5.2 Weighted MinMax Algorithm

In this section, the Wminmax algorithm is presented.

#### 5.2.1 Weighted Minmax Algorithm

Although the proposed algorithm is not limited to Variable Bit Rate (VBR) traffic, VBR traffic is used as the traffic model to simplify the description of the proposed algorithm. VBR traffics are characterized by three parameters: Peak Cell Rate (PCR), Sustainable Cell Rate (SCR) and Maximum Burst Size (MBS) [68].

Following the model in [4], $N$ heterogeneous traffic streams are assumed to share a link that is divided into time slots along the time axis. Each traffic stream is allocated a fixed bandwidth according to its SCR, and the dynamic allocation of the leftover bandwidth $R$ to each stream is considered based on its queue length and instantaneous rate. $N$ traffic streams are classified into $J$ classes according to their negotiated parameters, with identical parameters, PCR, SCR, and MBS, in each class. There are $N_j$ streams in class $j$, $j = 1, \ldots, J$, and $\sum_{j=1}^{J} N_j = N$. In WMinmax, a weight is assigned to each
class to make the bandwidth allocation relative to their negotiated parameters. Let \( L_i, \lambda_i \) and \( R_i \) be the queue length, the arrival rate, and the allocated bandwidth of stream \( i \), respectively, and \( i = 1, \ldots, N \). Also, let \( Q_i = L_i + \lambda_i \), which is the estimated bandwidth needed to transmit the total traffic of stream \( i \) in next time slot. Then, the WMinmax algorithm is equivalent to solving the following optimization problem:

\[
\text{Minimize } \{ \max \{ (Q_i - R_i) / w_i \} \} 
\]

subject to:

\[
\sum_{i=1}^{N} R_i = R, \ 0 \leq R_i \leq Q_i
\]

where, \( w_i \) is the weight of stream \( i \).

Note that WMinmax is a generalized version of the Minmax algorithm, i.e., the Minmax algorithm is a special case of WMinmax with all the weights being set to the same value. Like the Minmax algorithm, WMinmax assumes that all traffic conform to their negotiated parameters. Equation (5.1) will be referred to as the normalization procedure. After the normalization procedure, WMinmax algorithm can be implemented the same way as the Minmax algorithm. It is clear that the larger the weight assigned to a stream, the more bandwidth will be allocated to that stream.

5.2.2 An Example

The scenario given in [4] will be used to illustrate the Wminmax algorithm. There are two streams with rates \( \lambda_1 = 1 \) and \( \lambda_2 = 2 \) sharing the same output link with the rate \( R = 2 \).

First, all weights are assumed to be ones, and the initial queue lengths are zero. Since all weights are ones, the Minmax algorithm in [4] can be applied directly. At the first time slot, the expected queue lengths of the two streams are \( Q_1 = 1 \) and \( Q_2 = 2 \). So
the allocated bandwidth for the two streams are $1/2$ and $3/2$, respectively. In the next time slot, actual queue lengths without including the estimated arrival rates are $L_1 = 0 + 1 - 1/2 = 1/2$ and $L_2 = 0 + 2 - 3/2 = 1/2$. In the following time slot, the queue lengths are $L_1 = 1/2 + 1 - 1/2 = 1$ and $L_2 = 1/2 + 2 - 3/2 = 1$. Note that although the arrival rate of the second stream is two times the first one. From the above example, the allocated rate for the second stream is three times the first stream. This is unfair in terms of equal allocation of bandwidth. However, as argued in [4], from the perspective of the buffer content, the Minmax algorithm is fair for all streams.

Second, with the same scenario, this dissertation considers the case where the weights for the two streams are different: $w_1 = 1/3$ and $w_2 = 2/3$. Since the Minmax algorithm can only support homogeneous traffic, the WMinmax algorithm has to be used to achieve the different requirements for the heterogeneous traffic. In the first time slot, bandwidth $2/3$ and $4/3$ are allocated to the two streams, and the queue lengths turn to be $L_1 = 0 + 1 - 2/3 = 1/3$ and $L_2 = 0 + 2 - 4/3 = 2/3$. In the next time slot $2/3$ and $4/3$ are allocated to them, and the queue lengths are $L_1 = 1/3 + 1 - 2/3 = 2/3$ and $L_2 = 2/3 + 2 - 4/3 = 4/3$. From the above example, it can conclude that a stream with a higher weight will obtain more bandwidth.

Comparing the above results of the two algorithms, it is clear that by introducing the weights to the corresponding streams, the WMinmax algorithm achieves better performance in terms of both bandwidth and buffer occupancies for streams with different negotiated parameters.
5.2.3 Analysis of the Wminmax Algorithm

Let $S_i = L_i / w_i$, $i = 1, ..., N$, where $w_i$ is the corresponding weight of stream $i$, and $\sum_{i=1}^{m} w_i = 1$, $m \leq N$. So $S_i$ is the normalized queue length divided by its corresponding weight. Assume $S_i$ be ordered as $S_1 \geq S_2 \geq ... \geq S_N$, and the WMinmax algorithm produces queue lengths of $N$ traffic streams as: $L_1, L_2, ..., L_N$. Then it is easy to reach the following Lemmas:

**Lemma 5.1.** There exists $m$ and $n$, $m \leq n \leq N$, satisfying: $S_1 = ... = S_m = ... = S_n \geq S_{n+1} \geq ... \geq S_N$

Proof:

Lemma 5.1 can be proved directly from the WMinmax algorithm, which allocates the available bandwidth to the first $m$ largest streams, and makes their queue lengths equal with respect to their corresponding weights. Note that all the available bandwidths are completely allocated among the first $m$ streams, and none are allocated to the remaining $n-m$ streams that have equal queue lengths as the first $m$ streams though. ■

**Lemma 5.2.** For any $k \leq n$,

$$S_k = (Q_1 + Q_2 + ... + Q_m - R)$$

Proof:

Based on the fact that all available bandwidths are completely allocated to the first $m$ largest queues, and none to the remaining $N-m$ queues, thus:

$$\sum_{i=1}^{m} S_i w_i = \sum_{i=1}^{m} Q_i - R$$

Since $\sum_{i=1}^{m} w_i = 1$ and $S_1 = ... = S_m$
The following equation holds:
\[ S_1 = \ldots = S_m = (Q_1 + Q_2 + \ldots + Q_m - R) \]
Since all the largest \( n \) streams have the same queue lengths,
\[ S_1 = \ldots = S_m = \ldots = S_n = (Q_1 + Q_2 + \ldots + Q_m - R) \]

**Lemma 5. 3.** There exists \( m \) and \( n \), \( m \leq n \leq N \), such that for \( k = 1, \ldots, n \),
\begin{align*}
(Q_1 + Q_2 + \ldots + Q_m - R) &< S_{k+1} \quad \text{if } k < m \quad (5.2) \\
(Q_1 + Q_2 + \ldots + Q_m - R) &= S_{k+1} \quad \text{if } m \leq k < n \quad (5.3) \\
(Q_1 + Q_2 + \ldots + Q_m - R) &> S_{k+1} \quad \text{if } k = n \quad (5.4)
\end{align*}

**Proof:**

For Equation (5.2), if there is a \( k < m \) satisfying \((Q_1 + Q_2 + \ldots + Q_m - R) > Q_{k+1}\), then at least one stream \( k = m - 1 \) will not be allocated bandwidth. This contradicts the results of the WMinmax algorithm. Therefore, Equation (5.2) holds for all \( k \) smaller than \( m \).

Equations (5.3) and (5.4) can be proved directly from Lemma 5.2 and Lemma 5.1, respectively.

Lemma 5. 3 provides a way to implement the WMinmax algorithm.

**Lemma 5. 4.** If the queue lengths of \( N \) traffic streams with zero initial queue lengths yielded by the WMinmax algorithm are: \((L_1, L_2, \ldots, L_{n+1}, \ldots, L_N)\), \( L > L_{n+1} \), then for any initial queue lengths in time slot \( j \),
\[ \lim_{j \to \infty} \frac{L_i}{S_j} = w_i, \quad \text{if } i \leq n \]

**Proof:**

First, the condition that all the weights are set to one is considered. Then, the \( N \) streams are divided into \( J \) subsets, and there are \( N_j \) streams in each subset with equal
arrival rates. Here, \( \sum_{j=1}^{J} N_j = N \). For different subsets, the corresponding arrival rates are different and ordered as: \( \lambda_{j1} < \lambda_{j2} \), for \( j1 < j2 \). Also, let \( L_i \) be the buffer content of the \( i \)th stream in subset \( j \), it is necessary to show that for any subsets \( j_1 \) and \( j_2 \), \( \forall i \in j_1 \) and \( \forall k \in j_2 \), if \( j_1 < j_2 \), then \( Q_i^{j_1} < Q_i^{j_2} \).

The following four cases will happen at the current time slot:

**Case 1.** Bandwidths are allocated to both stream \( i \) and \( k \). Then, at the next time slot, the difference in queue length between the two streams remains the same as the previous time slot.

**Case 2.** Bandwidth is allocated to stream \( i \) and none to stream \( k \) (this case happens when \( Q_i \geq Q_k \)). The difference between the two is non-positive at the next time slot.

**Case 3.** Bandwidth is allocated to stream \( k \) and none to stream \( i \) (this case happens when \( Q_i \leq Q_k \)). The difference between \( Q_i \) and \( Q_j \) decreases at the next time slot.

**Case 4.** Bandwidth is not allocated to either stream. Since \( \lambda_i > \lambda_j \), the difference between \( Q_i \) and \( Q_j \) decreases at the next time slot.

Thus, \( Q_i \) will be no less than \( Q_j \) after several time slots.

Second, from Lemma 5.3, the difference between the largest \( m \)th streams and the \((m+1)\)th stream will be negative at the next time slot. Therefore, all queue lengths will eventually become equal after a period of time.

Let us assign weights \( w_i \) and \( w_j \) to stream \( i \) and \( j \), respectively. To keep the ratio of their queue lengths to be \( w_i/w_j \), the allocated bandwidth should be different for \( w_i \neq w_j \). Thus, the stream with the same arriving rates but different weights will have different queue lengths respective to their corresponding weights.
Since $S_i$ is divided by its corresponding weight, it is the normalized queue length of stream $i$. From Lemma 5.4, it can conclude that the traffic with a larger weight will obtain more bandwidth than those with smaller weights so that the heterogeneous traffic can be efficiently supported by the WMinmax algorithm. The SCR of each stream can be selected as its corresponding weight.

5.3 Evaluation

For the simulation, a common link with 2M bandwidth is used, and two ON-OFF traffic streams contend for the same out link. To find the worst-case performance, the traffic models are assumed to be extreme ON-OFF traffic [58].

In the first scenario, two streams have the same arrival traffic characters, i.e., both of them have the On time interval: $T_{on} = 0.5$ and Off time interval: $T_{off} = 0.5$. So, the average load $\rho = 0.5$. Peak rate $R_p = 5M$, and their weights are assigned to be 0.5 and 0.5, respectively. In the second scenario, the two streams have the same On/Off time and the traffic load, but different peak rates: $R_{p1} = 6.5M$ and $R_{p2} = 3.5M$, and their weights are assigned to be 0.65 and 0.35, respectively.

![Figure 5.1](image-url) Queue lengths of stream 1 and 2 via WMinmax and Minmax algorithm for the first scenario.
As shown in Figure 5.1, if all traffic streams have the same traffic parameters and the same weights, the WMinmax and Minmax algorithms have the same performance. However, as shown in Figure 5.2, by assigning different weights to the traffic with different traffic characteristics, the WMinmax algorithm can more efficiently allocate bandwidth among the contending traffic.

![Figure 5.2](image)

*Figure 5.2* Queue lengths of stream 1 and 2 via WMinmax and Minmax algorithm for the second scenario.

### 5.4 Summary

To satisfy different QoS requirements of heterogeneous traffics, the WMinmax algorithm is proposed in this dissertation. Each class of traffic is assigned a weight, which reflects their respective bandwidth requirements. From the simulations, it can be concluded that, by using the WMinmax algorithm, different bandwidth requirements can be satisfied for the contending heterogeneous traffics.
CHAPTER 6
MULTIPLE DIMENSION SCHEDULING ALGORITHM

To efficiently support traffic with multiple priorities in integrated networks, a Multiple Dimension Scheduling (MDS) algorithm is proposed in this dissertation. In MDS, the criterion to select the packet to transmit is determined by multiple QoS parameters required by the traffic, and, therefore, it is possible to find the optimal scheduling region in the multiple dimension space.

6.1 Multiple QoS Priorities

Supporting traffic with diverse characteristics and requirements is a critical issue in integrated networks. Traffic requirements are usually represented by the Quality of Services (QoS) parameters, such as bandwidth, delay, delay jitter and packet loss ratio. The objective of the scheduling algorithms is to guarantee these QoS parameters by properly and efficiently selecting packets to transmit according to the criterion defined in the scheduling algorithms. Numerous scheduling algorithms have been proposed to achieve their desired features by selecting the corresponding criterion. By selecting the packet with the smallest deadline to transmit first, the Earliest Deadline First (EDF) algorithm is the optimal scheduling scheme to best meet the deterministic delay requirements for various classes of traffic [35]. The Longest Queue First (LQF) algorithm, on the other hand, can achieve the smallest cell loss among the proposed scheduling algorithms by tracking the information of queue lengths [53]. However, in real integrated networks, traffic may have several priorities. For instance, voice services are sensitive to the delay but can tolerate some packet losses while the data services can
tolerate longer delay but are sensitive to packet losses. Another practical issue involved in scheduling algorithms is the decouple problem, where traffic may require delay requirements completely unrelated to their transmission rates, and, therefore, rate based algorithms may not work efficiently under such scenario [17, 26]. This dissertation proposes a multiple-dimension scheduling algorithm that can efficiently solve these practical problems in integrated networks. Since the criteria to select the next transmission packet in EDF and LQF are only based on one category parameter, they are called One-Dimension algorithms. The proposed Multi-Dimension algorithm utilizes parameters from different categories to define the optimization criterion so that multiple priority requirements can be best satisfied. In MDS, all required QoS parameters are linearly integrated into one parameter. Based on the integrated parameters, the next packet for scheduling can be selected.

6.2 Multiple Dimension Scheduling Algorithms

To simplify the description of the proposed algorithm, it is first assumed that all traffics have only two different priority requirements, specifically, delay and packet loss ratio. Later, the algorithm will be extended to the case where more than two priority requirements are required by the traffic.

6.2.1 Two-Dimension Algorithm for Output-Queued Switches

In this subsection, the MDS algorithm is first presented for an Output-Queued (OQ) switch. Note that, for an N by N OQ switch, the processing speed of the data line inside the switching fabric and the rate to access the buffer may be required to run, in the worst case, N times the outside line rate. To support different classes of traffic, virtual queues
are required for all classes. Let $L^k$ and $D^k$ be the packet loss and delay requirements of class $K$, respectively. Let $L^k$ be the normalized difference of the required and the current packet loss ratio, and $D^k$ be the deadline of the head-of-line packet in each virtual queue.

An integrated parameter $I^k$ should be defined as:

$$I^k = L^k \times \mu + (D - D^k)$$

where $\mu$ is the linear factor, and $D$ is a constant larger than any $D^k$. Two thresholds for either $L^k_{i,j}$ or $D - D^k_{i,j}$ are also necessary along with Equation (6.1) as the criteria to select the next transmission packet. They are used to prevent the violation from either the delay or the packet loss ratio. The packet with either parameter smaller than the corresponding threshold is considered as the emergent packet and the scheduler will first selects the emergent packet as the next one to transmit. If there are no emergent packets, the scheduler will select the packet with the largest $I^k_{i,j}$ as the next one to transmit.

### 6.2.2 Two-Dimension Algorithm for Input-Queued Switches

Without the speedup constraint, input-queued switches are more suitable to be employed in high-speed network than OQ switches. The Head-of-Line (HOL) blocking problem can be simply eliminated by employing the Virtual Output Queuing (VOQ) scheme, where each input maintains a separate virtual queue for each output. Several algorithms have been proposed for matching the inputs to the outputs. To avoid the starvation problem involved in the Maximum Size Matching (MSM), the Maximum Weighted Matching (MWM) scheme is proposed to find a matching with a maximum sum of weights rather
than a maximum size [53]. The model of an IQ switch in this dissertation is assumed to be VOQ, and each class has its own virtual queue in each input port to support multiple classes of services. Also let $L_{i,j}^k$ and $D_{i,j}^k$ be the packet loss and delay requirements of class $k$ originating from input $i$ and destined to output $j$, respectively. Here, $k=1, 2, ..., K_i$, and $i, j = 1, ..., N$. $K_i$ is the total number of classes from input $i$ to output $j$, and $N$ is the size of the switch. Let $\overline{L_{i,j}^k}$ be the normalized difference of the required and the current packet loss, and $\overline{D_{i,j}^k}$ be the deadline of the head-of-line packet in each queue. Then, an integrated parameter $\overline{L_{i,j}^k}$ can be obtained according to the following equation:

$$ \overline{L_{i,j}^k} = L_{i,j}^k \times \mu + (D - D_{i,j}^k) $$

(6.2)

where $\mu$ is the linear factor, and $D$ is a constant larger than any $D_{i,j}^k$. Selecting the integrated parameters as the weights, a matching can be found based on the existing MWM algorithms. Note that the packet loss ratio and the time of the head of line packet at each queue are needed to find the proper matching. However, the buffer management and the matching algorithm should be executed by different agents to reduce the computation complexity. Also, the pipeline and critical links schemes may be the effective solutions to further reduce the implementational computation complexity.

**Lemma 6.1.** As compared to MWM, for the worst case, 50% capacity of the IQ switch can be reserved for each QoS category if a two-dimension scheduling algorithm is employed.

Proof:
In the worst case, two categories are completely orthogonal, and therefore, each category has to reserve its requirement independent to another one. Therefore, 50% of the capacity of the IQ switch can be reserved for each category.

Lemma 6.1 is useful for the admission control of QoS aware traffic such as voice and video. The best-effort traffic, however, are not considered in Lemma 6.1.

Note that if the parameter from one category can be expressed linearly by the parameter from another category, the MDS algorithm turns into an one-dimension algorithm. Also, the MDS algorithm aims to find the optimal scheduling region in terms of both cell loss and delay requirements for any given traffic conditions rather than an admission control region.

![Diagram of scheduling region for two-priority traffic.](image)

**Figure 6.1** Scheduling region for two-priority traffic.

Figure 6.1 shows the optimal scheduling region for the traffic with two priorities. The shaded area $abcd$ is the scheduling region, and point A is the optimal point.

The algorithm to support traffic with more than two priorities can be implemented by extending Equation (6.2) into
\[ I_{i,j}^k = \sum_{m=1}^{n} C_m A_{i,j}^{m,k} \]  

(6.3)

where, \( A_{i,j}^{m,k} \) and \( C_m \) are the urgency factor (the larger, the higher priority) of class \( m \) and the corresponding linear factor, respectively. Together with Equation (6.3), using the integrated parameter as the weights, the MWM can be obtained for scheduling the packets.

### 6.3 Conclusions

The multiple dimension scheduling algorithm, which aims to find the optimal scheduling region in the multiple dimensional space, has been proposed in this Chapter. The algorithm supports traffic with multiple priorities and is also able to handle the decouple problem in practice.
CHAPTER 7
CONCLUSIONS AND FUTURE WORK

Scheduling algorithms for input queued switches have been investigated in this dissertation. Based on the fact that buffers inside switches may not be able to accommodate all traffic, scheduling algorithms with limited buffer space have been studied. By considering the buffer management schemes and scheduling algorithms together, the main goal of this dissertation is to improve the utilization of both buffer space and bandwidth so that more traffic can be accommodated with limited resources.

Chapter 2 presented existing scheduling algorithms for input queued switches. Existing scheduling algorithms are classified into three categories: bipartite graph matching algorithms, parallel iterative matching algorithms, and QoS features guaranteed algorithms. Also, chapter 2 briefly reviewed existing buffer management schemes for the shared buffer structure. The packet discarding schemes, which are implemented at the gateway of current Internet networks, were discussed in this chapter.

Chapter 3 presented Queue Length Proportional (QLP) assignment algorithm, which allocates the available bandwidth to the competing connections in proportion to their corresponding buffer occupancies. High utilization of both buffer space and bandwidth can be obtained by using the QLP algorithm so that both high throughput and low cell loss ratio can be achieved.

In Chapter 4, cell loss ratio is employed as the fairness metric resulting in the Queue Proportional Fairness (QPF) criterion. Three types of fairness are introduced for an input queued switch: intra-queue, intra-input and inter-input fairness. As shown in this
chapter, by employing the new metric, the QPF can achieve higher utilization of network resources than the traditional Max-Min fairness criterion.

Chapter 5 presented the Weighted Minmax (Wminmax) algorithm to support different QoS requirements of heterogeneous traffic. In Wminmax, heterogeneous and regulated traffics are grouped into several classes according to their negotiated QoS parameters. For each class, network resources are allocated in proportion to their corresponding QoS parameters.

Chapter 6 presented Multiple Dimension Scheduling (MDS) to support traffic with multiple priorities and to handle the decouple problem in practice. In MDS, the criterion to select the packet to transmit is determined by multiple QoS parameters and, therefore, it is possible to find the optimal scheduling region in the multiple Dimension space.

The future work of this dissertation will focus on how to obtain the closed form relationship between queue lengths and buffer size for any 2 by 2 input queued switches. For switches with size larger than 2, the scheduling algorithm may be heavily dependent on the traffic pattern, and thus it is difficult to obtain the closed form solution. In the MDS algorithm, the selection of the linear factors is one of the critical steps that would affect the performance of the algorithm. Note that, the integrated parameters are based on different categories of QoS parameters in the MDS algorithm, research on the effect of any inaccuracies in the QoS parameters are important for improving the performance of the MDS algorithm.
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