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fast enough by the CNC to keep up with a desirable programmed feed rate. If the data

stream intermittently runs dry for either reason, the feed is going to progress in fits and

starts, which degrades surface finish, tool life, and maybe accuracy too if the tool is

deflecting in an uncontrollable manner. And so the whole program feed rate is run slower

than necessary, or the tolerance is set larger than desired, to avoid these problems.

At least, those are major issues with older controls. Newer high end CNC's have

much larger memories, can achieve very high block processing speeds, and apply

sophisticated look-ahead capabilities that scan ahead in the program for abrupt changes in

cutter path direction. Real-time control algorithms not only see the turns coming, but also

lower the feed rate in order to keep the cutter on path and avoid moments of data

starvation. These features go a long way to alleviating the accuracy-vs.-data compromise

necessitated by linear interpolation. Still, even with these extraordinarily capable CNC's,

dense clusters of data points in the part program will significantly reduce the average real

feed rate due to block processing limitations and because the control system must execute

many abrupt local changes in path direction as it "corners" from each line segment to the

next. The accuracies of such capabilities are becoming increasingly well documented in

high speed machining applications. Indeed, Siemens claims that "in existing applications,

accuracies of 0.5 micron with feeds of 400 ipm were reached" with NURBS interpolation

on that company's much-touted 840D control.

But curve interpolation can also be used simply to go flat-out faster than ever

before, since the CNC interpolates the original curve at the CNC's interpolation rate. How

much faster? It's hard to say at this point, and many machine tool builders are asking
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themselves the same question hence getting a tantalizing insight into the issue in the

demo area of machine tool builder Makino (Mason, Ohio).

Makino CAD/CAM applications engineer Jeff Wallace believes that NURBS

interpolation will result in feed rates being boosted by "at least 30 percent and maybe as

much as 50," and has been conducting cutting tests to bear out that hypothesis. To

demonstrate, Mr. Wallace showed us the curvy test part being cut on one of Makino's

high speed machining centers fit with a GE-Fanuc M C control. To see just how fast the

machine could contour the foot-long, P20 piece, the path was programmed at a feed rate

of 999 ipm and the feed rate override was set at 200 percent. When planar (X-Z) cuts

were first executed in a conventional linear interpolation mode, the actual feed rate

topped out at about 650 ipm. Then Mr. Wallace switched over to a NURBS

representation of the same path, leaving all other parameters unchanged, and immediately

the feed began breaking 1,000 ipm at its fastest moments.

That's not going to happen on just any machine tool, of course. But it does

nonetheless illustrate the potential of curve interpolation that has captured the attention of

high speed machine builders worldwide.

Some of the company characteristics are highlighted:

1) GE-Fanuc: They are one of the leading manufacturers of CNC machines. Whether

it's a multi-axis high-speed, high-precision machine, a simple three-axis machine, or a

transfer line, GE Fanuc has a control solution to meet the application requirements. From

their traditional CNC products to the latest software enhanced OpenFactory systems,
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solutions are - faster and easier than ever. Much work has been done especially on

NURBS interpolation and in their machines the control reads a very different G-code

than that to which machine shops are currently familiar. Rather than the X-Y-Z

coordinates of a conventional program block, the NURBS data includes the control

points, weights, and knot vectors required to define the curve. The control builder

contends that this method of representing curved cutter paths "results in a reduction of

program size of 1/10th to 1/100th of a comparable linear interpolation part program and

significantly improves the fundamental accuracy issues."

2) MAKINO: Makino was the first to bring high-speed spindle technology

commercial market. Today, Makino machines and processes are cutting time-to-market

for production machinery companies all over the world. With Makino's solutions, not

only are the manufacturers cutting metal faster, but you are cutting time to market, too.

But cutting time means much more than cutting metal faster. It means having the ability

to quickly respond to changing market demands. Makino solutions have that flexibility

built in, allowing the company to take on many different parts.

SOFTWARES:

There are different types of software available in the market presently. Let us have a look

at a few of them.

CNCez: It is a world class real-time 3-D simulator for computer numerical controlled

utilizing the openGL engine for exceptional real time rendering and and 3-D visualization

of tool-cuts. Unlike common CNC simulators, it provides real time control over view-

point change and light properties. A user-defined pre-processor for customized G-codes

and a macro language for custom cycles.

An interactive tool library editor allows the creation and 3-D preview of the

customized tools. A tool turret —editor allows direct manipulation of the current tool
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turret. An interactive work-piece property allows the user to specify dimensions, material

properties, coloring as well as creating material library.

There are numerous other companies that provide CAD/CAM technology like the

famous GIBBS system.

GIBBS CAM: Continuing in the GibbsCAM tradition of delivering power, speed and

efficiency without sacrificing ease of use, GibbsCAM 2000 incorporates several new

enhancements designed to make NC programming faster and easier through powerful

functionality. Most notable are the Wizards technology, Generation II Tool-path Engine,

CATIA and VDA-FS CAD interoperability options, and the Reporter.

As a summary, these publications have provided insight into the importance of the

tolerances in manufacturing as a quality issue. However, there is a lack in respecting the

design tolerances when it comes to manufacturing of parts (even complex surfaces) and

further work needs to be done.

This research would focus on expanding the horizons in present CNC machines

and to enable manufacturers to machine parts within the desired dimensional and

geometric tolerances. After exploring various avenues, this research chose ANN as a

strong tool to generate NC codes because of its learning abilities.



CHAPTER 3

RESEARCH OBJECTIVES

The research will focus on building a prototype for the inclusion of tolerance in an NC

machine.

The proposal is, let us assume a designer allocates dimensions (with the tolerance)

for a component, and say 15 mm with tolerance of 0.005 mm and geometric tolerance for

angularity of 45 degrees and 0.002 degrees. Subsequently, while manufacturing the

manufacturer would be prompted to enter the tolerances in the NC machine. There would

be a program that would automatically generate the G and M codes for the NC machine.

By the optimal allotment of tolerances a manufacturing unit can accentuate its time, cost

and quality. All the three are vital elements for the successful functioning of the unit.

The G and M codes would be generated for the following processes-

1) Milling

2) Turning

3) Drilling

The whole module would try to incorporate the following manufacturing

processes for given design tolerance:

1) Machining processes

2) Machines

3) Tools

4) Machining parameters

5) Process capability
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CHAPTER 4

PROPOSED METHODOLOGIES

The research would focus on expanding the horizons in present CNC machines and to

enable manufacturers to machine parts within the desired dimensional and geometric

tolerances. After exploring various avenues, this research chose ANN as a strong tool to

generate NC codes because of its learning abilities.

1) The tolerances are obtained from the CAD system by a command IGES out.

2) Once the tolerances are obtained it is fed into a generic algorithm which would

convert these files into two parts;

a) Geometric tolerances

b) Dimensional tolerances

3) Then these tolerances are fed into a neural network.

4) The philosophy of the neural network can be summarized as follows-

It would have a set of rules within the network. This is done by assigning specific

weights to each neuron and that neuron would be activated as per the information

received by it. The network would then work out the "error" by comparing the

information received with the set of rules already present within the system.

Subsequently the network would do the required compensation to the information

received to it.

5) The neural network would be an unsupervised type of network. It would consist of

three layers, viz.,

a) Input layer

14
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b) Hidden layer

c) Output layer

The input layer consists of input PE (processing elements). These neurons would

just receive information from the environment and transfer it to the intermediate PE's in

the intermediate layer. It would be done with the use of a sigmoid function.

Next, the intermediate neurons would transfer the weighted information into the

output PE's which in turn would transfer it back to the environment, the weighted

difference. The output would again have to be fed into a generic algorithm which would

change it into G and M codes for CAM machining purposes, these can also be changed

into a text file later on if necessary.

The inputs to the neural network would be in the form of sigmoid function.

This paper would deal with understanding of the ANN (artificial neural networks) used

for generating G and M codes. First , dealing with the basics of ANN and subsequently

the use of numerical analysis in understanding the geometry of surfaces and tool path

generation.

This thesis would deal with neural networks for the following:

1) Dimensional tolerance analysis and control

2) Control of feed rate, spindle speed, depth of cut and cutting forces.

3) Propagation of errors in multi step machining

4) Geometrical tolerance control using vectorization

The procedures would be discussed in more details in the following chapters.
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4.1 Neural Networks

Neural networks are composed of simple elements operating in parallel. These elements

are inspired by biological nervous systems. As in nature, the network function is

determined largely by the connections between elements. Neural network can be trained

to perform a particular function by adjusting the values of the connections (weights)

between elements. (Figure 4.1)

Commonly neural networks are adjusted, or trained, so that a particular input

leads to a specific target output. Such a situation is shown below. There, the network is

adjusted, based on a comparison of the output and the target, until the network output

matches the target. Typically, many such inputltarget pairs are used, in this supervised

learning, to train a network.

Figure 4.1 Neural Network.
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Batch training of a network proceeds by making weight and bias changes based

on an entire set (batch) of input vectors. Incremental training changes the weights and

biases of a network as needed after presentation of each individual input vector.

Incremental training is sometimes referred to as "on line" or "adaptive" training.

Neural networks have been trained to perform complex functions in various fields

of application including pattern recognition, identification, classification, speech, vision

and control systems.

Today, neural networks can be trained to solve problems that are difficult for

conventional computers or human beings. Throughout the toolbox emphasis is placed on

neural network paradigms that build up to or are themselves used in engineering,

financial and other practical applications.

The supervised training methods are commonly used, but other networks can be

obtained from unsupervised training techniques or from direct design methods.

Unsupervised networks can be used, for instance, to identify groups of data. Certain kinds

of linear networks and Hopfield networks are designed directly. In summary, there are a

variety of kinds of design and learning techniques that enrich the choices that a user can

make.

The field of neural networks has a history of some five decades but has found

solid application only in the past fifteen years, and the field is still developing rapidly.

Thus, it is distinctly different from the fields of control systems or optimization

where the terminology, basic mathematics, and design procedures have been firmly

established and applied for many years.
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4.2 Aspects of Neural Networks in Neural Networks

The first area is the approximation theory. If K is a compact set in le, for some n, then it

is proved that a semi linear feed-forward any continuous function in C (K) to any

required accuracy.

The second area considered is that of learning algorithm. A detailed analysis of

an algorithm (the delta rule) will be given. Indeed, computation has inspired considerable

advances in this branch of mathematics (Taylor, 1993). The structure of classification

space can be analyzed using statistical decision theory (Amari, 1990).

DENSITY AND APPROXIMATION:

It has been proved that a multilayer perceptron can separate any finite sets of points in Rn

Let us describe this a little more carefully. Let A and B be two finite sets in Ri

Figure 4.2 Density and Approximation.

`A' might consist of the points labeled "o" and B contains points labeled "x". Assume to

wish the network to produce output 1 for the points in A and 0 for points in B. Clearly it

is possible to construct a finite set of polygons P1 Pk such that
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Ac Q : =UPS for j=1, . . ...,k

Each Pi consists of a finite intersection of half spaces. It can be thus be obtained

by a network computing the logical AND function which is linearly separable. The union

to include A can then be obtained by a network computing the OR function: OR is also

linearly separable. This approach is natural and simple but it is difficult to take it too far.

As before, assuming the inputs as vectors in R. The output y of the network is a vector in

Rm, where m<< n (in many cases m=1). The network then computes a function g: Re->

Rm which is regarded as an approximation to some other function f: R i---÷ Rm .

"This paper proposes a perception with back propagation to calculate any

deviations in tool path. It has been proved by Cybenko (1989), Hornik et al (1989) and

Funahashi (1989) that one hidden layer is sufficient for approximation. Before explaining

the way the neural network functions mathematics of surfaces needs to be understood,

since the diagram divides each surface on the part diagram and represents it by an

equation."

4.3 Mathematics of surfaces

Looking at the geometry of the surfaces rather closely, as it is the essence of the inputs

into the neural networks. This would not only fill in for geometrical tolerances but also

dimensional tolerances. But as a foresight there might be a problem for representing

intersecting surfaces and complex surfaces, hence this paper stresses on how to correctly

represent the surfaces by their equations.
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I) INTRODUCTION: Now let us briefly discuss the different forms of representation of

surface equations.

The parametric form of a surface equation is

These are vectors and can be represented in multi-dimension. If the value of u is

fixed and v is varied, the point P traces a curve in the surface. The partial derivative

bpl8v is a vector tangent to the curve. Similarly, keeping v fixed and u varying then the

partial derivative of p w.r.t. u would be a tangent to the above curve. The normal to this

plane (also to the surface) can be calculated by the cross product of the partial

derivatives.

This defines a curve frame. Similarly, a surface frame with the required tolerance can be

defined.

II) SURFACE CURVATURE: The curvature of a surface is rather more complicated

than the curvature of the curve, since the curvature of a path across a surface depends on

that path as well as on the surface itself. Different paths passing through the same point in

different directions will have different normal curvatures, but it is found that the normal

curvature takes on the maximum and minimum values for two directions, which are

always at right angles to each other. There are two useful scalar measures of curvature.

One is mean curvature (J) and gaussian curvature K.
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Appropriate knowledge of the co-ordinate system and the non-Cartesian co-

ordinate system is essential.

III) PARAMETRIC CURVES AND SURFACES: Trying to introduce parametric

geometry of free form curves and surfaces, the primary reason to choose parametric

representations in this context is that it is possible to express curves and surfaces in terms

of linear combinations of scalar functions of the parameters, with vector-valued

coefficients. This is appropriate as pointed out by Forrest [16], 'shape is independent of

frame of reference'.

Various curves can be defined like,

1) Cubic curves.

2) Cubic B-spline curve.

3) Composite cubic curve.

4) Bezier curve. Etc.

IV) SURFACElSURFACE INTERSECTION: As discussed earlier the CAD system

(AUTO CAD) has solid modellers in which the object being designed is represented by

means of a unified data structure in the computer.(Requicha & Voelcker, Pratt ). This

structure must contain details of all the face, edges and vertices of the object. This paper

proposes the use of different methods for the evaluation of equation of the surfaces and

intricacies in the neural network to give the right output for these inputs.
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1) Define the surface according to its control limits. Determine whether a given point

X,Y and Z lies on the surface. When the surface is implicitly defined as f(X,Y,Z) = 0 it is

only necessary to substitute X,Y and Z to determine whether or not they satisfy the

equation. In the parametric case, however, points can be computed easily, which do lie on

the surface. A search procedure must be used to determine whether X,Y,Z is a point on

the surface, but this is clearly much more cumbersome than the implicit function.

2) MARCHING METHOD: This technique generates a sequence of points on or near the

required intersection curve by stepping from the current point in a direction controlled by

the local differential geometry of the surface or surfaces involved. Jordan, Lennon and

Holm [I I] developed an algorithm of this kind for directly displaying a curve f(x,y)=0.

From a given start point (xo,yo) the algorithm steps into one of the neighbouring eight

points of the square grid, using the signs of the partial derivatives to select the quadrant

moved to, and stepping to the position within that quadrant for which the value of

f(x + 8x,y+6y) is smallest.

These methods work well for straight lines and conics, but run into troubles with

more complex curves. Finding suitable starting points and termination conditions become

harder.

A second class of marching methods may be thought of as repeatedly solving a

umber of simultaneous equations, one of which is a step constraint. For intersecting

surfaces, the surface created by the intersection of these two surfaces can be considered

as another surface. A similar concept is used in numerically controlled machining using

programs such as APT( Faux and Pratt[6]). Here the cutting tool is driven by in contact
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with a part surface and a drive surface which correspond to the two intersecting surfaces,

while a sequence of 'pseudo-check surfaces' is used provide step constraints.

Now dealing with how the neural network is going to do such complex

mathematical calculations?

The network that this paper is going to study is called 'On interval weighted three-layer

neural network'.

In solving application problems, the data sets used to train an ANN may not be

hundred percent precise but within certain ranges. Representing data sets with intervals,

have interval neural networks. By analyzing the mathematical model, categorize general

three-layer ANN training problems into two types. One can be solved by finding

numerical solutions of non-linear systems of equations. The other can be transformed into

non-linear optimization problems.

Proposed algorithms:

1) For extraction of tolerances from CAD software-

Description of data in tolerance information (Table 4.1).

The below-mentioned variable names would be used in the programs for the

tolerance extraction from CAD software.

The processes considered in the research are-

1) Milling



2) Turning

3) Drilling

These processes have a fixed upper and lower dimensional tolerances which are

generally used in the industries. [Doyle] (Table 4.2)

24



LTL= Lower tolerance limit

LSR= Lower surface roughness

USR= Upper surface roughness

ALGORITHM:

1) Input N.

2) Read N.

3) Input I.

4) Read I.

5) Input the dimension and Dim. Toil for I.

6) Read D(I) andT(I).

7) Open "part1DIM.DXF"

8) Read X1,X2,Y1,Y2.

9) Link I and D(I),T(I).

10)Store in DDIM.DXF

11) 1=I+1

12) Is 1=N

13) If yes goto 15.

14) If no goto 5.

15) End

25

Now algorithm for geometric tolerances:



1) Input N.

2) Read N.

3) Input I.

4) Read I.

5) Input the dimension and Geometric Tol for I.

6) Read D(I) andl(I).

7) Open "part1DIM.DXF"

8) Read X1,X2,Y1,Y2.

9) Link I and D(I),l(I).

10)Store in GDIM.DXF

11) I=I+1

12) Is 1=N

13) If yes goto 15.

14) If no goto 5.

Conditions for geometric tolerances: CSA standards
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Equation (a)- Virtual condition shaft implies worst mating boundary.

Conditions for dimensional tolerances : CSA SlANDARDS

Table 4.3 CSA standard tolerances

And so on.

Run CAGl (Computer Assisted Geometric Tolerance). [G.Abdou and R.Cheng]

lhis module would recreate the part drawing in AUlOCAD with specific reference to

the tolerances.

4.4 Douglas Peucker Method for Line Approximation

lhis method is suggested for use on complex parts. It is a powerful tool, which can

drastically reduce the generated data curve depending on the error tolerances. lhe DP

line simplification algorithm was originally proposed in [5]. John Hershberger and Jack

Snoeyink have implemented it in C in [6] as a package named DPSimp:

DPSIMP is a Douglas-Peucker line simplification algorithm implementation by John

Hershberger and Jack Snoeyink. They analyze the line simplification algorithm reported

by Douglas and Peucker and show that its worst case is quadratic in n, the number of

input points. The algorithm is based on path hulls, that uses the geometric structure of
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the problem to attain a worst-case running time proportional to nlog2(n), which is the

best case of the Douglas algorithm.

SlEPS IN DP LINE APPROXIMAlION:

1) Generate the data as an array.

2) Approximate the line.

3) Simplify the line.

4) Inject line approximation in original data.

5) Get an array with new points.

6) Store it in DPHULL.h.

ALGORIlHM FOR CONVERSION OF DIMENSIONS AND lOLERANCES INlO

BINARY FORM :

1) Open DDIM.DXF.

2) Read I,D(I),l(I)

3) Convert D(I),l(I) into binary DIGIlS.

4) Store in BIN1.DXF

5) Open GDIM.DXF

6) Read D(I),l(I),I.

7) Convert D(I), l(I) into binary digits.

8) Store in BIN1.DXF.

9) Link BIN.DXF and BIN.DXF for each I.

28





29

10) Store it in B1N3.DXF.

Now the values of B1N3.DXF are fed into the neural network.

4.5 Interpolation

NC machine tools are point driven. Curves (including straight lines) are generated by

defining key points on the curve. In the case of lines for example, the end points must be

specified. To generate an arc, the end points plus the location of the center point must be

specified. Free form curves are generated by specifying control points which may not be

on the curve.

lhe process of generating a curve given specific key points is called interpolation.

Most NC control hardware is programmed at the factory to do linear and circular

interpolation. Many controllers are able to do helical interpolation (circular motion in X-

Y with simultaneous linear in Z). Some controllers are also able to generate tool paths

which follow conic sections other than the circle (ellipse, parabola, hyperbola). Special

controllers have been designed to generate curves which interpolate cubic and higher

order polynomial equations. These latter types of controllers are not common. Higher

order curves (all but lines and circles) are generally approximated by straight lines or arc

segments.

Standard controllers can be used to generate complex curves using either linear or

circular interpolation. In linear interpolation points on the complex curve are first

calculated then a program is created which drives the tool from point to point in a straight

line. lhe desired curve can be approximated to any degree of accuracy by using a
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sufficient number of points. Circular interpolation is similar except arcs are generated

between the calculated points.

LINEAR INlERPOLAlION OF CURVES:

Curves may be approximated by a series of straight-line segments. lhere are two

methods for defining the maximum error when using a line to approximate a curve. Both

tolerances specify the maximum deviation allowed between the straight line

approximating curve and the desired programmed curve.

1. Inner lolerance: lhe error is on the part side. Undercutting results from this type of

tolerance.

2. Outer lolerance: lhe error is on the tool side. Excess stock is left with this type of

tolerance.

Both tolerances may be specified and have different values. Either however, not both

tolerances may be zero.

If the curve to be approximated is an arc, the following equation can be derived to

determine the number of approximating lines needed for a specified inner andlor outer

tolerance.
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which yields:

Example:

How many lines does it require to approximate a 5 in diameter circle to an inner tolerance

of .05 inches and an outer tolerance of 0.0 inches?

From the above equation then:

For this circle then the minimum number of chords needed is:

Since the number of chords must be an integer, the calculated value must be rounded up.

lhe correct answer is 16 chords are needed to approximate this circle to the specified

tolerances.

Moving Circle Interpolation: A free form curve may be approximated by creating arcs

between given points on the curve. lhis technique is known as the moving circle

interpolation method. Free form curves created by this technique are smooth. lhey have

both zero order (end points touch) and first order (arcs are tangent) continuity.

Given a set of points (pi to pn ) to be connected by a smooth curve, moving circle

interpolation may be accomplished as follows.
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1. Select the first three points (pi, P2, p3) and determine the center of the arc that passes

through these points.

2. Construct (machine an arc using G2 or G3) an arc through the first two points (pi, p2).

Use the center points coordinates for your I and J values.

3. Drop the first point and select the next point (p4). Determine the center of a second arc

passing through these three points (p2, p3, p4).

4. Construct an arc through the first two (p2 , p3) of the three points. Using the calculated

center of the arc as your I and J values again.

5. Repeat this process with the succeeding points.

6. Construct the arc through the last three points.

An Algorithm for Finding the Center of an Arc :

Given: lhree points that lie on an arc P1, P2, P3

Find: lhe center of the specified arc

1. Connect points P i and P2 with a line La

2. Connect points P2 and P3 with a line Lb

3. Determine the coordinates (Pa, Pb) of the center of each line.

4. Determine the slopes (m a, mb) of lines La and Lb



5. Determine the slopes of line L1 and L2 perpendicular to L a and Lb passing through

points Pa and Pb.

6. Determine the equations for lines L1 and L2

L1NEAR INlERPOLAlION ALGOR1lHM

lo approximate a zero of a continuous function f(x) on an interval [a,b] where f(a) and

f(b) have opposite signs.

1NPUl:

a - left endpoint of interval

b - right endpoint of interval

MAX1lS - maximum number of iterations to allow

TOLEi - tolerance to stop iterating

1. input a, b, lOLER, MAX1lS

2. set xi = a

set xi = b

set yL = f(xL)

set yR = f(xR)
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