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degradation, while using all of the network resources. Among the notorious examples of

routing that have not shown stability is the original ARPANET routing approach. In this

approach, as the network started reaching capacity, the routing engine started switching

from the most-congested routes to the least-congested routes. However, the least-

congested routes became the most-congested routes, after an update was received (i.e.,

the network resources are not used uniformly. This effect, combined with a high

frequency of routing updates, created a phenomenon called route flapping (also called a

fire-hose effect). Routes were recalculated frequently and the effect on the network was

such that half of the network was highly utilized while the other half was not. The

amount of capacity used to keep up with routing updates left the network with no more

capacity for transporting more packets.

Network overhead 

The amount of network overhead, as described in the previous attribute, also becomes an

important factor of routing algorithms. Obviously, it is desirable that the overhead

required for maintaining a routing protocol is minimum, or at least not significant.

However, there is a tradeoff that this thesis will attempt to capture, in general the less

overhead a routing protocol requires, the less efficient it becomes. In a less-strict

definition, the amount of overhead generated by a protocol is measured by the amount of

capacity taken by the messages used by the protocol to exchange routing information.

However, in a more strict definition, overhead of a given routing algorithm could also

add the amount of extra information sent on a network beyond those required by the most

optimum route. A typical example of that is the use of Protocol Independent Multicast —

Dense Mode (PIM-DM). In this routing algorithm, the information to maintain the
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routing multicast distribution trees is minimized. However, to reach that point, the

protocol dictates that all of the information sent to a multicast destination gets flooded out

all valid interfaces. This obviously creates a significant amount of packet duplication that

should be counted as overhead for a given routing algorithm.

Efficiency 

It refers to the amount of network resources utilized to satisfy the requirement of

transporting information from source to destination. The most common way of

measuring efficiency of a routing protocol is based on the shortest path algorithm.

Assuming that one is interested in selecting the minimum-hop route, the most efficient

routing algorithm is the one that uses the shortest path between source and destination (on

which each link hop has a cost of one). Efficiency can also become more complicated,

and one may be interested on minimizing delay between source and destination. Then,

the measurement is dependent not only in the number of links associated with the path,

but the capacity available on those links to satisfy the demand and the processing power

of the nodes associated between the source and the destination.

Memory/processing power

It refers to the amount of memory and processing power consumed by the nodes

executing the routing. Memory became an issue in the commercial Internet, prior to

address aggregation. That is because the amount of memory required by routers to route

to each single destination in the Internet started growing. Updates to the routing

techniques that allow address aggregation, which is used in storage of routing tables,

provided the necessary relief in Internet type of networks. Similarly, the amount of
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processing power needed to determine routes (to include execution of the routing

algorithm) can also become an important issue.

Complexity/ease of implementation 

Complexity and ease of implementation become an important factor in comparing routing

algorithms. In general, the simpler the algorithm is, the more appealing is usage because

of its impact on other measures such as: processing power, network overhead. That is

because, typically, simpler algorithms require less processing power, less memory, and

less network overhead.

Robustness 

This attribute is related to the adaptability factor. A robust routing algorithm will find a

path, assuming one exists, regardless of how severed a network becomes. For example,

the saturation routing algorithm is well known for its robustness property — that is if there

is an existent path, it will find it.

Consistency 

A consistent routing algorithm is the one that provides a consistent path between source

and destination (that is it will not create routing loops because of routing database

inconsistencies).

Optimality

Optimality refers to how optimum the path is selected between source and destination.

Saturation routing could become an optimum routing algorithm.

Routing Decision Place

This refers to the location of updates for routing occurs. There are two different types of

updating routing tables. These are Centralized, Distributed, and Source. In the
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centralized case, all of the routing updates are done in one central location and then they

are either distributed or accessed by each individual node, as they require the routing

information. Whereas in the distributed case, all of the routing updates are triggered by a

change in any of the nodes' view of the network. The changes of view by a node, causes

routing updates to be performed based on updates received by the other nodes. One of

the concerns with distributed routing is the lack of consistency. As updates occur

through the network, they could take a finite amount of time to propagate through the

network and create routing loops (e.g., the counting to infinity problem referred to in the

RIP protocol is a classical example of this problem). In the case of having the decision

place done at the source node, the source defines the path to be taken between itself and

the intended destination.

Type of routing effort 

Under this category, routing efforts have been divided into the following: (1) Routing for

a Circuit, (2) Routing for a Virtual Circuit, and (3) Routing for Datagrams. In the two

first cases, the routing effort is to establish either a circuit or a virtual circuit.

Presumably, the circuit is first routed using the routing protocol. Resources are checked

to ensure that the circuit or virtual circuit can be supported. After the circuit is setup an

exchange of data occurs between source and destination (and possibly vice-versa), using

the circuit established (and therefore not requiring any routing efforts). Whereas, in the

Routing for Datagrams case, data to be exchanged between source and destination is

broken up into smaller packets (called Datagrams) and are routed individually. In this

case, the path between source and destination does not remain constant during the

exchange. As a result, each individual datagram requires a routing effort
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Source route specifications 

In order to avoid routing loops, some routing protocols either dictate or allowed the

source node to specify the complete path to be taken by the packets between source and

destination. In some cases, the specification may be strict, that is the routing path

selected by the source must be followed and has been fully defined (i.e., includes all

nodes involved in the routing). In other cases, the specification may be loose (i.e., not all

of the nodes involved in the routing are included). An example of this type of routing is

the one described in the Private Network to Node Interface (PNNI) for ATM networks.

In this case, the source will include as much detail as the source is aware of. The

intermediate points between not well defined routes will be defined by those intermediate

points that have the full routing knowledge.

1.2.2 Routing Protocols for Telephone Networks

Most of the protocols defined for telephone networks are to select a circuit between

source and destination. This circuit (virtual or real) is to be maintained for the whole

duration of the conversation between the source and destination. The objective of the

routing protocol becomes to select a trunk group to establish communications between

the source and destination switches. Most of the telephone networks at their highest level

of hierarchy are of the fully connected type (i.e., each switch has a connection with every

other switch at that level in the hierarchy). As a result, the first option for most of these

routing protocols is to take the direct route (i.e., the trunk group that connects directly the

source and destination switches), if it exists and it is available. If that direct route

becomes totally congested (i.e., there is no more trunks available for a connection), then

that is the time at which a routing decision will have to be made. A description of the
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Dynamic Alternate Routing (DAR) algorithm used in the British Telecom public

switched Network is included below. Other algorithms such as the Dynamic

NonHierarchical Routing (DNHR) used in the US are also classic examples of the routing

algorithms used in telephone networks.

DAR algorithm 

The DAR algorithm will take the direct path when trunks are available in that link. Let's

assume that the 2 nodes labeled as S and D in the Figure 1.5 are to be connected. The

most direct path will be selected assuming that is available. Otherwise, a previously

selected node (which will be different for each source-destination pair and may change as

a function of time) 0 1 (called tandem node) will be used to make the connection a 2-hop

connection. If the number of trunks available in any of the links associated with the

alternate path (i.e., S-0 1 and 0 1 -D links) is less than a configurable parameter called

trunk-reservation, the call will be blocked and the identification of the tandem node will

be changed (possibly in a random fashion). Note how flow and congestion control (i.e.,

the decision of blocking or not blocking a call) becomes intimately related with the

routing scheme.

DAR can be extended to multihomed networks on which there are two levels of

hierarchy — one is the access network and the other one is the backbone (or also called

core) network. In this case, the core is fully connected while the access network has 2

connections to the core (i.e., the primary and the secondary connection) to what is known

as connections to parent nodes. In this case, DAR could be modified to always attempt

direct connections between the primary parent of the source switch with either the

primary or secondary parent of the destination. Or alternatively, between the secondary
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parent of the source with either the primary or secondary parent of the destination. In this

case, there will be four direct alternatives, prior to invoking the use of the alternate

nondirect path by DAR.

Figure 1.5 DAR Algorithm Illustration
Source: Martha E. Steenstrup, ed., Routing in Communications Networks, Englewood
Cliffs, NJ: Prentice Hall, 1995.

1.2.3 Routing Protocols for Packet Switched Networks

A large variety of routing protocols are in use in today's networks. The explosion in the

Internet has fueled a lot of research associated with the development of packet switched

routing algorithms. Packet switching networks can use either Datagram technology or

virtual circuit technology. Currently, the Internet uses a Datagram approach for routing

between source and destination (i.e., routing decisions are done independently as each



23

packet arrives at each node). The Internet Protocol (IP) allows for source routing (in a

strict or loose sense), but this option is almost never invoked, if at all. On contrast to IP,

native ATM uses virtual circuit technology. A review of 3 different routing algorithms

will be presented. The Routing Information Protocol (RIP) (this is of the Distance Vector

family of routing protocols), the Open Shortest Path First (OSPF) networks (this is of the

Link State family of routing protocols). The Private Network to Node Interface (PNNI)

for ATM networks (also of the Link State family of routing protocols) will be discussed

in the next subsection. This variety of routing protocols will show the different types of

routing available for packet networks. Because of its importance to the topic, emphasis

will be placed on the description of the PNNI routing algorithm.

Routing Information Protocol (RIP)

RIP is a protocol that was extensively used in the Internet for routing within a Routing

domain (i.e., a set of routers that fall under the same network administrator or owner). It

consists of a set of routers updating their view of the network (expressed in terms of

reachable nodes and the distance required to reach those nodes) based on their local

knowledge. In general the RIP routing algorithm could work with an arbitrary cost

associated with each link (and that is how is being described in here). However, when

used in the Internet that cost is just the number of links.

In essence, each router calculates the distance that it perceives between itself and

all of its neighbor routers. This calculation is made and exchanged with all of the

neighbors. As the neighbors receive this information, they update "their view" of the

network and propagate that back to their neighbors. Because with the information

received (assuming that all of the neighbors' information has been received), they now
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can not only reach their neighbors, but they can also reach their neighbors' neighbors.

This algorithm is recursively repeated by every router in the network, until there is no

more updates to be transmitted. Once steady state is reached, routers will refresh

information after a refresh period has expired, or if a router's view of the network

changes (i.e., if a link or a node fails). It has been shown that the synchronized and the

distributed version of the algorithm (whose implementation is often referred to as either

the Ford-Fulkerson or the Bellman-Ford algorithm) will converge to the correct path

selection. This convergence is in a finite amount of time, assuming proper network

behavior (e.g., routers will never stop recomputing paths or receiving updates from its

neighbors).

Several issues have been identified and documented throughout the literature with

respect to distance vectors. The counting to infinity is a well-documented problem. This

is equally true with the proposed solutions such as: the split-horizon and the split-horizon

with poisoned reverse.

Open Shortest Path First (OSPF)

The Open Shortest Path First (OSPF) protocol is a protocol of the Link State family.

This type of protocol has practically replaced the use of RIP in the Internet. Both of these

protocols are executed only within an Autonomous System (AS). The basis for the Link

State routing protocols is a database stored and calculated by all routers in the area. This

database is a map as to how this router perceives every router in the area is connected and

the cost associated with its connection. Every router's database is then exchanged with

every other router in the area by a reliable flooding mechanism. Similarly to RIP, routers

will update their database based on information received by other router's database.
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Eventually, OSPF will converge and steady state can be achieved. Similarly to RIP,

information is refreshed in a refresh interval or whenever a change occurs.

It is believed that link state protocols are more efficient, reliable, and contain

desirable features (e.g., freedom of loops). Hence, its increase in popularity. ATM has

recommended the use of PNNI as its routing algorithm. This routing algorithm is also of

the link state vector family. A discussion of this algorithm in detail is included in the

next section.

1.3 Current Approach for ATM Routing - PNNI

PNNI Routing is based on the link state routing technique, and supports hierarchical

routing to achieve scalability. Nodes are organized into peer groups and hierarchical

logical nodes to minimize topological information needed by each node. Peer groups are

a collection of logical nodes and are established administratively. Reliable flooding is

used for advertising reachability. A topology database is established at each node, which

provides all information needed to compute a route from a given node to any address

reachable in or through that routing domain. PNNI interoperates with external routing

domains, and supports QoS-sensitive path selection (to some extent, efficient QoS-

sensitive path selection is still a research issue).

The description in Section 1.3.1 is intended to summarize the workings of PNNI

routing. Section 1.3.2 provides more detail, but for a comprehensive view refer to the

ATM forum PNNI Specification. Section 1.3.3 provides a description of PNNI routing
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packet formats, which are needed to perform analytical calculations of routing overhead,

later in Section 2.3.

1.3.1 PNNI Routing Overview

Building the topology database

A physical link is identified by two sets of parameters, one for each direction. Each set

consists of the transmitting port ID and the node ID. Physical nodes are lowest level

logical nodes. Logical nodes are administratively grouped into peer groups. Neighboring

(logical) nodes exchange peer group IDs in Hello packets. If their peer group IDs is the

same, they belong to the same peer group. Otherwise they belong to different peer

groups, and are border nodes.

A node's local state information is determined by the Hello packets, which

provide the status of the link to each neighbor. Information is exchanged on a well-

known VCC, the PNNI Routing Control Channel (RCC). Hello packets are sent

periodically, and provide the AESA, port ID, node ID, and peer group ID. During link

initialization, adjacent nodes within the same peer group synchronize their databases.

PTSEs contain topology state parameters and link state parameters. Database

synchronization results in the two nodes having identical topology databases. The Hello

protocol runs as long as the link is operational, and can therefore act as a link failure

detector.

A node's state information is bundled into PTSEs. After database

synchronization, PTSEs are reliably flooded throughout the peer group. A node's

topology database consists of the collection of all PTSEs received. The topology

database provides all the information needed to compute a route to any reachable address
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in or through that routing domain. PTSEs are reissued periodically and on an event

driven basis. All peer group members maintain an identical topology database.

The nodes of a peer group elect a peer group leader (PGL) in accordance with a

leadership protocol. The PGL of the higher level peer group aggregates and distributes

information about the child peer group, and floods that information into its own peer

group. The functions of the higher level PGL are implemented in the PGL at the lowest

level.

The PNNI routing hierarchy is completely described by focusing on the recursive

nature of peer groups. The highest level peer group differs only in that it does not need a

peer group leader. Logical links between logical nodes in higher level peer groups are

usually VPCs.

Path selection during call establishment

Since ATM is a connection-oriented technology, a path selected by PNNI for

establishment of a virtual connection will remain in use for as long as that connection

remains open. Thus it is critical that PNNI selects paths carefully.

The user specifies QoS and bandwidth parameters that the ATM network must

guarantee for that call. PNNI call establishment consists of two parts: 1) selection of a

path that appears capable of supporting the QoS and bandwidth requested, and 2) set up

of the connection state at each point along the path. The processing of the call at each

point along the path confirms that the resources requested are in fact available. If they

are not, crankback occurs which causes a new path to be computed, if possible. The final

outcome of path selection is either a path that satisfies the request, or refusal of the call.
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The routing technique chosen for PNNI path selection is source routing. The

source selects the path to the destination based on information available at the node from

the topology database. Source routing implies that only the source node is involved in

the actual path selection. Therefore, PNNI does not specify any single algorithm for path

selection.

Generic connection admission control

Connection Admission Control (CAC) is the process of determining whether or not a

node has the resources available to accept the call described in a newly received

connection request. It was decided that since only the specific node was involved in this

decision, it was necessary to standardize a CAC algorithm. However, a generic CAC was

needed as a surrogate for the actual CAC, to in effect predict the outcome of the actual

CAC algorithm. The advertised set of topology state parameters must carry information

that a generic CAC can use to make this prediction. The actual CAC calculation is

performed when the resources are actually being committed to the call.

1.3.2 Detailed Description of PNNI Routing

In PNNI networks, nodes are grouped hierarchically in order to reduce the information

required for maintenance by every node in the network. The function of PNNI routing is

to build the distributed databases required by PNNI signaling for it to do source routing.

Specifically, PNNI signaling uses route calculations derived from the reachability,

connectivity, and resource information dynamically maintained by PNNI routing. The

sequence of events performed by PNNI routing at initialization is as follows:
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• Node configuration.

• Link initialization.

• Topology database synchronization.

• Reliable flooding of PTSEs throughout the peer group.

• Election of peer group leaders.

• Flooding of PTSEs is an ongoing activity to maintain up-to-date technology

databases (not part of initialization).

Node configuration 

Nodes are configured by assigning a node ID, a port ID for each transmitting port, and a

peer group ID, so that each node will know what peer group it is a member of. The PNNI

hierarchy begins at the lowest level where lowest level nodes are organized into peer

groups. A peer group (PG) is a collection of logical nodes, each of them exchanging

information with other members of the group, so that all peer group members have the

same view of the group. A logical node at the lowest hierarchical level is a lowest level

node, i.e. a switch with a unique node ID.

Link initialization 

Logical nodes are connected by logical links. At the lowest level, a logical link is either a

physical link or a VPC between two lowest level nodes. Each node determines its local

state information, which includes the identity and peer group of the nodes of immediate

neighbors, and the status of its links to the neighbors. Link initialization begins with an

exchange of information via a well known VCC used a PNNI Routing Control Channel

(RCC). Hello packets are sent periodically by each node on the link to exchange ATM

End System Address (AESA), peer group ID, node ID, and the port ID for the link. Thus,
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link initialization begins when the link becomes operational, and establishes whether the

nodes on the two ends of the link belong to the same peer group, or belong to different

peer groups. In the presence of certain errors or failures, peer groups can partition,

leading to the formation of multiple peer groups with the same peer group ID. Links

within a peer group are "horizontal links", whereas links that connect two peer groups are

"outside links".

Topology database synchronization 

When neighboring nodes conclude that they are in the same peer group, they proceed to

synchronize their topology databases. Each node generates a PNNI Topology State

Element (PTSE) that describes its own identity and capabilities, information used to elect

a peer group leader (PGL), as well as information used in establishing the PNNI

hierarchy. The neighboring nodes first exchange PTSE header information. When a

node receives PTSE header information that advertises a more recent PTSE version than

the one it has, or a PTSE that it does not have, it requests the PTSE and updates its

database when it subsequently receives the PTSE. Database synchronization results in

link pairs having identical topological databases. When a newly initialized node connects

to a peer group, the ensuing database synchronization reduces to a one way topology

database transfer.

Reliable flooding of PTSEs throughout the peer group 

Reliable flooding of PTSEs throughout a peer group ensures that each node in a peer

group maintains an identical topology database. This is the advertising method in PNNI.

PTSEs are encapsulated within PNNI topology state packets (PTSPs) for transmission.

When a PTSP is received its component PTSEs are examined. Each PTSE is
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acknowledged by encapsulating information from its header within an Acknowledgment

Packet, which is sent to the sending neighbor. If the PTSE is new or of more recent

origin than the receiving node's current copy, it is installed in the topology database and

flooded to all its neighbors except the neighbor that originated the PTSE. A PTSE is

periodically retransmitted until acknowledged. Only the node that originated a particular

PTSE can reoriginate that PTSE. PTSEs contained in a topology database are subject to

aging and are removed after a predefined duration unless they are refreshed by new

incoming PTSEs. PTSEs are reissued both periodically and on an event driven basis.

Election of peer group leaders 

Each peer group elects a peer group leader (PGL). The criterion for election is a node's

"leadership priority". The node with the highest leadership priority becomes PGL. The

election process is a continuously running protocol. When a node with a higher

leadership priority becomes active in a peer group, the election process transfers

leadership to that node. When a PGL is removed from the peer group, the election

process transfers leadership to the node with the next highest leadership priority. The

PGL has no particular function in the internal operation of the peer group. Its function is

to represent the peer group to the hierarchically next higher peer group. This function is

to aggregate and distribute information for maintaining the PNNI hierarchy.

Peer groups at levels higher in the hierarchy

A higher level peer group (an abstraction) has essentially the same properties as the

lowest level peer groups. The peer group members (logical group nodes) of the next

higher peer group each represent a peer group at the lowest level. The functions of the

logical group node (LGN) of the higher level peer group and the PGL of its child peer
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group are closely related. The functions of a LGN include aggregating and summarizing

information about its child peer group, and flooding that information into its own peer

group (the higher level peer group). A LGN also passes information received from its

peer group to the PGL of its child peer group for flooding.

A three-level hierarchical network is illustrated in Figure 1.6. The physical

network contains 22 nodes. This is configured into 7 lowest level peer groups, which are

labeled as follows: A.1, A.2, A.3, B.1, B.2, B.3, and C. There are 2 second-level peer

groups labeled A and B. The highest level peer group has peer group members

representing second-level peer groups, A and B, and a lowest level peer group, C. The

highest level peer group differs from all other peer groups in that it is not represented by

a LGN in a higher peer group. Note that each peer group has a designated (elected) PGL.

The functions that define the PGL of peer group A are located in node A.2, which is in

turn implemented on the switching system contained in the lowest level node A.2.2.

The notation used here to label nodes and peer groups is representative of the

address structure (node Ids and peer group Ids) actually used. An LGN is identified by a

node ID. This by default contains the peer group ID of the peer group the node is

representing. For example, LGN B.3 contains the peer group ID of peer group B.3,

which it is representing. A higher level (or ancestor) peer group has a shorter address

than its child peer groups. It is meaningless to directly compare addresses for peer

groups where neither is an ancestor of the other. In Figure 1.6, for example, lowest level

peer group C has the same level address as second level peer group B. Neither is an

ancestor of the other. Similarly, node C.1 and node B.3.3 are both lowest level nodes.


