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Though IQ switches are capable of supporting high speed line rate without any

speedup in hardware, scheduling arbitration complexity of at least 0(N 2-5) is a big

obstacle if IQ switches grow to a large size. The reason is that, most scheduling

algorithms proposed for IQ switches employ a centralized scheduler, which needs

to collect traffic information from N switch inputs in every cell slot and consumes

multiple iteration to determine the final input-output matching. Situation may

become more complex under multicast traffic. As scheduling complexity increases

with switch size N, an IQ switch using a centralized scheduler has difficulties in

growing to a large switch size and terabit/sec capacity.

IOQ Switches are combinations of IQ switches and OQ switches (refer Fig 1.4).

As comparison study in [39], OQ switches deserve the best throughput/delay

performance for arbitrary traffic distributions. However, since the current memory

access time is limited to a few nsec by state-of-the-art integrated circuit technology,

output-buffered switch architecture is not scalable for large-capacity systems. On

the other hand, IQ switches endures poor throughput/delay performance because of

HOL blocking, but input-queued architecture is feasible to extend. The IOQ switch

is a solution by trading off the high performance of the OQ switch and the low

hardware complexity of the IQ switch.

One of few existing IOQ switch designs is CIOQ switch [35]. But, the reason

for CIOQ switch in [35] to adopt both input queueing and output queueing is to

provide QoS in IQ switches. As speedup is required in IQ switches for QoS purpose,

output queueing is needed to avoid cell loss. CIOQ switch, in fact, can be classified

as an IQ switch. The centralized scheduler sustains an arbitration complexity of

O (N2.5 ) so that CIOQ switch [35] is not scalable. In addition, the modular batcher-

binary-banyan switch [40] proposed by T.T.Lee and Sunshine switch [41] proposed
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Figure 1.4 A general architecture of input-output queued (IOQ) switch

by Bellcore are also IOQ switches. But, because of irregular interconnection pattern

in hardware, those switches are limited to up to 20Gb/s.

1.3 Design Issues

Several issues should be considered when we design a large-capacity switch. In this

section, we mainly address following aspects which are targeted in our design of a

scalable terabit multicast packet switch.

1.3.1 Multicasting

In today's B-ISDN and Internet, many services, such as teleconferencing, enter-

tainment video, distributed data processing, are characterized by point(multipoint)-

to-multipoint communication. Switches need to support not only point-to-point

connections, but also multipoint connections. Multicast switch is a solution for

sending information from one sender to a group of receivers.

Multicast functions in ATM switches can be implemented either with a separate

nonblocking copy network followed by a point-to-point routing network, or with an
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Figure 1.5 Multicast switches

integrated switching fabric performing both replication and routing functions. Fig 1.5

illustrate the two alternatives.

The architecture of a nonblocking copy network followed by a traditional

point-to-point ATM switching network is adopted by many commercially available

switches [3, 4, 5, 6], because the traditional switch doesn't need to change completely

but only adding a copy network ahead. Copy network replicates an input multicast

cell 3 to the number of cell copies. Then the cell copy is routed to an output line

through a point-to-point routing network. But, the copy network faces the problem

of overflow which may cause performance degradation. In addition, there is an

implementation redundancy by separating copy network and routing network. It

increases hardware complexity.

Another architecture of multicast switch is shown in Fig 1.5(b). Cell dupli-

cation and cell routing are integrated together in implementations. For example,

[7, 11, 12, 16, 17, 18, 19, 20, 43, 44] are the switches using either output buffer or

shared-memory to handle the cell copy and to schedule cells at the same time. And

the multicast IQ switches belong to this type of switch architecture. [28] is a typical

shared-memory architecture combining cell duplication and cell delivery. Most

3 In this paper, the multicast cell is defined as a cell with one destination or multiple
destinations.
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recent switch designs adopt this integrated switch architecture to reduce hardware

complexity and achieve an efficient buffer management as well.

1.3.2 Scalability

Scalability can be evaluated from two aspects — capacity and expandability. Internet

applications continue to grow and create an ever-increasing demand for bandwidth.

Switches have to be scalable to avoid being frequently re-architectured in order to

support massive increase of traffic. Thus, core switches face an emerging challenge

to provide more than 100Gb/s even Terabit/s capacity. Existing switches using

current state-of-the-art technology can obtain a capacity up to several 10Gb/s, but

are not easy to pursue Terabits/sec due to some constrains such as memory access

rate or arbitration complexity. For example, shared-memory switches are optimal in

performance and also cost effective. But, switch size and capacity of shared-memory

is ruled by the fact that :

where R is the input line rate, and N is the number of switch inputs (outputs).

Bounded by the RAM read/write rate, it is observed that shared-memory switch is

not able to gear to the high capacity expectation.

In addition to capacity, another necessary requirement for scalability is expand-

ability. It considers whether switch architecture supports increased speeds or

additional switch ports, and how flexible the switch can be to pursue an expanding

configuration. The best solution would be a modular switch architecture.
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1.3.3 Low Complexity

Both hardware complexity and scheduling arbitration complexity must be minimized.

Hardware complexity is often measured in terms of logic gate counts, chip pinout,

memory speed, implementation costs. From prototype design to real implementation,

above concerns should be carefully evaluated. For example, the multicast switch

using copy network usually has implementation redundancy and incurs high hardware

costs. In addition, some switches such as the OQ switch are limited by the memory

access speed because of the up to N times speedup required. The switch fabric with

shuffle connection from N switch inputs to N switch outputs gains reliability but

pays for high connection cost. In short, an efficient switch design should minimize

the hardware complexity but without sacrificing reliability and performance.

Apart from hardware complexity, arbitration complexity should be low to gear

up the hardware design. The IQ switch, for example, is better than the OQ switch in

the aspect of hardware complexity. But, the IQ switch uses a centralized scheduler

to resolve HOL blocking so that the IQ switch tolerant a high arbitration complexity

of at least 0(N2-5). The arbitration complexity hinders the IQ switch to build a

large scale switch.

In summary, we may need to trade off between the hardware complexity and

arbitration complexity in order to pursue a good solution based on some specific

design requirements.

1.3.4 High Performance

Switches should provide satisfactory performance. Bellcore has recommended

performance requirements and objectives for a Broadband Switching Systems (BSS)

[42]. Table 1.1 defines three classes of Quality of Service (QoS) and explains the

associated performance objectives.
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Table 1.1 Performance requirements and objectives for BSS [42]. * : includes non-
queueing related delays but excludes propagation, and does not include delays due
to processing above ATM layer. N/S : not specified.

QoS class 1 is dedicated to cell loss sensitive applications. It corresponds to

AAL layer class A service which is defined by ITU-T XIII Group and ATM Forum.

QoS  class 3 is applied for low latency, connection-oriented data transfer applications

which is intended for AAL class C service. In addition, QoS class 4 is related to low

latency, connectionless data transfer applications which is for AAL class D service.

The performance parameters include cell loss ratio, cell transfer delay, and cell

delay variation. The performance objectives associated to a QoS class are determined

by the status of the cell loss priority (CLP) bit in the ATM cell header. End users can

initialize the CLP bit but switches along the connection path can change it according

to network conditions.

For all three QoS classes, the probability of cell transfer delay greater than

150µs is guaranteed to be less than 1 percent, i.e. :

Pr. [ cell transfer delay > 150 is < 0.01

The probability of cell delay variation (CDV) greater than 250µs is required to

be less than 10 -1° for QoS class 1, and to be less than 10' for QoS class 3/4.
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In addition to above performance objectives, switches need to be flexible

to cooperate other technologies such as connection admission control, buffer

management, traffic engineering in order to provide Quality of Service (QoS)

guarantees.

1.4 Outline

Our goal is to design a scalable terabit multicast packet switch which is capable

of multicasting, large capacity, low complexity, modular configuration, and high

performance. In this dissertation, we propose three switch architectures with

cooperated scheduling algorithms namely Switch I, Switch II, and Switch III, to

achieve the desired switch. Our designs benefit from unique features of modular

switch architecture and distributed scheduling arbitration.

In chapter 2, we first present a theoretical work on the performance of copy

network under three scenarios : (1) Non-Buffer-NonSplitting copy network (NBNS).

(2) Shared-Input-Buffer-NonSplitting copy network (SIBNS). (3) Shared-Input-

Buffer-Splitting copy network (SIBS). For NBNS, we derived the exact overflow and

cell loss probabilities instead of the Chernoff Bound [5]. Furthermore, we propose a

general Markov Model, a novel theoretical approach, for the performance analysis

of the Shared-Input-Buffer copy networks. This analysis method can be applied for

both SIBNS and SIBS. Theoretical and simulation results are compared for every

scenario.

In chapter 3, we propose a novel switch design, namely Switch I, using input and

output link sharing. Switch inputs and outputs are grouped into small modules called

Input Shared Blocks (ISBs) and Output Shared blocks (OSBs). Link sharing resolves

output contention and eliminates the speedup requirement for central switch fabric.
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Two Round Robin (RR) scheduling algorithms are proposed. Both schemes provide

a group mapping from an ISB to an OSB. Scheduling complexity is dramatically

reduced. The switch can easily extend to high capacity and large scale. Performance

evaluation demonstrates that the switch can achieve good performance under uniform

multicast4 traffic. However, isolated Input Shared Blocks (ISBs) prevent switch from

achieving high performance under non-uniform traffic.

To overcome the weakness of Switch I, in chapter 4, we present Switch II,

a modified switch design using link sharing and prioritized link reservation. ISBs

are connected by a token ring. We propose a Round Robin Prioritized Output Link

Reservation (RR+POLR) algorithm to allocate link resource and alleviate starvation

of OSBs. Switch II obtains an improved performance under non-uniform traffic. But,

RR+POLR algorithm is not flexible enough to adapt the dynamic traffic timely.

Switch performance is highly determined by how fast link reservation rate the switch

can pursue.

Switch III, as an enhanced switch design using link sharing and dual round

robin dynamic link reservation, is finally proposed in chapter 5. Unlike the previous

two switches, ISBs are connected by dual rings on which K link request tokens

(REQs) and K link release tokens (RELs) circulate in a round robin manner. Cell

delivery is based on link reservation in every ISB. We propose two Queue Occupancy

Based Dynamic Link Reservation (QOBDLR) algorithms to achieve a fast and fair

link resource allocation among ISBs. QOBDLR is a distributed link reservation

scheme in a way that every ISB, according to its local information, can dynamically

increase/decrease its link reservation by "borrowing" or "lending" links from/to each

other. Arbitration complexity is 0(1). Switch III is competitive to OQ switches in

4 1n this work, multicast traffic includes unicast traffic, i.e., a multicast cell may have
one or multiple destinations.
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the sense that Switch III not only can achieve a comparable performance to OQ

switches under any traffic pattern but also can eliminate N times speedup required

in OQ switches.

At last, conclusion is drawn and future work is addressed in chapter 6.



CHAPTER 2

A NOVEL PERFORMANCE ANALYSIS FOR THE COPY
NETWORK IN A MULTICAST ATM SWITCH

2.1 Introduction

To accommodate the growing demands for a wide class of services, such as voice,

data, teleconferencing and entertainment video, a broadband packet network needs

to support not only point-to-point connections, but also multipoint connections.

Multicast switching is a solution for delivering information from a given source to a

group of destination.

A conventional architecture of multicast ATM switches consists of a nonblocking

copy network followed by a traditional point-to-point ATM switching network

[4][5][26][47] [49]. It provides point-to-multipoint connections by performing two

operations : packet replication and packet switching. The function of copy network

replicates an incoming cell to the number of required copies.

By applying a self-routing non-blocking fabric, the copy network does not have

any internal conflict. But, the copy network faces the problem of overflow if the total

copies required exceed the number of output lines of the network. Various scheduling

algorithms[47][50][52] to maximize throughput of the copy network were proposed.

They introduce additional buffers (input/output/central buffer) and/or scheduling

algorithms (one-shot, splitting, etc.), in order to maximize the number of cell copies

injected to the point-to-point switching network.

In this chapter, we present a theoretical work on the performance of the copy

network in three typical scenarios (shown in Fig 2.1). In Non-Buffer Non-Splitting

(NBNS) copy network (Fig 2.1(a)), all the copies required by a multicast cell are

replicated in the same time slot. The copy network has no inside buffer to save

blocked cells. NBNS causes high cell loss. To prevent the blocked cells from being

14



Figure 2.1 Three scenarios of copy network in a multicast ATM switch
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lost, we introduce a shared input buffer in the copy network. Two scheduling

algorithms are considered for the Shared-Input-Buffer copy network : Non-Splitting

algorithm (SIBNS) (Fig 2.1(b) ), all the copies required by a multicast cell are

replicated in a same time slot; Splitting algorithm (SIBS) (Fig 2.1(c)), a multicast

cell can be partially copied in a time slot, and the remains can be delayed to the

next time slot.

For NBNS, we derived the exact overflow and cell loss probabilities instead of

the Chernoff Bound [5]. Furthermore, we propose a novel theoretical approach based

on a general Markov model, for the performance analysis of the Shared-Input-Buffer

copy networks. This analysis method can be applied for both SIBNS and SIBS.

Both theoretical analysis and simulation results are presented for every scenario.

The comparison shows that shared-input-buffer (SIBNS and SIBS) can obtain an

improved performance with lower cell loss and higher throughput. However, the

tradeoff is long cell delay. With the splitting algorithm, SIBS can provide better

performance than NBNS and SIBNS.

This chapter is organized as follows. In Section 2.2, we provide several

notations and assumptions that we use throughout this chapter. Section 2.3 presents

performance analysis for NBNS copy network. In Section 2.4, we propose a general

Markov Model for the performance analysis of both SIBNS and SIBS copy networks.

The analysis model is examined by the numerical and simulation results. Conclusions

are finally drawn in Section 2.5.

2.2 Notation and Assumptions

We assume that : (1) input lines are independent and identically distributed; (2)

cells' arrival is Poisson process. If an input line has cells arriving, this input line is

an active line, otherwise, it's an idle line.
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N : size of the copy network.( for 8inputs/8outputs copy network, N=8);

Cmax : the maximum number of copies allowed for every multicast cell, 0 < Cmax ≤

N;

C : random variable, represents the number of copies required. Assumed to be

uniformly distributed;

Ck : Probability that the number of copies is k , i.e. pdf of random variable C;
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2.3 Performance Analysis of NBNS Copy Network

Assume that, in every cell slot, the copy network serves incoming multicast cells from

the 1st input line to the Nth input line (i.e., top-down order). If the total number of

desired cell copies exceeds the size of the copy network, some multicast cell(s) arrived

at the later input lines will be discarded.
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each input line. There is an unfairness : the later input line will have higher overflow

probability. Our analysis provides an exact overflow probability, while the Chernoff

Bound [5] is much looser. Fig 2.3 illustrates cell loss and throughput. Large copy

load (Cmax ) and heavy input load (Pin ) incur more cell loss and less throughput.

NBNS does not introduce any cell delay in copy network.

Figure 2.2 Overflow probability in NBNS

2.4 Performance Analysis for both SIBNS
and SIBS Copy Networks

To improve the performance of copy network, a solution is to apply additional buffers

[47][48][50][51]. In this paper, we focus on the shared input buffer with two scheduling

methods (NonSplitting and Splitting algorithms).

SIBNS : In Shared-Input-Buffer Non-Splitting scenario, cell copies belonged to

a same multicast cell should be delivered in a same cell slot. Otherwise, the multicast



Figure 2.3 Cell loss and throughput in NBNS
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cell is blocked in the shared buffer with whole copy requirements. Buffered cells have

higher priority to be served than a new arriving cell.

SIBS : In Shared-Input-Buffer Splitting scenario, the copy network can make

partial copies for a multicast cell. The splitted cell is saved into shared buffer with

remained copy requests.

2.4.1 Notation and Assumption

BUFmax : the maximum size of the shared input buffer.

BUFm : the length of the shared input buffer at the end of the Mth time slot.

INm  : the number of new arriving cells from N inputs in the Mth time slot. In every

time slot, at most 1 cell comes into the copy network from each input line.

OUTm  : the number of multicast cells successfully delivered out of the copy network

in the mth  time slot. In a time slot, at most N multicast cells can go through the

copy network (when each cell just needs 1 copy). The probability distribution

2.4.2 The Proposed Markov Model

In Fig 2.4, we propose a general Markov Model for SIBNS and SIBS. Each state

indicates current queue length in the shared buffer, i.e., how many multicast cells

are waiting in the shared memory.



22

Figure 2.4 The general Markov Model for both SIBNS and SIBS

The model we propose is unique in the sense that each multicast cell occupies

only one unit in the buffer, no matter how many copies it requires. It can be applied

to many different scheduling algorithms, buffer and copy network sizes.



Figure 2.5 State transition probability matrix of Markov chain : Pt
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