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ABSTRACT

ENABLING SUSTAINABLE POWER DISTRIBUTION NETWORKS BY USING
SMART GRID COMMUNICATIONS

by
Chun-Hao Lo

Smart grid modernization enables integration of computing, information and

communications capabilities into the legacy electric power grid system, especially

the low voltage distribution networks where various consumers are located. The

evolutionary paradigm has initiated worldwide deployment of an enormous number of

smart meters as well as renewable energy sources at end-user levels. The future distribution

networks as part of advanced metering infrastructure (AMI) will involve decentralized

power control operations under associated smart grid communications networks. This

dissertation addresses three potential problems anticipated in the future distribution

networks of smart grid: 1) local power congestion due to power surpluses produced by

PV solar units in a neighborhood that demands disconnection/reconnection mechanisms to

alleviate power overflow, 2) power balance associated with renewable energy utilization as

well as data traffic across a multi-layered distribution network that requires decentralized

designs to facilitate power control as well as communications, and 3) a breach of data

integrity attributed to a typical false data injection attack in a smart metering network that

calls for a hybrid intrusion detection system to detect anomalous/malicious activities.

In the first problem, a model for the disconnection process via smart metering

communications between smart meters and the utility control center is proposed. By

modeling the power surplus congestion issue as a knapsack problem, greedy solutions for



solving such problem are proposed. Simulation results and analysis show that computation

time and data traffic under a disconnection stage in the network can be reduced.

In the second problem, autonomous distribution networks are designed that take

scalability into account by dividing the legacy distribution network into a set of

subnetworks. A power-control method is proposed to tackle the power flow and power

balance issues. Meanwhile, an overlay multi-tier communications infrastructure for the

underlying power network is proposed to analyze the traffic of data information and control

messages required for the associated power flow operations. Simulation results and analysis

show that utilization of renewable energy production can be improved, and at the same time

data traffic reduction under decentralized operations can be achieved as compared to legacy

centralized management.

In the third problem, an attack model is proposed that aims to minimize the number

of compromised meters subject to the equality of an aggregated power load in order to

bypass detection under the conventionally radial tree-like distribution network. A hybrid

anomaly detection framework is developed, which incorporates the proposed grid sensor

placement algorithm with the observability attribute. Simulation results and analysis show

that the network observability as well as detection accuracy can be improved by utilizing

grid-placed sensors.

Conclusively, a number of future works have also been identified to furthering the

associated problems and proposed solutions.
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CHAPTER 1

INTRODUCTION

Electric power grid is one of the national critical infrastructures provisioned with reliability

and security assurance. After the Second Industrial Revolution, most parts of the grid

structure and operation have remained unchanged for decades [1, 2, 3]; many electric

facilities and equipment in the grid are based on old technologies except a few minor

improvements such as upgrades on material types and construction designs used for

transformers, transmission lines, electric poles, and insulators [4]. In addition to the fact

that utilities have monopolized electricity supplies and markets, several crucial factors

have seriously drawn attention to the necessity for consolidation of smart grid paradigms

and concepts: the dramatic growth in population, end-user electronic devices, global

greenhouse gas emissions, power consumption, and power outages.

The aging infrastructure has also brought up a dilemma for people in the power

industry regarding whether or not they should invest on replacing the life-expired

fossil fuel or nuclear power plants with renewable energy sources (RESs) such as

neighborhood/household-based photovoltaic (PV) solar and wind power systems. The grid

system is mostly proprietary and manipulated by a number of regional utility operators

in the deregulated electricity market. There is barely (real-time) communications in

distribution networks as compared to that in transmission networks that links the entire

distribution networks between power supplies and customers’ loads operated under a

passive system [5]. Smart grid development is envisaged to tackle the aforementioned

issues by integrating advanced computing, information and communications technologies

1



2

(CICTs), as well as distributed RESs into the existing grid, especially into its distribution

networks.

1.1 Conventional Electric Power System

An electric power system is fundamentally composed of three operational sectors:

Generation, Transmission, and Distribution. Generation is a process of producing power

at various power plants by employing numerous types of energy resources, e.g., fossil

fuels, nuclear, and renewables. Transmission involves power delivery by ramping up

the power to high-voltage (HV, > 300kV) through step-up transmission transformers

for high energy delivery efficiency and ramping down the power to medium-voltage

(MV, > 100kV) through step-down transmission transformers before entering distribution

networks. Distribution delivers the power by further ramping it down to low-voltage (LV,

< 100kV) through step-down distribution transformers to various customers at the end-use

consumption sectors, i.e., residential, commercial, and industrial (RCI) users. Series of the

actions are regulated by a set of standards (e.g., IEEE, IEC, DNP, ANSI, CIP) [6, 7, 8]

as well as a batch of data collection and system automation [9]. Transmission lines

and distribution feeders connecting diverse electrical components and end-use customers

throughout the system construct the so-called power grid. The four major network

components of the power grid are:

• Power facilities and equipment mainly comprise power generators, transformers,
stations, substations, and control centers in which electrical components1 are built
from multiple vendors.

1Examples of electrical components include conductors, protective devices, capacitors, reactors,
intelligent electronic devices, programmable logic controllers, and remote terminal units.
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• Control systems installed in the power grid for wide-area monitoring and control
as well as substation and distribution automation, are typically the conventional
Supervisory Control And Data Acquisition and Energy Management Systems
(SCADA/EMS) as well as the sophisticated synchrophasors Phasor Management
Units and Phasor Data Concentrators (PMU/PDC). SCADA typically measures
voltage, current, and frequency once every few seconds, whereas PMU/PDC delivers
more and complex samples per second; they are medically analogous to the X-ray
and MRI, respectively [10, 11].

• Data flows in the system carry various power factors and measurements for a number
of applications, including substation and feeder monitoring, Volt-VAR (voltage-
ampere reactive) control, FDIR (fault detection, isolation and restoration/recovery),
transformer and motor temperatures, as well as the status of breakers, relays, and
switchgear.

• Communications protocols used in data exchange and management among
substations, are mostly proprietary and regulated by utilities, municipalities, or
regulators. Communications in the HV/MV transmission grid systems currently have
been administered under advanced and sophisticated control and monitoring as well
as computing tools.

The legacy power grid infrastructure particularly in the United States has mostly

been constructed in a centralized radial tree-like topology such that a single remote

generator supplies power to multiple groups of end users through transmission and

distribution lines. The infrastructure is greatly vulnerable to a single-point malfunction

(whether due to intentional or unintentional reasons) that can affect multiple served regions

through cascading failures, despite it is claimed reliable and controllable [12]. Moreover,

the centralized method has limited the improvement of system performance in terms

of network availability and operational flexibility [13]. The communications network

topology is organized in a master-slaves architecture, and communications technologies

used by utility companies vary from dedicated/private radio frequency (RF), fiber optics,

twisted-pair telephone line, powerline, to satellite. However, most of utilities’ operation

systems are proprietary and operate under their own wide area networks (WANs). The
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majority of communications are taken place in transmission networks among SCADA/EMS

and PMU/PDC systems, whereas almost the entire distribution network is passive (that

has little interaction between power system and loads) with limited communications

and local controls, and provides no real-time monitoring of voltage and current [5].

Power distribution and management in distribution networks are mostly controlled by

mechanical-electrical mechanisms and devices locally that are not optimized globally.

The current grid is considered energy inefficient from many aspects, and constrained

by its centralized architecture as well as a lack of communications and controls in

distribution and consumption sectors. According to the U.S. Energy Information

Administration (EIA) Annual Energy Review 2009 [14], the efficiency of the current

power grid is as low as approximately 30% because of the loss in energy conversion at

power plants and the loss in transmission and distribution. The grid also suffers from

sudden spikes in power demand that can cause power congestion and low power quality

in consequence of brownouts or blackouts and equipment damages. The contemporary

sophisticated methods using protection systems and demand prediction tools mostly relied

on historical data are inefficient and expensive. Without penetrating distribution and

consumption levels of the grid extensively, balancing power supply and demand will

become more challenging in the near future.

1.2 Future Communications-Power Networked System: Smart Grid

Incorporating CICTs intelligence and distributed RESs into the distribution networks is

envisioned to modernize the conventional power grid system. While there does not exist

a perfect system in the world, smart grid development aims to moderate the effects of

catastrophes (e.g., natural disasters, human errors, intentional attacks), and at the same time
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Figure 1.1 The next-generation distribution system: power grid towards smart grid.

to shorten the duration of recovery. Smart grid is designed to accommodate two-way data

communications and power flows in real time and acquire attributes of self-coordination,

-awareness, -healing, and -reconfiguration. Implementing smart control devices (sensors

and actuators) throughout the distribution sector and smart meters in the consumption

sector is foreseen to enhance operation efficiencies in remote meter reading for customer

energy use, bidirectional power delivery for optimal power flow control, and Volt-VAR

regulation for reliable power quality locally and globally. Figure 1.1 illustrates the layered

power system network which is currently deployed or planned to be deployed in the near

future. As mentioned earlier, most works have focused on the generation and transmission

levels and only little effort has been made at the distribution and consumption levels.

Future networks in smart grid comprise Field Area Networks (FANs), Neighborhood Area

Networks (NANs), and Home Area Networks (HANs) that leave plenty of room for further

investigation and exploration of the next generation electric power system. On top of

the system, the smart grid communications infrastructure is layered into four essential
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Network type: Premises Area Network (PAN) 
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Network type: Last mile - Neighborhood Area Network (NAN), Field Area Network (FAN), 
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Figure 1.2 Smart grid communications networking layers.

networking sectors: core (or backbone, metro), middle-mile (or backhaul), last-mile (or

access, distribution), and premises, as shown in Figure 1.2:

• The core sector operated under WAN supports the connection between numerous
substations and utilities’ headquarters. This layer requires high capacity and
bandwidth availability to handle mountains of data transported from other sectors
as well as multiple agents. The backbone network is usually built on fiber optics.

• The middle-mile sector operated under the head of Advanced Metering
Infrastructure2 (AMI) connects the data concentrators or aggregators with utility
control centers. This layer not only needs to provide broadband media for substation
and distribution automation, but the associated network installation needs to be as
easy and cost-effective as possible. In addition, routes and links through which data
flow in this portion ought to be flexible and uninterrupted. The overall performance
should also be highly predictable for reliable data transport before entering the core.

• The last-mile sector mostly covers the areas of FAN and NAN in part of AMI.
This layer is responsible for data transport and collection from smart meters to
concentrators. There are a variety of wireline and wireless technologies available that

2AMI is a system between customers and utility operators in electricity and gas/water markets that
enables real-time data measurement as well as frequent data collection and transmission to the utility
operators and various parties.
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can be implemented in this sector. Tailored technologies must provision broadband
speed and security.

• The premises sector includes HANs, Building Area Networks (BANs), and
Industrial Area Networks (IANs). Communications technologies supporting home
and building automation in RCI sectors will be predominantly based on the IEEE
802.15.4, IEEE 802.11, and Power Line Communications (PLC) standards. Home
energy management operated in HANs will regulate numerous components, such
as thermostat, HVAC (heating, ventilation, and air conditioning), smart appliances,
lighting control, electric vehicle (EV), and RESs. Data measurement, collection, and
transport of this network have to be stabilized, accurate, secured, and privacy-cared.

The four networking sectors interconnected with one another fundamentally

assemble the communications infrastructure for the overall smart grid. They are

implemented with CICTs to facilitate power grid operation and management along with

smart grid technologies and applications, ranging from wide area monitoring that manages

the unprecedented number of distributed RESs and customer loads, demand response that

enables customer participation in adjusting consumption as well as becoming prosumers3,

RESs integration that produces renewable energy and reverse power flows back to the grid,

to EVs plug-and-play that charges and discharges power from and to the grid in systematic

arrangements. Table 1.1 presents various technologies for the smart grid communications

that will ultimately be adopted depending upon the associated network characteristics. For

example, small utilities may take the advantages of using the existing cellular networks

and collaborate with others to reduce capital and operating costs. On the contrary, large

utilities would be more capable of building their own networks to avoid bandwidth sharing

in order to earn more profits on the capital investment. Additionally, the geographical

requirements, task objectives, as well as applications and services to consumers will also

affect the choices of technologies deployment of the smart grid communications.

3Customers are not only the electricity buyers , but also the electricity sellers capable of contributing
power surplus back to the grid if they have installed RESs on their premises.
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Table 1.1 Potential Technologies Supporting the Smart Grid Communications

Home Appliances Average Power Use (Wh) Average Time Use 
AC/Heater 1,200 ~ 15,000 3 ~ 7 (hrs) 
Clothes dryer 1,800 ~ 5,000 40 ~ 80 (mins) 
Dish washer 1,200 ~ 2,400 60 ~ 90 (mins) 
Vacuum cleaner 1,000 ~ 1,500 30 ~ 60 (mins) 
Portable heater 750 ~ 1,500 3 ~ 7 (hrs) 
Desktop & Moni-
tor 100 ~ 1,000 8 ~ 16 (hrs) 

Refrigerator 500 ~ 1,000 24 (hrs) 
Clothes washer 350 ~ 500 30 ~ 45 (mins) 
TV 50 ~ 200 3 ~ 6 (hrs) 
Lighting 60, 100 5 ~ 10 (hrs) 
Water Heater 4,500 ~ 5,500 40 gallons 
Hair dryer 1,200 ~ 1,875 

optional 
Clothes iron 1,000 ~ 1,800 
Toster 800 ~ 1,400 
Coffee maker 900 ~ 1,200 
Microwave oven 750 ~ 1,100 

 
 Communications Purposes & Description Merits Weaknesses & Challenges 

Wireless 
Technologies Cellular 

(GPRS/3G/4G) and 
LTE 

Voice-initiated; Remote monitoring 
and control (e.g., SCADA) for 
substations and distributed energy 
sources; Simple text messaging 
support 

Low implementation, opera-
tional, and maintenance costs 
using existing network infra-
structures; Larger coverage; 
Better roaming and mobility 
support 

Need for towers/base stations; Un-
economical call establishment on 
large scales; Unavailable coverage 
for some remote sites; Security-
vulnerable 

WiFi (IEEE 802.11) 

Data (and video)-initiated; Home 
energy interface; Connection among 
PCs, laptops, PDAs, and customer 
electronics, as well as smart meter-
ing solutions 

Rapid installation; High flex-
ibility; Solutions for aggrega-
tion points in urban areas 

High interference-sensitivity; Small 
coverage; Power-hungry; Uneconom-
ical on small scales; Security-
vulnerable 

WiMAX (IEEE 
802.16) 

Last-mile wireless broadband 
access alternative to Cable and 
DSL; Smart metering network in 
AMI 

Fast deployment when com-
pared to wired solutions; 
Long-range; High speed for 
real-time applications and fast 
response 

Need for towers/base stations; Low 
penetration while operating in very 
high frequency bands; High power 
consumption; Security-vulnerable 

Wireline 
Technologies SONET/SDH and 

E/GPON 

Fiber optics-based; Broadband 
solutions for core, metro, and access 
networks 

High bandwidth and large 
capacity support; Fast trans-
mission; Negligible interfe-
rence  

Slow deployment and high cost in-
stallation if no existing infrastructure 
available especially in rural areas 

PLC (NB and BB) 
and BPL 

Power-initiated; Particular commu-
nication channels in MV and LV 
fields; BPL broadband access alter-
native to Cable and DSL 

Complementing cable and 
wireless solutions; Easy in-
stallation for indoors; Higher 
flexibility and mobility for 
end devices; Solutions for 
rural areas 

Complex implementation for larger 
buildings; Phase switch challenge 
from indoor to outdoor and vice 
versa; Signal attenuation and high 
cost for repeaters deployment in 
localized areas; High interference 
over power lines 

Network 
Types WMN 

Mesh network supported in com-
munities and neighborhoods; Super 
mesh routers managing diverse 
applications 

Easy and cost-effective instal-
lation; High reliability and 
flexibility; Self-configuration 
and healing 

High complexity in data manage-
ment; Low controllability in unli-
censed spectrums; Lack of standards; 
Overheads 

WSN and WPAN 
(IEEE 802.15.4) 

Small measures; Home, office, and 
smart appliance (energy) automa-
tion; Sensing, monitoring, control in 
fields of substations, industrial 
facilities, and distributed generation 

Easy and rapid deployment; 
Low cost; High portability; 
Easy configuration 

Power and memory constrained; Low 
data rate; Higher data loss; Very low 
coverage 

Proprietary 
Dedicated or Private 

Pre-assigned and possession of 
mixed telecommunications technol-
ogies; Licensed spectrums 

Less security-vulnerable; No 
sharing in bandwidth as well 
as profits on capitals; Higher 
independence 

Lower flexibility and manageability; 
Very high installation cost 
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Figure 1.3 illustrates the entire smart grid overview in which a number of anticipated

future networks deployed in the distribution and consumption sectors are going to evolve

gradually from now. It is envisioned that enormous amounts of measurement data, control

messages, and price signals will be required to run these emerging applications. Different

applications may have different QoS (quality of service) and delay requirements. Notably,

the sizes of mice data conveyed in smart grid are approximately tens of bytes for protection,

control, monitoring applications and tens to hundreds of bytes for metering/billing, EV

applications [15, 16]; the response time is in the order of a few seconds for the former

applications and minutes or hours for the latter applications. For such reasons, efficient and

effective communications and computation designs for associated power management are

considerably desired.

1.3 Similarities between Power Network and Communications Network

Interestingly, the functionality of power systems has similar characteristics found in the

Internet [17], in terms of network and operation designs. Essentially, both systems aim

to deliver network resources from source to destination through optimized routes by using

strategic algorithms while avoiding any congested and/or broken links. The similarities

include

• Network nodes: power plants and energy storage, control centers, substations
and transformers, circuit breakers and switches, and consumers versus content
sources and data storage, service providers, terminals, edge/intermediate routers and
switches, and subscribers.

• Network links: Power transmission cables and distribution feeders versus
communications wireline cables and wireless links.
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• Network topologies: Centralized infrastructure in power networks (designed to
be decentralized in smart grid) versus hybrid infrastructures and ad-hoc mesh in
communications networks.

• Network electron resources: Electricity versus analog and digital data.

• Network transfer capabilities: Power transmission capacity versus
communications channel bandwidth.

• Network operations: Power versus data traffic load balancing via routing and
switching across both networks.

Managing power delivery in the power network system is similar to organizing

data packets transmission in communications network system, and yet they should be

addressed and designed simultaneously because both real-time operations can be the cause

and effect to one another. For example, implementing hundreds of thousands of smart

meters in the consumption sector requires a scalable framework to instantly coordinate

power circuitry control and data traffic. On the one hand, data packets delayed or dropped

during transmission may incur increased electricity costs, energy inefficiency, or service

interruption for the power system. On the other hand, if packet generation at smart meters

is initiated by an event (e.g., a change in power flow direction) that is required to notify

utility operators, the increasing traffic loads in communications networks may become

more challenging to handle, and eventually deteriorate the network performance for both

power and communications systems.

Data communications in smart grid plays a dominant role for the power system

to function consistently while the efficiency of power transmission is also substantially

dependent upon the advanced electric power facilities and technologies tailored for the

grid system. Moreover, the performance of data transmission further relies upon how

well the heterogeneous communications networks across smart grid are interconnected
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and integrated. Conclusively, understanding power operations and features prior to the

design of associated communications network operations is the key to build a completely

integrated communications-power networked system for smart grid. This dissertation has

been motivated to explore the frontiers of communications-power system integration, in

which power surplus congestion, network scalability, and cyber-physical security are the

three primarily foreseeable problems to be studied for the future power distribution system.

For the first two problems, power control mechanisms and associated communications

networking designs are developed to resolve the power issues, and at the same time to

mitigate the corresponding heavy data traffic loads required for the resolution. For the third

problem, a hybrid intrusion detection framework that incorporates grid sensor placement

is proposed to effectively enhance fault detection of anomalous and malicious activities

under a circumstance where some smart meters are compromised or smart metering

communications is breached.

1.4 Outlines for the Remaining Chapters

The remaining chapters are outlined as follows:

Chapter 2 presents necessary backgrounds and related works for the three addressed

problems as well as the existing proposed solutions, respectively.

Chapter 3 addresses the issue of local power congestion due to power surpluses

produced by household-based PV solar units in a neighborhood. The problem is formulated

as a knapsack problem to disconnect some PV solar units from the grid in order to alleviate

congestion. Heuristic selection algorithms for candidate disconnection are proposed based

on greedy methods. A framework of smart metering communications using wireless
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technologies in NAN and a mechanism for exchanging measurement data and control

messages are proposed to reduce traffic loads during the disconnection periods.

Chapter 4 further addresses the issue of bidirectional power flow where some

households consume grid power while others supply power surpluses produced by

household-based PV solar units in a distribution network. The problem is formulated as

a power balance problem in which power balance may not be achieved within a micro

grid itself, and therefore power sharing (or redispatching) from neighboring micro grids

is initiated prior to requesting power from the macro grid, i.e., the HV transmission

grid. The scalable Control Of Power flow dirEction (COPE) and Power Control and

Communications (PCC) algorithms with Overlay multi-tier Communications Network

Infrastructure (OCNI) are proposed to facilitate power flow management in the underlying

Autonomous Distribution Networks (ADNs) as well as to reduce the amount of traffic loads

throughout the OCNI.

Chapter 5 addresses the issue of energy theft initiated by one illegal customer

launching a typical false data injection attack in a distribution network. The problem is

formulated as a COmbiNation SUM of Energy pRofiles (CONSUMER) attack problem

that compromises a number of smart meters in a coordinated manner such that lower power

consumption is metered for the attacker and higher consumption for its neighbors. A

hybrid intrusion detection framework which incorporates POwer Information and SEnsor

placement (POISE) with the Grid-Placed Sensor (GPS) algorithm is proposed to provide

network observability throughout the distribution network while being able to validate the

correctness of customers energy usage by detecting anomalous and malicious activities at

the consumption level.

Chapter 6 presents the conclusions and discusses the future work.



CHAPTER 2

BACKGROUNDS AND RELATED WORKS

The power grid system essentially entails Volt-VAR control, power flow management,

and fault detection and isolation. In the past years, most of research works related

to grid reliability have only focused on 1) current carrying from power generation,

transmission, to distribution lines consisting of a number of transformers, buses, and

circuit breakers, and 2) protection system interacting with the current carrying methods

that can be affected by the performance of protective relays, reclosers, and the associated

hardware [18]. As the smart grid vision has emerged recently, there have been limited

research works on modeling telecommunications and distributed computing for the next

generation grid operation. Imperatively, the cyber-physical system requires preliminary

investigations into communications network modeling as well as system vulnerability

analysis [19, 20, 21, 22] in order to cope with unprecedented design challenges in terms

of future power network characteristics, communications network characteristics, and

cyber-physical security threats, under the ongoing smart grid development.

2.1 Power Network Congestion

The centralized and radial tree-like power grid suffers from peak demands and

corresponding power congestion. In order to alleviate traditional power congestion

occurred in the MV and LV distribution networks, distributed energy resource (DER)

units are anticipated to be located near customers’ sites to provide local power supplies

effectively to serve local loads. Such transformation results in the construction of multiple

14
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micro grids (MGs) in the distribution system consisting of interconnected loads, RESs,

and energy storage. The MG can be considered as a manageable generating-source

or consuming-source region/entity depending on the status of power generation and

consumption in its local area at certain time periods. The MG is operated in two modes:

grid-connected mode and islanded mode [23, 24]. In the grid-connected mode, customers

may be supplied by power from both the macro (main) grid and MG. When an incident

(e.g., voltage drop, faults) is detected in the macro grid, MGs may automatically switch to

the islanded mode until the incident is resolved. Most research works have devoted to the

islanded operation and the transition between islanded and grid-connected modes [25].

The proliferation of distributed generation deployed in MG and neighborhoods will

further increase the penetration of DER units and local generation capacity. Installing solar

panels on rooftops of houses and buildings has dramatically increased recently in various

countries. Customers may use solar energy they produce from the solar units to operate

their household appliances and personal electronics. Any extra energy that is unused will

flow back to the utility grid for credits on their bills, i.e., in the case of a grid-tie system.

Note that local power congestion can potentially occur in the distribution grid once local

distributed generation becomes more prevalent in the future [26]; too much solar power or

surge in solar power may incur local congestion and deterioration in power grids during the

low-consumption and high-production periods. Therefore, bidirectional power flow in grid

distribution has to be managed and monitored via smart metering communications in the

distribution network system.

Congestion management methods are required for deregulated electricity markets to

resolve power congestion that occurs when there is not enough transmission capacity to

support all demands for deliveries (transactions) that cannot be physically implemented



16

as requested [27, 28]. Congestion management employed in the power system has been

developed based on a number of methods, including spot pricing theory, optimization

model, and variants of optimal power flow techniques [29, 28, 30]. While utilities tackle

the congestion problem using their own rules and bidding strategies, all of them aim to

maximize their profits (minimize overall cost) by using tools such as unit commitment

(UC) and economic dispatch (ED) in the competitive electric industry [31], where UC

refers to scheduling generation units to match the forecast load and ED is adopted to meet

the unexpected risen loads [32]. Essentially, cost-free methods1 are firstly applied when

congestion is revealed in the interconnected network. If congestion cannot be relieved,

not-cost-free methods2 are required to tackle the remaining unresolved issues [28, 29]. In

either case, congestion management in power flow analysis is affected by both technical

(security and stability) and economic (wholesale market price) aspects, which are usually

contradictory.

Traditional congestion management and control is considered passive since most

methods focus on redispatching/rescheduling generation from the supply side. Congestion

management is claimed be more effective if demand control can be combined with supply

management [33, 28, 30]. In an analogy between supply and demand in power and

communications networks, congestion control usually managed at the transport layer of

the OSI model (e.g., TCP) in communications networks is effectively employed to reduce

senders’ transmitting rates when the network is congested. Hence, instead of meeting user

1Cost-free methods include outing congested lines and utilizing the flexible AC transmission system
(FACTS) to manage the power flow. They are called cost-free because their marginal costs are
nominal.
2Not-cost-free methods include rescheduling and redispatching power generation in such a way that
the power flow in transmission lines is more balanced throughout the network. This approach is
more expensive because some generators may need to reduce their power generation while some
are required to increase their output.
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demands when a system can barely sustain, curtailing loads sometimes can dramatically

improve system performance especially when a considerable amount of power or data are

destined for the same destination. In fact, various demand response designs in smart grid

projects are being deployed in the end-use sector including residential and commercial

buildings [13, 21, 34].

An increasing number of research papers have focused on the implementation of

energy management and scheduling techniques in houses and buildings [35, 36, 37, 38].

Shifting some major tasks of household appliances to off-peak periods and managing DER

use efficiently during peak hours can achieve reduction in both energy cost and peak load.

Erol-Kantarci and Mouftah [35] proposed a wireless sensor HAN based on IEEE 802.15.4

to manage the time use of household appliances depending on the availability of its local

energy. A simple communications protocol with an energy management unit (EMU)

deployed in houses was developed. Prior to energy use by consumers, communications

between the EMU and appliances as well as between the EMU and energy storage are

established. Energy is granted if energy in storage is available. Consumers have the

option whether to consume the grid power or not when energy in storage is insufficient.

Mohsenian-Rad et al. [36] proposed a strategy that enables communications among

households as a group demand-side management to minimize both energy cost and demand

peak-to-average ratio. Local optimization using game theory to curb aggressive consumers

is achieved. Similarly, Ibars et al. [39] identified a congestion game in demand and

generation management as one of potential games in game theory. A load balancing

mechanism was proposed to avoid power overload and outage by minimizing the cost

(which is a function of the congestion level) on the flow along the transmission lines

between a single generation and multiple consumers. Molderink et al. [37] proposed



18

the three-step methodology (prediction, planning, and real-time control) to optimize the

utilization of the grid power in a neighborhood by exchanging energy profiles among

houses. Energy profiles are generated from local controllers installed in houses and

aggregated for delivery to the global controller to make a global decision. Pedrasa et al.

[38] proposed to maximize the profit of DER operation by scheduling DER in cooperation

by using particle swarm theory. Notably, congestion is also foreseen in plug-in hybrid

EV charging if the charging management is not handled properly in the distribution grid.

One way to mitigate the problem is using queuing theory [40] to reduce the probability of

overload by balancing the charging loads over time.

2.2 Power Two-way Directional Flow

Smart distribution introduces the concept of active/autonomous distribution networks

(ADNs) in cooperation with distributed grid intelligence [41], multi-agent systems

[42, 43, 44, 45], and active network management [46, 47]. ADNs are composed of

multiple MGs, smart inverters, and intelligent distribution transformers that perform system

(re)configuration management, power management, and fault detection management.

Local controls for these key components can be achieved through fast control and

communications, and need to be coordinated with the overall system controls. From the

power network perspective, the primary issue for the power distribution operation with high

penetration levels of DER units is Volt-VAR control as well as power flow management

[48, 49, 44, 50, 51, 52, 53, 54]. In Volt-VAR control, for example, the variability of outputs

of PV power generation subject to cloud transients would incur voltage harmonics and

fluctuations, which could be detrimental to the distribution system. Smart inverters with

PV and distributed storage systems can possibly control the voltage on the distribution
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system by providing power when the voltage is low and by absorbing power when the

voltage is high [55]. In power flow management, surpluses of power produced by DERs

can be shared among the households as well as delivered to the neighboring distribution

networks; this provision requires bidirectional power flows. Note that the reverse power

flow from the distribution network back to the transmission network is prohibited in some

countries, e.g., Japan [51].

While customers’ houses and line feeders with electric poles will be implemented

with smart meters and smart actuators/sensors, respectively, the distribution system can

be seen as a large version of wireless sensor networks (WSNs) in which the nodes are

strategically and statically deployed. Smart sensors can integrate communications with

control functions in order to optimize system performance. From the communications

network design standpoint, the centralized schemes (i.e., master-slaves relationship)

applied in the legacy power system will become impractical once the size of distribution

networks grows to a certain extent. Scalability has been extensively studied in wireless ad

hoc and sensor networks [56] as well as addressed in the context of smart grid applications

[57, 58]. Clustering is one primary technique that is adopted in WSN by breaking its

network into multiple subnetworks to improve network performance and energy efficiency.

Similar strategies such as partitioning [59, 60] and multilevel partitioning [61] tactics may

also be applied to the distribution network and its overlay communications network in

order to perform load balancing as well as to reduce power and communications costs in a

decentralized and distributed manner. The costs for the power system may refer to power

disturbance, power congestion, and power loss, whereas the costs for the communications

system may indicate control overheads, signal interference, and data packet loss. In

comparison with the conventional methods, several studies [62, 60, 63] have shown that
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Figure 5.5 A neighborhood distribution network deployed with a number of grid sensors
in (a) overdetermined case, and (b) sufficient case.

1) greater transparency and stability can be achieved owing to the substantial observability

of power flow conditions on each segment and portion of the network, 2) voltage fluctuation

due to varying input of renewable energy sources (e.g., household/neighborhood-based PV

solar systems) can be effectively monitored, and 3) optimization in volt-var control and

optimal power flow operations can be intelligently performed. Hence, utility operators

will have a full knowledge of their supervised network topologies in terms of geographical

locations with coordinates of grid sensors as well as smart meters while monitoring the

network quality and ensuring cyber-physical security. At this stage, all deployed grid

sensors are assumed intrusion resistant and their measurement data are trustworthy (i.e.,

false alarm rate is zero) so that the measurement data of smart meters can be compared

with that of grid sensors to detect and identify any falsified data by compromised smart

meters.

As discussed in Sec. 5.3, the existing distribution grid is not transparent to the utilities

to a certain degree. The design of sensor grid placement can help provide topological
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observability by deploying a sufficient number of grid sensors to guarantee state estimation

solvability. In Figure 5.5a, every grid line is placed with a sensor that results in an

overdetermined system. In order to reduce the redundancy to a sufficient number while

observability is still satisfied, a grid-placed sensor (GPS) algorithm is proposed, as shown

in Algorithm 6.

Algorithm 6 Grid-Placed Sensor (GPS) - loop free
1: Input: Given a connected, undirected spanning tree graphG(VT , ET ) with depthDT =

1, 2, . . . , d information.

2: Output: An observability indicator matrix IO that represents observability status of

each edge.

3: Place a GS node at the root node’s edge.

4: for ∀d ∈ DT do

5: Determine the number of children u of v(d),∀v ∈ VT

6: if u = 1 then

7: No GS node is placed.

8: else if u > 1 then

9: A GS node is placed on any (u− 1) of the u edges connected to the child, and

mark 1 for the GS-placed edges in IO.

10: end if

11: Repeat for other v if having the same d.

12: end for

For the considered spanning tree illustrated in Figure 5.5b, the network graph

G(VT , ET ) with depth levels 1, 2, . . . , d ∈ DT is constructed by a set of EP and SM

nodes v1, v2, . . . , vn ∈ VT and a set of edges ET , where NSM ⊆ VT ,NEP ⊆ VT , |VT | =
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|NSM |+ |NEP |, and |.| is the cardinality. In Figure 5.5b, the white circles are the EP nodes

and black circles are the SM nodes. At the beginning, the GS node v1 is directly placed

on the edge between the generation source and distribution bus, i.e., v2. In the next step,

the algorithm starts with EP node v2 and discovers that it has two children, which can be

EP or SM nodes. Either e(v2, v3) or e(v2, v16) placed with a GS node v15 in between will

make both edges become observable, according to Def. 4 in Sec. 5.2. Note that e(w, v)

or e(v, w) denotes the edge e that connects both node w and v. Both edges becoming

observable are then marked with 1 in the n× n observability matrix IO. Repeat the process

for the right branch. The algorithm starts with EP node v16 and discovers that it also has

two children. Consequently, either e(v16, v19) or e(v16, v17) placed with a GS node v18 will

make both edges become observable; again, the two observable edges are marked with 1 in

IO. Notably, although SM node v17 has metering capability to make e(v16, v17) observable

already, the GS node v18 is placed in order to later verify whether or not the measurement

data of SM node v17 is legitimate. The process is repeated until it reaches the leaves with

the largest d.

Theorem 3. The entire spanning tree network is said to be (sufficiently) observable if G−

IO = 0.

Proof. Both G and IO are n × n matrices. Every edge connecting two nodes that exists

in the network topology is marked with 1 in G, and 0 otherwise. Correspondingly, every

existing edge in the network that becomes observable after running the GPS algorithm is

marked with 1 in IO, and 0 otherwise. Therefore, an observable network will make both G

and IO matrices identical.



100

Theorem 4. In a spanning tree topology scenario where the EP node cannot be a leaf and

the SM node must be a leaf, the number of GS nodes placed on edges for the network to be

observable is the same as the number of SM nodes.

Proof. In the GPS algorithm, each process starting from the EP node of the root determines

the number of children the EP node has. The algorithm starts adding (u − 1) GS nodes to

u children of the associated EP node, until it reaches the leaf with the largest d. With the

condition where there always exists a SM node as a leaf connected to its parent EP node,

the total number of GS nodes will eventually sums up to |NSM | − 1 in addition to the GS

node at the root.

5.4 Simulations and Results

Two types of simulations are conducted in this chapter in order to analyze the outcomes of

the proposed CONSUMER attack model as well as grid sensor placement for detecting the

attack, respectively.

5.4.1 Study of Successful CONSUMER Attacks in Different Constraint Scenarios

In the first simulation, a value of 5kWh is set for the actual amount of power the attacker

consumes at a certain time period and it aims to lower the consumption for what it actually

pays to four differently reduced values (4kWh, 3kWh, 2kWh, and 1kWh); this means that

the rest of power has to be compensated by a number of chosen neighboring victims in order

for the attack to be undetected, as shown in Figure 5.6. Three conditions are considered in

terms of the constraint level while the attacker performs such action. In an unconstrained

scenario, there is no upper bound value for the attacker to steal. Therefore, it only needs to

compromise as low as one smart meter from the neighbors (in addition to its own meter to
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Figure 5.6 Requirements for a successful CONSUMER attack under different constraints.

make a total of two) for stealing the four different amounts of power. On the other hand in

the more practical cases where there are upper bounds predetermined at the utility control

centers that the attacker must be aware of for not being detected: an expected amount of

2kWh is set that can be tolerated in fluctuation of customers energy consumption for a

loosely constrained case, and an expected amount of 1kWh for a strictly constrained case.

From the results, it is discovered that more smart meters need to be compromised to achieve

the stealing targets while bypassing detection.

Note that compromising a large number of smart meters is believed to be an

improbable scenario because there are upper and lower bounds for the victims and

attacker’s energy consumption patterns upon which the utility control center constantly

monitors. However, a probable case should be emphasized for which the attacker may

change its strategy to launch p k–sparse attacks where p is the number of attacks and k

is the number of compromised smart meters. In other words, the attacker can perform

the CONSUMER attack by constructing p clustered attacks in which k smart meters are
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compromised simultaneously throughout the network still without being detected. This

interesting attack scenario will be investigated in the future works.

5.4.2 Analysis of Network Observability and Corresponding Detection Rates

In the second simulation, how detection rate varies with different levels of network

observability in terms of the number of grid sensors placed in the network is investigated.

From an attacker point of view, it can have
(
nSM

kSM

)
of ways to compromise kSM out of

nSM smart meters. Similarly, from a utility defender point of view, the operator has to

determine
(
nGS

kGS

)
of possible ways that kGS out of nGS grid sensors may become unavailable

and cause partial unobservability of the network when nGS is a sufficient number for the

network to be observable. In the worst case, the detection rate can be as low as zero when

compromised smart meters are next to each other (whether they are connected to the same

parent node or connected to their parents whose edge is shared by each other) and where

exactly the grid sensor becomes unavailable. Two examples may be depicted from Figure

5.5b: 1) the worst undetectable and unidentifiable cases: consider the case that SM nodes

v27 and v28 are compromised and at the same time GS node v26 is unavailable, thus causing

unobservability on e(v25, v27) and e(v25, v28) – the CONSUMER attack on these two smart

meters is undetected; also consider the case that SM nodes v17 and v20 are compromised,

in which case the unavailability of GS node v18 can cause e(v16, v17) and e(v19, v20) to be

unobservable, and hence undetectable on SM nodes v17 and v20; and 2) the unidentifiable

but detectable case: consider the case that SM nodes v17 and v23 are compromised and GS

node v18 becomes unavailable, in which case SM node v23 is detected as an attacked node

by observing GS nodes v21 and v24 but SM nodes v17 and v20 cannot be identified whether
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Figure 5.7 Network observability versus detection rate.

one or all of the smart meters are attacked. Hence, SM nodes v17 and v20 must be further

inspected by the utility and therefore, considered as a detected case.

Figure 5.7 shows the average detection rate that considers all possible combinations

of smart meter attacks and grid sensor availabilities. Since the number of smart meters

and grid sensors are identical (proven in Thm. 4), and at the same time the number of

times the smart meters to be attacked and the number of times the grid sensors to become

unavailable are equally likely, the outcomes of the detection rate and grid sensor availability

shown in Figure 5.7 exhibit a linear relationship. From the results, note that the slope of

the detection rate is steeper when the number of grid sensors (as well as smart meters) is

smaller. On the other hand, the slope of the detection rate declines when the number of grid

sensors increases. This means that a smaller network with a lower number of sufficient nGS

deployed is more vulnerable to unobservability as compared to a larger network, given the

same number of GS nodes becoming unavailable.
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5.5 Summary

In this chapter, a breach of data integrity attributed to false data injection attacks for

the future power grid environment is investigated. An attack model (CONSUMER) is

formulated to illustrate that by compromising smart meters, illegal customer “can steal”

electricity by lowering its energy consumption and raising others in a neighborhood

distribution network. A novel hybrid intrusion detection system framework that

incorporates power information and sensor placement has been developed to detect

malicious activities such as CONSUMER attacks while the traditional bad measurement

data detectors cannot. An algorithm for placing grid sensors on lines or feeders strategically

throughout a spanning-tree distribution network is proposed to provide sufficient network

observability for aiding detection performance. It has been shown that compromising a

large number of smart meters may be improbable as well as indicated that the attack may

turn into a multiple clustered attack with a few compromised smart meters. It has also been

shown that the detection rate can be improved by the proposed grid sensor placement with

sufficient observability; however, it can also be degraded by unavailability of grid sensors.



CHAPTER 6

CONCLUSIONS AND FUTURE WORKS

In this dissertation, extensive simulations have been conducted to substantiate the viability

of the proposed solutions in tackling the three potential problems in the future power

distribution network, namely, power surplus congestion, bidirectional power flows, as well

as energy theft associated with false data injection attacks. Several intriguing questions

raised from this investigation require further studies. For example, the essential attributes

such as packet loss, varying power demands and solar surpluses, and fairness need to be

taken into consideration for the selection of disconnecting solar units proposed in Chapter

3 when the decision is made at the utility control center. These attributes can potentially

alter the network topology at different time periods in terms of selection outcomes, and thus

affect the system performance. Similarly, communications designs for resource allocation

and scheduling to tackle signal interference and traffic under the power-communications

networked system developed in Chapter 4 should be explored further.

Moreover, intrusion detection for the smart grid system (deployed with millions of

smart meters and grid sensors) studied in Chapter 5 will attract further investigation for the

coming years. Below a few insights into some potential research topics associated with the

proposed intrusion detection framework.

1. The complementary detection methods of utilizing power and communications
networks inspection incorporated in the proposed framework can be developed
further to improve detection performance.

2. Grid sensors in Chapter 5 were considered fully trustable. For practical scenarios,
trustworthiness of meters and sensors can be explored to determine possible impacts

105
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on the proposed intrusion detection framework by addressing uncertainties of
network dynamics in the context of smart grid security, e.g., the attacker can launch
an observability attack by compromising or disabling some of the grid sensors, thus
making intrusion detection more challenging.

3. Further development of effective and efficient countermeasures are desired to cope
with variants of the CONSUMER attack.

4. Grid sensor localization and associated observability studies can be further extended
to grid isolation designs. For example, grid isolation may be employed to prevent
catastrophic failures from cyber-physical attacks, but the grid in islanded mode must
remain observable as well.

5. The proposed CONSUMER attack design, which is currently limited to a one-player
attack, can be extended to a multi-player attack where more than one attacker try
to steal electricity at the same time period. The design can be remodeled as a
cooperative attack for searching a local or global maximum outcome, as well as
a non-cooperative (selfish) game for finding the Nash equilibrium, without being
detected by the detectors. The aforementioned p clustered CONSUMER attacks with
k–sparse compromised smart meters can be further studied.

6. Since smart meters and grid sensors are mounted on power lines/feeders, power
consumption is not a primary concern in the smart grid environment. Moreover,
these devices are likely to have higher capabilities as compared to the traditional or
dust sensors (that perform single detection application) in terms of computation and
memory. In fact, delay is a primary constraint for different smart grid applications
since there can be mission-critical events in addition to routine activities. Therefore,
this critical metric has to be considered while designing bandwidth allocation and
scheduling for different classes of traffic in smart grid communications. However,
the crowded network environment may cause severe interference and measurement
data collisions. A potential solution may be leveraging on the duty-cycle (on and off)
scheduling technique via grid sensors selection in order to reduce or balance network
traffic, while the observability of the power network as well as connectivity of the
communications network is maintained. How to design smart metering networks
and grid sensor networks is still an interesting topic.

7. As compared to traditional WSN studies, power consumption by smart meters and
grid sensors in smart grid communications should be remodeled by incorporating
on-site renewable energy utilization for energy efficiency in parallel with the ongoing
research on green communications. Additionally, the concept of data aggregation in
the smart grid context is also different from that in legacy WSN. Most of meters and
sensors installed on lines/premises carry significant measurement data and cannot
be fused in a traditional way because they effectively represent particular state
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conditions and individual loads that are utilized for monitoring/billing purposes at
the utility control center.
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