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ABSTRACT

A STEREOSCOPIC SYSTEM USING KNOWLEDGE PROPAGATION TO
ACHIEVE ACCURATE DEPTH CALCULATION

by
Chaitali Mulay

With the advent of the twenty first century, stereoscopic systems have found a

widespread use in the engineering industry. Several biomechanical analyses utilize this

concept for efficient information extraction. Some examples of its applications are gait

analysis, hand shape recognition, facial surface recognition etc.

The primary goal of this thesis was to optimize the existing stereoscopic system,

to increase accuracy and precision of the depth information extracted. The process'

included redesign of the existing equipment set-up, automation of image acquisition unit

and modification of conventionally used correspondence test to achieve higher accuracy.

The acquired data was used to estimate depth of the object used for the study.

It was found that the correspondence information for a pair of adjacent cameras

had high accuracy. In addition, the plots of the correspondences exhibited similarity in

the trend. An attempt was made to use this information for predicting the values for

regions on the curves having inconsistencies. Depth estimation using triangulation was

performed on the correspondences found for adjacent pairs. It was found that the row was

reconstructed as anticipated using the algorithm. With further development of the

algorithm and successful implementation of knowledge propagation, this system can

demonstrate efficient shape recovery.
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CHAPTER 1

INTRODUCTION

1.1 Objective

With the advent of the twenty first century, stereoscopic systems have found a

widespread use in the engineering industry. Several biomechanical analyses utilize this

concept for efficient information extraction. Some examples of its applications are gait

analysis, hand shape recognition and facial surface recognition [1].

The primary goal of this thesis was to optimize the existing stereoscopic system,

to increase accuracy and precision of the depth information extracted. The process

included redesigning the existing equipment set-up, automation of image acquisition unit

and modification of conventionally used correspondence test to achieve higher accuracy.

The acquired data was used to estimate depth of the object in this study.

The set-up consisted of an array of five cameras surrounding the object being

used as a model for reconstruction. The cameras with high image resolution were used to

facilitate the image processing tasks. The computing environment chosen for realization

of the image processing algorithms was MATLAB. It is a user-friendly environment that

incorporates several of the basic image processing algorithms in form of functions. This

obviated the need for implementing certain basic functions required during the process.

All the results generated during the process were displayed using the graphical options

provided by MATLAB.
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1.2 The Human Visual Cortex

The concept of a stereoscopic system stems from the model of the visual cortex, which is

responsible for binocular vision in primates. The primary visual cortex is said to have a

well-defined map of the spatial information. This information is used by primates to

perform coordinated motions in the three-dimensional world.

As cited in [2], visual perception is the primary form of cognitive contact between

primates and the world around them. Each eye, by virtue of its location, acquires

information that is slightly different from the other. This difference is often referred to as

the disparity in the scene. The visual cortex is able to make fine depth discriminations

from parallax provided by the two eyes.

1.3 Stereovision

Stereovision is derived from the Greek word stereos, which means relating to space.

Hence, the word essentially means vision in relation with space. This fact was first

described by the English genius Charles Wheatstone in 1838. To prove his theory,

Charles Wheatstone invented a simple device dubbed as 'Stereoscope'. This device

displayed pictures to the left and right eyes separately. It was based on the fact that each

individual eye views the same object placed at different distances from slightly different

horizontal positions. This in turn gives the depth cue of horizontal disparity to the brain

and allows us to perceive depth by triangulation. .

A basic stereoscopic system has, essentially, four modules. They are as follows,

1. Image acquisition

2. Image rectification

3. Correspondence matching



3

4. Depth estimation

Each module has been discussed in the subsequent chapter. The underlying theory has

also been elaborated on.



CHAPTER 2

PRINCIPLES OF STEREOVISION

2.1 Camera Model

Any image processing task is normally preceded by image acquisition. The acquired

image is influenced by several factors such as sensor characteristics of the camera, optical

characteristics of the lens, characteristics of the light source, material and reflection

characteristics of the object surfaces recorded in the scene and last but not the least the

geometric laws that govern the image acquisition process [3]. This section reviews the

influence of camera geometry on a captured image. An exact knowledge of the camera

geometry is crucial for surface reconstruction using static stereo analysis. A mathematical

model helps in understanding the fundamentals of this geometry has been presented in

the following sub-section. It is called the perspective camera model or the pinhole model.

2.1.1 Perspective Camera Model

As quoted by Olivier Faugeras [4], the perspective (pinhole) camera model (see Figure

2.1) explains a camera from a geometric standpoint. It consists of two screens. The first

screen has a small hole punched through allowing a thin ray of light when illuminated.

The ray of light forms an inverted image on the second screen, which is placed parallel to

the first screen. The first screen represents the focal plane, plane F, and the second screen

represents the retinal plane, plane R. The pinhole present on the first screen is equivalent

to the optical center, point C, and the ray of light passing through it forms the optical

4
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axis. The distance between the two planes is equal to the focal length of the optical

system.

Figure 2.1 The pinhole camera model [4].

2.1.2 Coplanar Stereo Geometry

With the knowledge of the pinhole model, the concept of coplanar stereo geometry can

now be explored. Two such models are used to illustrate the concept (see Figure 2.2) [3].

They are assumed to represent left and right cameras. A point P (X, Y, Z) is assumed to

lie in the field of view of both the cameras. The optical axes of the cameras run parallel to

Z- axis with a direction towards the point. The xy image coordinate axes for both the

cameras are parallel to each other. In addition, xy image planes are arranged such that all

the rows are identical. The focal point is assumed to lie in the XY plane. Since the

orthogonal distance between the focal point and an image plane is the focal length f, the

two image planes are now defined by Z =f
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Figure 2.2 Two pinhole camera models are used to illustrate coplanar stereo geometry
[3].

Now it is assumed that the XYZ-coordinate system is oriented at the left camera.

Thus, the focal point of the left camera lies at Oleft (0, 0, 0) and that of right camera lies at

Oright (b, 0, 0). In general, the pinhole cameras will project point P on the two image

planes at pee (xleft, Yleft) and Ari ght (xright, yright), respectively. A new term called disparity

can now be introduced. It is a measure of difference between the coordinates of two

points with one point held as reference. For instance, the disparity with respect to pee is

found to be A ()cleft, Yleft) = ()cleft — xri ght, Yleft — yright). This term will be very useful while

discussing correspondence and triangulation issues.

Recall that the two image planes were said to lie at Z=f in the world coordinate

system. All lines coming from point P are cut by a pair of parallel lines in a certain ratio,

which now a relationship between (x, y), (X, Y, Z) and f.
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Equation 2.1 is applied for the two projected points, namely pl eft and Aright, and the

resultant is,

(Note: since the images are row identical yleft = Yri ght = y)

Notice that for equation 2.3, X has been shifted by b. This is because the optical

center of the right image plane is away from the left image plane by distance 'b' in X

direction. Thus, a relationship between the world's coordinates and the projection

coordinates has been established. The above equations will once again be encountered in

Section 2.5 when the concept of triangulation is discussed.

2.2 Calibration

As mentioned in the previous section, it is essential that one has prior knowledge of

intrinsic and extrinsic camera parameters for an image processing task such as shape

recovery. A direct measurement of these parameters is usually technically impossible or

difficult. Hence, an indirect measurement of these parameters is required to be made.

This process is commonly known as calibration [3]. As cited in [4], the aim of calibration

is to achieve the best possible correspondence between the used camera model
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(parameterized by observed or calculated parameters) and the realized image acquisition

with the given camera.

Calibration requires use of objects that have a set of points with known

coordinates. These points are usually realized by physically present marks such as dots or

crosses. Various examples of a calibration object (see Figure 2.3) are grid, checkerboard,

surfaces with equally spaced dots, etc.

Figure 2.3 Two examples of calibration object (A) Checkerboard (B) Open Cube [3].

It is important that a calibration object is chosen such that it supports the working

range of the camera. In other words, all the known points or the calibration points on that

object should be visible and distinguishable in the digital images taken by the camera or

the image acquisition system used. Sometimes images are taken in several orientations. In

such cases, it must be ensured that all the calibration points are visible in every image

that has been taken.

Once an image has been acquired, the projected row and column positions of the

calibration points are determined. This can be done either by manual selection of points
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or by an automated method. After the required information has been extracted, a suitable

calibration technique is used for computation of camera parameters. Various techniques

exist that serve the purpose. Direct Linear Transformation is one of the most widely used

techniques [3]. Other very well known method is the Tsai's Calibration Method [3]. A

method proposed by Janne Heikkilä and 011i Silvén of University of Oulu, Finland has

been incorporated in calibration software designed by Dr. Jean-Yves Bouguet of

California Institute of Technology [5].

2.2.1 Intrinsic Parameters

As quoted in [3], the intrinsic parameters of the camera determine the projective

behavior of the camera. These parameters are focal length, principal point, skew

coefficient, etc [7] . The definition of the focal length was given in Section 2.1.1. The

principal point is defined as the intersection of the optical axis and the image plane [3].

The skew coefficient accounts for non-orthogonal coordinate axes of an image plane in

case of lens distortion.

2.2.2 Extrinsic Parameters

The extrinsic parameters model the transformation from the object coordinates to the

camera coordinates [5]. This transformation is described by a set of rotations preceded by

translation of the object axes. On calibrating a camera, these alterations are presented in

form of a rotation matrix (R) and a translation vector (T). For a given a set of world
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coordinates (Xw, Yw, Z w) and camera coordinates (Xe, Ye, Zc ), the relation that exists

between them can be written as,

2.3 Rectification

In Section 2.1.2, when the coplanar stereo geometry was discussed, an assumption of row

identicalness was made. However, in practical systems such an assumption is not valid.

The image is required to undergo some process to achieve the said identicalness. This

process is usually known as Rectification in a stereo analysis system [4]. With the aid of

rectification, the practical image planes can be treated as the ideal case discussed in

Section 2.1.2.

To understand how rectification can be realized, one must first get acquainted

with the underlying geometrical concept, known as epipolar geometry. An illustration of

epipolar geometry is provided in Figure 2.4. Subsequently, an explanation of the epipolar

geometry is provided. Certain terminology pertaining to this concept very commonly

found in literature is explained. The practical application of this concept will be realized

in succeeding chapter when the issue of information extraction from given two images is

addressed.
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Figure 2.4 An illustration of epipolar geometry [6].

A stereo rig composed of two pinhole models has been assumed. C1 and C2 form

the optical centers of left and right cameras, respectively. The centers intersect the image

planes at points E 1 and E2, which are also known as the epipoles. A 3D point W is

projected on the two image planes; where M1 and M2 are the projected points. Lines

E 1 M 1 and E2M2 are known as the epipolar lines. It is apparent that any arbitrary point

lying on line WC 1 will be constrained to be projected on line E2M2. This constraint is

termed as the epipolar constraint. When C 1 and C2 lie in the focal planes for both

cameras, the epipolar lines form a bundle of parallel lines in both images. The procedure

of transforming the epipolar lines to a bundle of parallel and horizontal lines is known as

Rectification. Any pair of images can be rectified if the camera parameters are known.


