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design of distributed ST coding techniques is a concern. While signaling can ensure proper

cooperation among multiple transmitting nodes, randomized ST coding can be a solution

to avoid extensive messaging [18]. Terminal synchronization is required on both carrier

(frequency) and symbol (timing) level, as well as on the block level in case of distributed

ST block coding, for cooperation to provide full benefits [3]. It is noted in [3] that, given

some form of network block synchronization (e.g., through periodic transmission of known

synchronization prefixes), carrier and symbol synchronization can be built upon it [3].

Synchronization challenge further gives rise to signaling requirements and the consequent

loss of resources, as well as designing the signaling protocol. To conclude, security and

privacy are of major concern [19]. While these concerns require serious attention and have

been under extensive research, they are out of scope of this dissertation.

1.3 Application: Dynamic Spectrum Access (Property-Rights Cognitive-Radio)

Spurred by the evidence that the current spectrum allocation granting exclusive use to

licensed services is highly inefficient and that new wireless communication technologies

allow effective spectrum sharing, cognitive radio emerged as a new paradigm for efficient

spectrum utilization [20]. This principle has already inspired technological solutions

and standardization efforts [21] [22]. The lively debate around this concept has by now

broadened its scope to include substantially different technologies and solutions. The

identifying feature, which seems to be common to different schools of thought on the

subject, is the coexistence on the same spectral resource of both licensed (or primary)

and unlicensed (or secondary) terminals and services [23]. Among the different debated

positions, two main approaches to cognitive radio have emerged [23]- [25]:

• Commons model: according to this framework, primary terminals are oblivious to the

presence of secondary users, thus behaving as if no secondary activity was present.

Secondary users, instead, sense the radio environment in search of spectrum holes
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(portions of the bandwidth where primary users are not active) and then exploit the

detected transmission opportunities.

• Property-rights model (or spectrum leasing): here, primary users own the spectral

resource and possibly decide to lease part of it to secondary users in exchange for

appropriate remuneration.

While the stringent sensing requirements (namely, it is required that not only

transmitted signal is detected, but the activity of receiving circuitry also) make the

implementation of the commons model a challenging engineering problem [20], the

property-rights model has been seldom analyzed in the communication literature on the

grounds that its implementation is mostly a regulatory issue that hinges on the definition

of a pricing model for spectrum leasing [24]. On this line, it is recognized here that the

schemes proposed in Chapter 7 and Chapter 8, besides providing an attractive solution

for the relaying motivation, can be conversely seen as a practical framework for the

implementation of cognitive radio networks running according to the property-rights

spectrum-leasing model. As will be elaborated later, the role of the primary node is played

by the original source (and destination) and that of the secondary nodes by the relaying

nodes. Moreover, retribution from secondary to primary nodes upon leasing is in the form

of cooperation to the primary transmission. This enables on-the-air decisions and avoids

the regulatory issues or money transactions that commonly hinder the implementation of

the spectrum leasing concept.

1.4 Dissertation Outline

Dissertation preliminaries are introduced in Chapter 2. Therein, generic system model

(block-fading channel) is provided along with the metrics used throughout this dissertation

- channel capacity, outage probability, expected number of transmissions and throughput.

Chi-square distribution, heavily exploited in this dissertation, is also briefly introduced.
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The remainder of Chapter 2 is dedicated to a brif turorial of game theory, a mathematical

concept that provides powerful tools for designing distributed networks with independent

nodes.

Contributions of this dissertation are contained in Chapters 3-8. Particularly, Chapter

3 and Chapter 4 investigate cooperative retransmission protocols in a centralized scenario.

Chapter 5 and Chapter 6 illustrate several applications of basic game-theoretic concepts

to the communication scenario. Chapter 7 and Chapter 8 then discuss the cooperative

and cooperative retransmission protocols, respectively, in a decentralized environment,

applying the game-theoretic tools to elaborate on relaying motivation concepts. Material in

these two chapters can be also considered as a promising framework for dynamic spectrum

access based on the spectrum-leasing property-rights cognitive-radio model. Detailed

descriptions of Chapters 3-8 follows.

In Chapter 3, cooperative and retransmission paradigms are contested. Relying on a

simple cooperation model - linear multihop network, the following question is answered:

given a delay-tolerant network, what should this delay be exploited for, hopping or (HARQ-

TI and HARQ-CC) retransmissions? It is demonstrated that for practically encountered

signal-to-noise ratio values, it is the combination of two patterns rather than exclusive one

that guarantees the best performance in terms of achievable throughput.

Energy efficiency of truncated retransmission protocols in a single-user link (i.e.,

non-cooperative HARQ), or with the inclusion of a relay station (i.e., cooperative HARQ)

is analyzed in Chapter 4 for HARQ-TI, HARQ-CC and HARQ-IR. The total energy

consumption accounts for both the transmission energy and the energy consumed by

the transmitting and receiving electronic circuitry of all involved terminals (source,

destination and, possibly, the relay). Using the transmission time and transmission

energy of each packet as optimization variables, the overall energy is minimized under

an outage probability constraint. It is shown, for instance, that, if the circuitry energy

consumption is not negligible, selection of the transmission energy is not only dictated by
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the outage constraint, but is also significantly affected by the need to reduce the number

of retransmissions. Results also demonstrate the performance limitations of cooperative

HARQ protocols in terms of energy efficiency, when circuitry consumption is properly

accounted for.

Chapter 5 illustrates a possible application of game-theory to communication

networks. Research is motivated by the fact that intercell interference control is a crucial

but hardly met requirement for a dense frequency reuse in cellular systems. Namely, due to

large signalling overhead, multicell processing and resource scheduling are not practicable

solutions, at least today. A decentralized transmission scheduling scheme where each base

station exploits the knowledge of the intercell interference to locally allocate the resources

is proposed. Each base station schedules the access to time or frequency resource so as

to mitigate the generated interference and maximize its goodput. In this decentralized

approach, the intercell signalling is replaced by the level of interference estimated locally

and independently within each cell. Game-theoretic concept is used to study equilibria and

each scheduler is model as a player that locally maximizes its objective (goodput) while

interacting (or interfering) with others.

Chapter 6 can also be considered as an extensive introduction to the following

chapters. Namely, it introduces Stackelberg game application to decentralized commu-

nication networks, and the concept of power control games. An uplink scenario with

independent and rational terminals and an access point is considered. The optimal design of

a multi-antenna access point in such a scenario is investigated by modelling the interaction

between the access point on one side, and the distributed set of terminals on the other, as a

Stackelberg game. As a game leader, the access point determines the network parameters

(bandwidth and the number of receiving antennas) for the power control game played

between the terminals (follower), so as to maximize the network utility per system resource

(bandwidth and antennas). Two game models are considered, whereby the network utility

is measured either in terms of power minimization or power efficiency maximization.
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It is shown that a larger number of users motivates the provider (i.e., access point)

to invest, as the overall performance enhancement well balances the costs. In certain

decentralized scenarios, however, the system cannot efficiently cope with large amount of

user. Furthermore, the trade-off between investing in different system resources, bandwidth

and antennas, is observed.

In Chapter 7, provision is made to alleviate the assumption that available relays

are willing to assist the ongoing transmission in an altruistic fashion. A scheme is

proposed whereby a source can lease its spectrum to an ad hoc network of potentially

relaying nodes in exchange for cooperation in the form of distributed space-time coding.

On one hand, the source maximizes its achievable transmission rate, accounting for

the possible contribution from cooperation. On the other hand, nodes in the ad hoc

network compete among themselves for transmission within the leased time-slot following

a distributed power control mechanism. The investigated model is conveniently cast in the

framework of Stackelberg games. Analysis and numerical results show that the proposed

mechanism achieves significant rate improvements for both the source-destination link

and the motivated relaying terminals. It is further noted that the scheme can be also

considered as a framework for property-rights cognitive radio implementation, based on

trading secondary spectrum access for cooperation to the primary.

A novel distributed scheme that combines cooperative retransmission protocols

with the spectrum leasing paradigm is proposed and analyzed in Chapter 8. The

strategy harnesses the opportunistic gains of cooperative communications, while inherently

providing a spectrum-rewarding incentive for the otherwise non-cooperative relays to assist

the source's transmission. In this context, the scheme can be considered as extension of the

proposal in Chapter 7, removing the extensive informational requirements and providing a

fully decentralized solution. As in cooperative HARQ, the source might decide to hand over

the possible retransmission slots to nearby stations that were able to decode the original

transmission. In the proposed scheme, however, in exchange for the cooperation, the
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relaying station is also awarded an opportunity to exploit the retransmission slot for its

own traffic. Arbitration of relays' retransmissions is performed via an auction mechanism,

with the source, the competing relays and the transmission slot acting as the auctioneer, the

bidders and the bidding article, respectively. Auction theory (more generally, the theory

of Bayesian games) is applied to analyze the scheme performance. Again, the setting

here can be alternatively seen as a practical framework for implementation of property

rights cognitive radio networks. Numerical results and analysis show that the proposed

scheme enables an efficient dynamic resource allocation that provides relevant gains (e.g.,

transmission reliability) for both the original source (primary) and the cooperating nodes

(secondary users).



CHAPTER 2

PRELIMINARIES

This chapter provides the most important concepts that are applied throughout this

dissertation. It first details on the generic system model by describing the block fading

Rayleigh model and introducing the metrics such as the channel capacity (achievable

transmission rate) and the outage probability for three HARQ protocols and general

expressions for expected number of transmissions and system throughput. The second

part of the chapter is dedicated to the basics of game-theory, a crucial mathematical tool

for design and analysis of distributed networks.

2.1 Generic Model and Metrics

2.1.1 Block Rayleigh Fading Model

A communication channel in which adjacent symbols (a block of symbols) are affected by

the same fading value is commonly referred to as a block-fading channel. This channel

model is applicable to a range of scenarios typified by low-speed (e.g., walking-speed and

below) mobile terminals as in, e.g., sensor, indoor or personal communication system.

With slowly moving terminals, the channel gain, albeit random, varies slowly enough

with time that it can be assumed as constant along a block [26]. Block-fading channel

also assumes, as is the case in this dissertation, statistically independent fading blocks

(i.e., changing independently with each block), implying transmission intervals that are

sufficiently separated in time as in, e.g., a time-division system, in frequency as in, e.g.,

a multicarrier system or both in time and in frequency, e.g., with slow time-frequency

hopping. A constant (during a block) complex channel gain h = Re(h) + j Im(h) is

modeled as an independent zero-mean complex Gaussian random variable with variance

gh = E [|h|2], where E[.] denotes the expectation operator. While the channel gain can

19
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be described by numerous distributions, e.g., Rayleigh, exponential and gamma, here the

chi-square distribution is most frequently exploited. Thus, |h|2/Gh is a random variable

with chi-square distribution with two degrees of freedom, |h| 2~χ22. Of particular interest

is the cumulative density function of chi-square distribution with v degrees of freedom,

where v is an even integer [27]:

where γ(λ, µ) = (γ-1)! (1 -e-µΣλ-1i=0 µi/i!) is the incomplete Gamma function and

Γ (λ ) = (λ  - 1)! is the ordinary Gamma function (note that these definitions of Gamma

functions hold only for integer λ , i.e., for an even υ ).

2.1.2 Channel Capacity

Channel capacity C, here also referred to as a (maximum) achievable rate, is defined

as a maximum transmission rate for which one can drive the probability of erroneous

communication arbitrarily close, but not necessarily exactly, to zero [28]. Denoting the

transmitted and received signals as X and Y, respectively, capacity is given in terms of

mutual information I(X; Y)

where H denotes the entropy [28], Px (•) denotes the distribution of X and E[X2] ≤ P

is the power (variance) constraint of transmitted signal. For the Gaussian channel, relation

between X and Y reads
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where Z ~ N(0, N0) is a zero-mean complex additive Gaussian noise with single-sided

spectral density N0. SinceH(Y|X)=H(Z),recalling that the entropy of a zero-mean

complex Gaussian variable with variance

N

0  is log2 (2πe

N

0 ) [28], the (2.2) becomes

Resorting to the maximum entropy theorem [28], the above expression is maximized for

Px (.)~ CN(O, P) (thus, Y is also Gaussian Y ~  CN(P +

N

0 )) and

which is a famous result for capacity of the Gaussian channel (Shannon limit [26]).

Shannon limit has been nearly achieved in the last decade. In fact, it is within a range of a

tenth of a dB that the capacity achieving codes such as low-density parity-check (LDPC),

turbo and repeat-accumulate (RA) codes can approach this limit [29]. Moreover, schemes

exist for which the (relatively small) gap towards the limit can be presented simply via a

constant power loss [30].

For the block-faded channel, (2.5) becomes (assuming matched filtering)

For interference (or multiple access channel MAC) channel, denoting the ith

transmitter-receiver channel as hi, h ii as the interference channel gain from the jth

transmitter to the ith receiver (or to the common receiver in MAC channel), transmitting

power of the ith node as Pi , interference for the ith receiver reads I i= Σj≠i|hji|2Pj

and, with the assumption that the latter is Gaussian, the achievable rate for the ith

transmitter-receiver pair is
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Retransmission Protocols Denoting the channel gain in ith (re)transmission as hi,

capacity achievable with HARQ-TI (recall that the erroneous packets received in previous

retransmissions are discarded) after n retransmissions reads

For HARQ-CC, preserved retransmitted copies of the packet are soft combined at the

receiver so that the rate reads [1]

Notice that the power summation in (2.8) is the consequence of soft (MRC) packet

combining. For HARQ-IR, code-combining yields sum of information [11] [1]

As discussed in [31], the analysis of HARQ-IR protocols can be greatly simplified if an

upper bound approximation, obtained by applying the Jensen inequality, is used

As demonstrated in [31] (and showed in this dissertation when encountered), this is a

relatively tight upper bound for the capacity of HARQ-IR protocols.

For the case of cooperative retransmission protocols, capacity expressions become

slightly more complicated and will be addressed as required.

2.1.3 Outage Probability

Recall that the capacity defined in Section 2.1.2 refers to a Gaussian (during a block)

channel. Since this is in fact a random variable (depending on channel gain), the capacity

of fading channel in Shannon sense (ergodic) does not exist [1] [26] [32]. Instead, one

should resort to a non-ergodic metric outage probability, defined as the probability that the
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(instantaneous Gaussian) channel capacity is lower than the rate r of the code used at the

transmitter (thus, it is the probability of erroneous decoding at the destination),

For the three HARQ protocols and capacities derived in Section 2.1.2, the outage

probability reads

where the fact was used that the sum of squares of i independent Gaussian variables of a

unit variance is a chi-square distributed random variable with i degrees of freedom (Section

2.1.1).

Expected Number of Transmissions and Throughput Expected number of trans-

missions, noted herein as n or E[n], is a commonly used metric to quantify the HARQ

performance. It is defined as the number of retransmissions, including the original

transmission, required for successful decoding at the destination. It is thus strongly related

to the outage probability and reads
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for non-truncated retransmission protocols and

for n-truncated (i.e., with n as a maximum delay) HARQ protocols. In (2.12) and (2.13),

the fact was used that pi-1 -  piis the probability of successful decoding at the destination

exactly at the ith transmission (with p0 = 1) [11]. For the truncated protocols (2.13),

the average number of retransmissions ft is written as the sum of two terms, where the

first accounts for the events in which successful decoding occurs in one of the first n — 1

transmissions, and the second term corresponds to the complementary events in which

successful decoding does not occur during the first n — 1 transmissions (including the event

of successful transmission exactly at the nth attempt, and the outage event).

The throughput for retransmission protocols is defined as the number of successfully

transmitted bits per second (if r is also defined in bit/s) and, using renewal theory [11],

reads

2.2 Game-Theoretic Concepts

Lately, game theory [33] was recognized as a promising paradigm for modelling

performance of wireless networks that involve multiple nodes not controlled by some

central authority [34]. As these independent nodes (players in the game-theoretic jargon)

have goals that are usually (but not necessarily) in conflict with each other, their selfish

behavior might lead to extremely poor network performance. In particular, players are

often defined as selfish and rational: the selfish player is interested solely in maximizing its

own benefit, without concern for the collective good, while the rational player chooses only
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those strategies that are best responses to his opponents' strategies. Game theory allows to

predict the possible outcomes of interaction (game) between these competitive terminals,

in terms of Nash Equilibria (NE) [33]. Therefore, it is a powerful tool for defining a set of

rules to be enforced on the players that would lead to more desirable outcome. This section

covers some of the game-theoretic fundamentals to be used throughout this dissertation.

2.2.1 Utility Function

A dominant approach to modeling independent players' interests is utility theory,

quantifying a player's degree of preference across a set of available alternatives.

Specifically, a utility function refers to the level of satisfaction the decision-taker receives

as a result of its actions and is defined as a function that assigns a numerical value to the

elements of the action set A (u : A → R 1) if for allx, yEA,xis at least as preferred

compared to y if and only if u(x) ≥ u(y) [33].

Acting optimally in an uncertain environment gets considerably complicated in the

presence of two or more utility-maximizing players whose actions can affect each other's

utilities. Non-cooperative game theory studies such a scenario (notice that the term "non-

cooperative" does not necessarily imply conflicting players' interests, although it is the

most appealing scenario). In this dissertation, cooperative (coalitional) game theory that

assumes group-based decision-making or modeling, is not considered.

2.2.2 Normal Form

In game theory, the normal (or strategic) form is the most frequent game representation,

wherein all possible game outcomes depend only on the players' combined actions. It

is noted in [35] that even more complex game forms, such as Bayesian that accounts for

environment randomness, or extensive-form games (that involve time dimension) can be

reduced to a normal form. Specifically, a normal-form game is a tuple (N, A, u), where

• N is a finite set of n players
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• A is actions domain, A = A 1 x ... x An , where A, is a set of actions available to ith

player. Moreover, action profile is denoted as a = (a1, ..., an) E A

• u = 	 (u1, ..., un) where ui : A → R, is a real-valued utility (payoff) function for ith

player.

In this dissertation, the focus is entirely on pure strategies, referring to a game

concept wherein a player selects a single action. Notice that pure strategy corresponds

to an action. It is worth noting that another strategical concept exists, namely mixed

strategies, wherein a strategy corresponds to randomization over an actions set with a given

distribution. The latter concept is not considered in this work.

2.2.3 Games and Optimality

Optimality in game theory (similarly as in multi-objective optimization) is a rather vague

notion. For example, a social optimum (e.g., weighted sum-utility) can imply a suboptimal

performance for an individual player. Even from an individual player's point of view

optimality is unclear as the payoff value depends not only on that player's strategy but

also involves strategies chosen by other players. In the following the emphasis is on an

individual perspective, yielding a fundamental game-theoretical concept, Nash equilibrium

(NE).

Denote the strategy profile s	 (s i , sn) in the form s	 (si , s_ i ) where	 =

(s1 , si-1 ,s i+1 , sn ) is the set of strategies chosen by players other than player i. In case

player i is aware of s-i , its best response (not necessarily unique) that maximizes its utility

is 

s

*

i

 E Si such thatu

i( s*i

,

s

i ) ≥ u i (si , s-i ) for any

si

 E Si . However, it is unreasonable

to assume a player that avails the knowledge of s -i (if so, game-theoretic concepts would

trivially reduce to a single-objective optimization problem). In this context, one needs

an extension of the best response concept, which is a Nash equilibrium. In particular, a

strategy profile

s

*  is a Nash equilibrium if for any i = 1, n is a best response to

s

*-i


