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Figure 3.4 Some sample images from the MIT Scene dataset.

2000) and implementing the Nearest Neighbor (NN) to the mean classification rule for

classification. This EFM-NN classifier has been described in detail in Section 2.3.

3.3 Experiments

This section briefly describes the datasets used and then reveals the experimental results.

3.3.1 Datasets

This section briefly discusses the three fairly challenging and popular datasets, namely: the

Caltech 256 dataset, the MIT Scene dataset and the UIUC Sports Event dataset, on which

the proposed descriptors are tested for performance evaluation.

Figure 3.5 Some sample images from the UIUC Sports Event dataset.
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The Caltech 256 Dataset: The Caltech 256 dataset (Griffin et al. 2007) holds

30,607 images divided into 256 object categories and a clutter class. Each category con-

tains a minimum of 80 images and a maximum of 827 images. The mean number of images

per category is 119. The images represent a diverse set of lighting conditions, poses, back-

grounds, and sizes (Griffin et al. 2007) and have high intra-class variability and high object

location variability (Griffin et al. 2007). Most of the images are in color, in JPEG format

with only a small percentage in grayscale. The average size of each image is 351× 351

pixels. Some sample images from this dataset are shown in Figure 3.3.

The MIT Scene Dataset: The MIT Scene dataset (Oliva and Torralba 2001) (also

known as the OT Scenes) has 2,688 images classified as eight scene categories: 360 coast,

328 forest, 260 highway, 308 inside of cities, 374 mountain, 410 open country, 292 streets,

and 356 tall buildings. All of the images are in color, in JPEG format, and the size of

each image is 256× 256 pixels (Oliva and Torralba 2001). There is a large variation in

light, content and angles, along with a high intra-class variation (Oliva and Torralba 2001).

Figure 3.4 displays some sample images from this dataset.

The UIUC Sports Event Dataset: The UIUC Sports Event dataset (Li and Fei-Fei

2007) contains eight sports event categories: badminton (200 images), bocce (137 im-

ages), croquet (236 images), polo (182 images), rock climbing (194 images), rowing (250

images), sailing (190 images), and snowboarding (190 images). The mean image size is

845× 1077 pixels. Most of the images are color jpeg images, with a small percentage in

grayscale. A few sample images from this dataset are shown in Figure 3.5.

3.3.2 Comparison of the GHOG Descriptor in Different Color Spaces

In this section, a comparative assessment of the GHOG descriptor is made in six differ-

ent color spaces – RGB, HSV, oRGB, YCbCr, DCS, and YIQ color spaces, as well as in

grayscale, using the three datasets described earlier to evaluate classification performance.

Towards that end, first the GHOG descriptor is derived from each image in the different
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Figure 3.6 The average classification performance of the proposed GHOG descriptor in
the YIQ, YCbCr, oRGB, RGB, DCS and HSV color spaces and also in grayscale using the
EFM-NN classifier on the Caltech 256 dataset.

color spaces. Note that some large-scale images are resized in such a way that their largest

dimension does not exceed 400 pixels. Each input image is converted into grayscale as

well as transformed into images in the six color spaces. Each image in a single color space

first undergoes Gabor filtering in six orientations and two scales to produce twelve different

Gabor-filtered images. The HOG descriptor is further computed from these Gabor filtered

images and concatenated which are normalized to zero mean and unit standard deviation

to finally derive the GHOG feature, respectively. The EFM is applied for feature extraction

and the nearest neighbor rule is finally used for image classification, where similarity score

between a train and test vector is computed using the cosine similarity measure.

On the Caltech 256 dataset, experiments are conducted using a protocol defined
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Figure 3.7 The average classification performance of the proposed GHOG descriptor in
the YCbCr, YIQ, DCS, oRGB, RGB and HSV color spaces and also in grayscale using the
EFM-NN classifier on the MIT Scene dataset.

in (Griffin et al. 2007). For each class, 50 images are used for training and 25 images for

testing, and five runs of experiments are performed using the data splits that are provided on

the Caltech website (Griffin et al. 2007). Figure 3.6 reveals the comparative classification

performance of the proposed GHOG descriptor in six different color spaces and also in

grayscale. The horizontal axis indicates the average classification performance, which is

the percentage of correctly classified images averaged across the 256 classes and the five

runs of the experiments, and the vertical axis shows the seven different GHOG descriptors

in the six color spaces and grayscale. It shows that GHOG descriptor in YIQ color space

performs best with 31.6% classification performance, followed by the GHOG descriptors in

YCbCr, oRGB, RGB, DCS, HSV and grayscale with 31.3%, 30.7%, 29.9%, 29.7%, 28.9%
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Figure 3.8 The average classification performance of the proposed GHOG descriptor in
the DCS, YIQ, YCbCr, oRGB, HSV and RGB color spaces and also in grayscale using the
EFM-NN classifier on the UIUC Sports Event dataset.

and 26.8% classification performances, respectively.

For the MIT Scene dataset, 100 images are used from each class for training and the

rest of the images for testing. All experiments are performed for five random splits of the

data to achieve more reliability. Figure 3.7 shows the detailed classification performance of

the GHOG descriptor in six different color spaces and also in grayscale using the EFM-NN

classifier. Here, the GHOG descriptor in YCbCr color space performs best with 85.8%

classification performance, followed by the GHOG descriptors in YIQ, DCS, oRGB, RGB,

HSV and grayscale with 85.7%, 85.5%, 85.5%, 85.5%, 84.6%, and 81.9% classification

rates, respectively.

For the UIUC Sports Event dataset, a protocol defined in (Li and Fei-Fei 2007) is
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used, which specifies that for each class in this dataset, 70 images are used for training

and 60 images for testing. To achieve more reliable performance, the experiments are re-

peated five times using random splits of the data, and no overlapping occurs between the

training and the testing sets of the same split. Figure 3.8 shows the detailed classification

performance of the GHOG descriptor in grayscale and in six different color spaces using

the EFM-NN classifier. Here also, the horizontal and vertical axes show the average clas-

sification performance and different descriptors in the six color spaces and in grayscale,

respectively. It can be seen from this figure that the GHOG descriptor in DCS color space

performs best with 80.0% classification performance, followed by the GHOG descriptors in

YIQ, YCbCr, oRGB, HSV, RGB and grayscale with 79.3%, 78.6%, 78.4%, 78.0%, 77.6%,

and 73.7% classification rates, respectively.

3.3.3 Comparison of the FC-GHOG Descriptor and Some Other Methods

Now, the performance of the proposed FC-GHOG descriptor is evaluated in the three

datasets, and also compared with some popular descriptors. In particular, the FC-GHOG

descriptor is first compared with the popular and robust SIFT-based Pyramid Histograms of

visual Words (PHOW) descriptor (Bosch et al. 2007a) on all three datasets. For fair com-

parison, both descriptors apply the EFM-NN classifier for image classification. Then, the

classification performance achieved by the FC-GHOG descriptor coupled with the EFM-

NN classifier is compared to the image classification performance of some other state-of-

the-art descriptors and classification approaches as reported in published papers.

To make a comparative assessment of the FC-GHOG descriptor with a popular

SIFT-based descriptor, the Pyramid Histograms of visual Words (PHOW) feature vector

(Bosch et al. 2007a) is generated using the software package VLFeat (Vedaldi and Fulker-

son 2010). Here feature extraction is a three-step process. First, SIFT features are extracted

from images using a fast SIFT process. In this algorithm, SIFT descriptors are computed

at points on a dense regular grid instead of the SIFT-generated interest points (Lazebnik


