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child, the text in these scanned images is extracted and converted into text files for use by 

the classification programs.   

 To automatically extract the text, the Cuneiform Optical Character Recognition 

(OCR) program is chosen due to its ability to accurately extract text from a set of images.  

After loading the image in the bottom of the screen, the extracted text is shown at the top 

of the screen.  The following figure shows the results of extracting the text from a 

printable textbook (Cognitive Technologies, 2012): 

 

 

Figure 7.1  Screen capture of Cuneiform program.   
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This program also supports batch conversion of image files to text files by replacing the 

image file with the associated text file containing extracted text.  After running this 

program to extract the text from each image, the text from each page is combined to 

create one text file representing a single resource.   

The following two figures show a sample book page and the extracted text from 

the same page from the Complete Book of Math, Grades 5-6.  This book is written for 

students in grades five and six and consists of a variety of different math problems that 

the student can solve at his or her own pace (McGraw-Hill Children’s Publishing, 2002).   

 

 

Figure 7.2  Page 18 image from The Complete Book of Math, Grades 5-6.   
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Tens Trivia 
:Example: 
Use exponents to write large numbers 
20,000=2x10,000=2x10x10x10x10=2x104 
5,600=56x100=56x10x10=56x102 
The small raised number is an exponent.  It tells you how many times the number is 
multiplied by itself Exponents give a quick easy way to write large numbers 
Rewrite each number using an exponent or rewrite the exponent in standard form 
1 There are about 3,000 hot dog vendors in New York City. 
2 The Chinese alphabet had about 40,000 different characters. 
3 A single beehive may have over 6x104bees. 
4 An ant can lift 50 times its own weight. 
5 A caterpillar had about 2,000 muscles. 
6 The average American will eat 35,000 cookies during his or her lifetime. 
7 There are about 38,000 post offices in the United States. 
8 A grasshopper can jump an obstacle 500 times its own height. 
9 A gnat can flap its wings 1,000 times each second. 
10 A quart sized beach pail holds 8,000,000 grains of sand. 
11 Las Vegas had over 15,000 miles of neon tubing. 
12 Chicago had the largest public library with 2,000,000 books. 
13 A mile-high stack of 1 bills would be worth 14x106. 
14 Over 2 million pounds of meteor dust fall to the Earth every day. 
15 The Empire State Building was built with over 10 million bricks. 
16 The world consumes a billion gallons of petroleum each day. 
Figure 7.3  Page 18 text extracted from The Complete Book of Math, Grades 5-6.   

 

The second sample resource is called the Complete Book of Reading and 

published by American Education Publishing.  This resource is appropriate for students 

in first and second grade who are beginning readers, so the emphasis is on identifying 

different words and sounds rather than complete sentences.  The following two figures on 

the next two pages present the original image file representing the page in the book and 

the extracted text from that page (American Education Publishing, 2000).   
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Figure 7.4  Page 8 image from The Complete Book of Reading.   
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Color the Letter Partners Name 
Letter partners are capital and small letters that go together.  These pairs of letters are 
letter partners:  Aa, Bb, Cc, Dd, Ee, Ff, Gg, Hh, Ii, Jj, Kk, Ll, Mm, Nn, Oo, Pp, Qq, Rr, 
Ss, Tt, Uu, Vv, Ww, Xx, Yy, Zz. 
Directions use a different color to color each pair of letter partners. 
M q B 
M n 
B G D 
N d Q g 
Letter Recognition 8 O 2000 Tribune Education.  All Rights Reserved. 
Figure 7.5  Page 8 text extracted from The Complete Book of Reading.   

 

The text from each of these individual pages is combined into one text file 

representing all of the text extracted from the book page images.  These text files are used 

to augment the resources from the digital library collection to cover a wider variety of 

topics taught to students.  By developing a series of six subject-specific audience level 

classifiers, the prediction performance of SVMAUD and other machine learning methods 

should improve over a one-size-fits-all classifier covering all subject categories.   

Resources from the Springerlink collection were again included to represent 

college level vocabulary, since home school resources were generally targeted toward 

kindergarten through twelfth grade students.  A total of 4,039 resources were added to the 

10,238 digital library resources already in the test collection, for a total of 14,277 

resources spread among all subjects commonly taught in elementary school through 

college.  The following table summarizes the collections that have provided resources 

used in this evaluation.   
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Table 7.2  Home School Resource Collection Summary 

Collection Collection URL Documents
A Beka Books http://www.abeka.com 1,024

Carson Dellosa Publishing http://www.carsondellosa.com 963
Springerlink http://www.springerlink.com 900

Teaching Syndicate http://www.teachersyndicate.com 1,152
Total Documents 4,039

 

 These home school resources spanned a wide range of subjects commonly found 

in kindergarten through high school grades.  The subjects included reading and writing, 

mathematics, health, and geography, and other subjects, in addition to the STEM topics 

held by the digital library collection.  The next table shows the subjects discussed by the 

resources in the collection, along with the number of documents in each subject category 

for both home school and digital library collections.   

 

Table 7.3  Subject-Specific Classifier Document Collection Summary 

Subject Category 

Home 
School 

Collection

Digital 
Library 

Collection
Total 

Documents 
Health Sciences 443 335  778 

History & Geography 742 602  1,344 
Mathematics 950 3,133  4,083 

Reading & Writing 722 22  744 
Science 310 4,301  4,611 

Technology & Engineering 872 1,845  2,717 
Total 4,039 10,238  14,277 

 

Even though the home school resources covered a wider variety of topics, there 

were a smaller number of resources for each subject category.  Since the NSDL mainly 

focused on cataloging STEM topics, the Science, Technology & Engineering, and 
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Mathematics subject categories contained a much higher number of resources than the 

health sciences, history and geography, and reading and writing categories.  However, the 

subject category with the lowest number of resources, reading and writing, contained 

approximately 750 resources spread across all audience levels, so all classifiers should 

have performed well.  Since the titles, abstracts, and keywords used for training 

SVMAUD outperformed the full text and HTML tag processing for training SVMAUD, 

the titles, abstracts, and keywords, when available, were used for training the classifier, 

while the full text was used for testing.  However, with regard to the home school 

resources, there was little duplication between different books, all text was appropriate 

for the resource and did not include menus and headers common to every resource, and 

abstracts were not available for this collection, the full text of each resource was used for 

training and testing.  Precision (P), Recall (R), F-Measure (F), correlation, and the t-test 

were used to evaluate the performance of cosine, Naïve Bayes, the Collins-Thompson 

and Callan method, and SVM with respect to the six subject category classifiers.   

 

7.3 Health Sciences Subject-Specific Classifier Performance 

Health sciences covered a wide variety of topics, ranging from physical fitness exercises 

and eating habits in elementary school to medical literature appropriate for doctors and 

other medical professionals.  This study trained and tested the cosine, Naïve Bayes, the 

Collins-Thompson and Callan method, and SVMAUD classifiers with respect to the 

health sciences subject category.  The results from this study are shown in the following 

two tables.  The first table shows the results of the specific audience level prediction 

study for cosine, Naïve Bayes, and SVMAUD. 
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Table 7.4  Health Sciences Specific Audience Level Prediction Results 

Specific 
Audience Level Docs 

Cosine Naïve Bayes SVMAUD 
P R F P R F P R F 

Kindergarten 100 0.60 0.72 0.65 0.72 0.81 0.76 0.82 0.90 0.86
First 7 0.07 0.43 0.12 0.08 0.43 0.14 0.28 0.71 0.40

Second 30 0.52 0.83 0.64 0.60 0.83 0.69 0.70 0.93 0.80
Third 25 0.79 0.60 0.68 0.84 0.64 0.73 0.95 0.80 0.87
Fourth 23 0.38 0.52 0.44 0.47 0.74 0.58 0.76 0.83 0.79
Fifth 8 0.11 1.00 0.20 0.16 1.00 0.28 0.22 1.00 0.36
Sixth 44 0.91 0.70 0.79 0.97 0.77 0.86 1.00 0.91 0.95

Seventh 2 0.00 0.00 N/A 0.33 0.50 0.40 1.00 1.00 1.00
Eighth 70 0.94 0.66 0.77 0.94 0.73 0.82 1.00 0.87 0.93
Ninth 38 0.47 0.24 0.32 0.75 0.47 0.58 0.89 0.66 0.76
Tenth 70 0.23 0.31 0.27 0.40 0.60 0.48 0.75 0.69 0.72

Eleventh 79 0.71 0.52 0.60 0.80 0.59 0.68 0.96 0.81 0.88
Twelfth 36 0.91 0.56 0.69 0.95 0.58 0.72 1.00 0.94 0.97

Undergraduate 
Lower (Sampled) 70 0.96 0.63 0.76 0.96 0.67 0.79 0.98 0.89 0.93 

Undergraduate 
Upper (Sampled) 82 0.98 0.61 0.75 1.00 0.66 0.79 1.00 0.85 0.92 

Graduate 
(Sampled) 94 0.84 0.62 0.71 0.88 0.71 0.79 0.95 1.00 0.97 

Overall 778 0.59 0.59 0.59 0.68 0.68 0.68 0.86 0.86 0.86
** N/A = Not Available; F-Measure cannot be calculated due to division by zero. 

 

The first, fifth, and seventh grades contained the lowest number of documents, 

with a total count under ten for each of these grades, leading to poor prediction 

performance in the health science subject category.  The remaining audience levels 

contained a higher number of resources and performed well.  Overall, cosine performance 

decreased slightly from 0.61 for the single audience level classifier to 0.59 for this 

subject-specific classifier; the performance of the Naïve Bayes and SVMAUD classifiers 

remained the same.  With respect to the correlation between human-expert entered and 

machine-learning suggested specific audience levels, SVMAUD experienced the highest 
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correlation at 0.89, Naïve Bayes experienced a correlation at 0.76, and cosine 

experienced the lowest correlation at 0.70.  SVMAUD outperformed cosine at the 0.0010 

level of significance and Naïve Bayes at the 0.0060 level of significance.   

 The next part of this study considers the prediction performance of the Collins-

Thompson and Callan method versus SVMAUD, as presented in the next table.   

 

Table 7.5  Health Sciences Specific Audience Level Prediction–Thompson & Callan 

Specific 
Audience Level Docs

Collins-Thompson & 
Callan SVMAUD 

P R F P R F 
Kindergarten 100 0.79 0.86 0.82 0.82 0.90 0.86

First 7 0.11 0.43 0.17 0.28 0.71 0.40
Second 30 0.70 0.87 0.78 0.70 0.93 0.80
Third 25 0.86 0.72 0.78 0.95 0.80 0.87
Fourth 23 0.58 0.78 0.67 0.76 0.83 0.79
Fifth 8 0.21 1.00 0.34 0.22 1.00 0.36
Sixth 44 0.97 0.82 0.89 1.00 0.91 0.95

Seventh 2 1.00 0.50 0.67 1.00 1.00 1.00
Eighth 70 0.95 0.81 0.88 1.00 0.87 0.93
Ninth 38 0.83 0.63 0.72 0.89 0.66 0.76
Tenth 70 0.51 0.69 0.59 0.75 0.69 0.72

Eleventh 79 0.85 0.72 0.78 0.96 0.81 0.88
Twelfth 36 0.96 0.67 0.79 1.00 0.94 0.97

Undergraduate 
Lower (Sampled) 70 0.96 0.76 0.85 0.98 0.89 0.93

Undergraduate 
Upper (Sampled) 82 1.00 0.77 0.87 1.00 0.85 0.92

Graduate 
(Sampled) 94 0.90 0.79 0.84 0.95 1.00 0.97

Overall 778 0.77 0.77 0.77 0.86 0.86 0.86
 

SVMAUD outperformed the Collins-Thompson and Callan method with an 

overall F-measure of 0.86 versus an F-measure of 0.77 for the Collins-Thompson and 

Callan method across all specific audience levels.  SVMAUD also experienced a higher 
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correlation between human-expert entered and machine-learning suggested audience 

levels of 0.89 versus 0.82 for the Collins-Thompson and Callan method.  In fact, 

SVMAUD was found to outperform the Collins-Thompson and Callan method at the 

0.0673 level of significance.  SVMAUD was found to outperform the three other 

machine learning methods under evaluation and should have been used to predict the 

specific audience level for unlabeled health sciences resources.   

This evaluation considered the general audience level prediction performance 

among the machine learning methods.  The next table shows the results for the health 

sciences classifier for cosine, Naïve Bayes, and SVMAUD.   

 

Table 7.6  Health Sciences General Audience Level Prediction Results 

General Audience 
Level Docs 

Cosine Naïve Bayes SVMAUD 
P R F P R F P R F 

Early Elementary 137 0.47 0.63 0.54 0.58 0.74 0.65 0.90 0.95 0.93
Late Elementary 56 0.54 0.27 0.36 0.78 0.50 0.61 0.96 0.91 0.94
Middle School 116 0.63 0.82 0.71 0.71 0.86 0.78 0.92 0.97 0.95
High School 223 0.66 0.45 0.54 0.79 0.60 0.68 0.97 0.91 0.94

College (Sampled) 246 0.92 0.98 0.95 0.95 0.99 0.97 0.99 1.00 0.99
Overall 778 0.69 0.69 0.69 0.78 0.78 0.78 0.95 0.95 0.95

 

This portion of the study trained and tested the cosine, Naïve Bayes, and 

SVMAUD classifiers using general audience levels.  In this evaluation, the prediction 

performance improved slightly over the general digital library audience level classifier, 

with F-measures increasing from 0.66 to 0.69 for cosine, from 0.75 to 0.78 for Naïve 

Bayes, and from 0.92 to 0.95 for SVMAUD.  The correlation between human-expert 

entered and machine-learning suggested values was found to be 0.67 for cosine, 0.76 for 

Naïve Bayes, and 0.95 for SVMAUD.  SVMAUD was found to outperform cosine at the 
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0.0149 level of significance and Naïve Bayes at the 0.0154 level of significance.  

SVMAUD outperformed the cosine and Naïve Bayes machine learning methods under 

evaluation in this part of the study.   

 The next part of this study measured the performance of SVMAUD versus the 

Collins-Thompson and Callan method.  The results from this part of the study are shown 

in the following table.   

 

Table 7.7  Health Sciences General Audience Level Prediction – Thompson & Callan 

General Audience 
Level Docs

Collins-Thompson & 
Callan SVMAUD 

P R F P R F 
Early Elementary 137 0.71 0.83 0.77 0.90 0.95 0.93
Late Elementary 56 0.87 0.70 0.77 0.96 0.91 0.94
Middle School 116 0.77 0.90 0.83 0.92 0.97 0.95
High School 223 0.87 0.72 0.79 0.97 0.91 0.94

College (Sampled) 246 0.96 1.00 0.98 0.99 1.00 0.99
Overall 778 0.85 0.85 0.85 0.95 0.95 0.95

 

SVMAUD outperformed the Collins-Thompson and Callan method when 

predicting the human-expert entered audience level for unlabeled resources, with an 

overall F-measure of 0.95 versus 0.85 for the Collins-Thompson and Callan method.  The 

correlation between human-expert entered and machine-learning suggested general 

audience levels was found to be 0.84 for the Collins-Thompson and Callan method versus 

0.95 for SVMAUD.  SVMAUD was found to outperform the Collins-Thompson and 

Callan method at the 0.0174 level of significance.   

For all evaluations in this section, the prediction performance for both general and 

specific audience levels was close to the prediction performance of the subject-combined 
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classifier discussed in the earlier chapters.  SVMAUD outperformed all other methods at 

the 0.0673 level of significance for specific audience level prediction and the 0.0174 

level of significance for general audience level prediction.  SVMAUD should have been 

used to predict the audience level for all unlabeled resources discussing health sciences, 

since it far outperformed all other methods under evaluation.   

 

7.4 History and Geography Subject-Specific Classifier Performance 

The history and geography subject category contained documents ranging from state 

capitals in the United States in elementary school geography to the study of ancient 

cultures and archaeology taught at the college level.  This study extracted all documents 

that discuss history and geography from the home school and digital library collections to 

train and test the four different classifiers.  Table 7.8 on the next page shows the results 

from the specific audience level prediction study for the history & geography subject 

category for cosine, Naïve Bayes, and SVMAUD.   

The performance for all three classifiers under evaluation improved over the 

general subject category classifier.  The cosine classifier improved from an F-measure of 

0.61 to 0.66, the Naïve Bayes classifier improved from an F-measure of 0.68 to 0.74, and 

SVMAUD improved from an F-measure of 0.86 to 0.90.  The correlation between 

human-expert entered and machine-learning suggested specific audience levels was 

found to be 0.72 for cosine, 0.77 for Naïve Bayes, and 0.94 for SVMAUD.  SVMAUD 

was found to outperform both cosine and Naïve Bayes at the 0.0001 level of significance.   
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Table 7.8  History & Geography Specific Audience Level Prediction Results 

Specific 
Audience Level Docs 

Cosine Naïve Bayes SVMAUD 
P R F P R F P R F 

Kindergarten 14 0.58 0.79 0.67 0.61 0.79 0.69 0.75 0.86 0.80 
First 129 0.61 0.60 0.60 0.72 0.71 0.71 0.92 0.84 0.88 

Second 60 0.65 0.85 0.74 0.70 0.87 0.78 0.87 0.97 0.91 
Third 92 0.72 0.83 0.77 0.78 0.93 0.85 0.87 0.96 0.91 
Fourth 183 0.64 0.77 0.70 0.71 0.83 0.76 0.87 0.92 0.90 
Fifth 87 0.32 0.79 0.45 0.39 0.83 0.53 0.64 0.90 0.75 
Sixth 113 0.75 0.48 0.58 0.80 0.58 0.67 0.92 0.82 0.87 

Seventh 95 0.94 0.52 0.67 0.97 0.66 0.79 0.99 0.84 0.91 
Eighth 107 0.66 0.78 0.71 0.70 0.82 0.76 0.88 0.96 0.92 
Ninth 91 0.98 0.59 0.74 0.98 0.66 0.79 1.00 0.87 0.93 
Tenth 97 0.96 0.68 0.80 0.96 0.71 0.82 0.99 0.89 0.93 

Eleventh 68 0.82 0.60 0.69 0.89 0.62 0.73 0.94 0.90 0.92 
Twelfth 85 0.90 0.54 0.68 0.93 0.61 0.74 0.99 0.91 0.94 

Undergraduate 
Lower 

(Sampled) 
26 0.68 0.65 0.67 0.86 0.73 0.79 0.96 0.88 0.92 

Undergraduate 
Upper 

(Sampled) 
36 0.84 0.72 0.78 0.90 0.78 0.84 0.97 0.89 0.93 

Graduate 
(Sampled) 61 0.67 0.52 0.59 0.75 0.66 0.70 0.98 0.98 0.98 

Overall 1,344 0.66 0.66 0.66 0.74 0.74 0.74 0.90 0.90 0.90 
 

The next table on the following page presents the specific audience level 

prediction performance for the history and geography subject category. 
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Table 7.9  History & Geography Specific Audience Prediction–Thompson&Callan 

Specific Audience 
Level Docs 

Collins-Thompson & 
Callan SVMAUD 

P R F P R F 
Kindergarten 14 0.61 0.79 0.69 0.75 0.86 0.80

First 129 0.73 0.74 0.73 0.92 0.84 0.88
Second 60 0.77 0.88 0.82 0.87 0.97 0.91
Third 92 0.79 0.89 0.84 0.87 0.96 0.91
Fourth 183 0.77 0.85 0.81 0.87 0.92 0.90
Fifth 87 0.44 0.89 0.59 0.64 0.90 0.75
Sixth 113 0.83 0.63 0.71 0.92 0.82 0.87

Seventh 95 0.96 0.69 0.80 0.99 0.84 0.91
Eighth 107 0.75 0.83 0.79 0.88 0.96 0.92
Ninth 91 0.98 0.71 0.83 1.00 0.87 0.93
Tenth 97 0.97 0.75 0.85 0.99 0.89 0.93

Eleventh 68 0.89 0.75 0.82 0.94 0.90 0.92
Twelfth 85 0.93 0.67 0.78 0.99 0.91 0.94

Undergraduate 
Lower (Sampled) 26 0.81 0.65 0.72 0.96 0.88 0.92

Undergraduate 
Upper (Sampled) 36 0.91 0.81 0.85 0.97 0.89 0.93

Graduate 
(Sampled) 61 0.78 0.77 0.78 0.98 0.98 0.98

Overall 1,344 0.77 0.77 0.77 0.90 0.90 0.90
 

SVMAUD was again found to outperform the Collins-Thompson and Callan 

method, with an overall F-measure of 0.90 versus 0.77 for the Collins-Thompson and 

Callan method.  SVMAUD also outperformed the Collins-Thompson and Callan method 

in regards to the correlation between human-expert entered and machine-learning 

suggested values, with a correlation of 0.81 for the Collins-Thompson and Callan method 

and 0.94 for SVMAUD.  SVMAUD was found to outperform the Collins-Thompson and 

Callan method at the 0.0001 level of significance.   

Since a specific subject category was used for training and testing, the proportion 

of unique terms in each category increased, leading to an increased ability to discriminate 
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between adjacent audience levels.  In addition, the number of documents in this subject 

category was spread more evenly among audience levels, leading to higher performance 

over the health sciences classifier.   

The next table displays the results from the general audience level prediction 

portion of this study for the history & geography classifier. 

 

Table 7.10  History & Geography General Audience Level Prediction Results 

General 
Audience 

Level Docs 

Cosine Naïve Bayes SVMAUD 

P R F P R F P R F 
Early 

Elementary 203 0.59 0.62 0.60 0.71 0.69 0.70 0.92 0.91 0.92 

Late 
Elementary 362 0.71 0.74 0.72 0.79 0.81 0.80 0.95 0.94 0.95 

Middle 
School 315 0.64 0.64 0.64 0.74 0.75 0.74 0.94 0.94 0.94 

High 
School 341 0.73 0.76 0.74 0.78 0.81 0.79 0.93 0.97 0.95 

College 
(Sampled) 123 0.83 0.54 0.66 0.87 0.69 0.77 0.99 0.90 0.94 

Overall 1,344 0.68 0.68 0.68 0.77 0.77 0.77 0.94 0.94 0.94 
 

The history and geography subject-specific classifiers also experienced increased 

performance over the classifier that predicted the audience level for all subject categories.  

The cosine classifier experienced increased performance as measured by the overall F-

measure, from 0.66 to 0.68, the Naïve Bayes classifier increased the F-measure 

performance from 0.75 to 0.77, and SVMAUD increased the F-measure performance 

from 0.92 to 0.94.  The correlation between human-expert entered and machine-learning 

suggested values was found to be 0.65 for cosine, 0.74 for Naïve Bayes, and 0.92 for 
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SVMAUD.  In fact, SVMAUD outperformed both Naïve Bayes and cosine at the 0.0002 

level of significance.   

Similar results were found by using the Collins-Thompson and Callan method 

compared to SVMAUD.  The results are presented in the following table. 

 

Table 7.11  History & Geography General Audience Prediction – Thompson&Callan 

General Audience 
Level 

Docs 

Collins-Thompson 
& Callan SVMAUD 

P R F P R F 
Early Elementary 203 0.77 0.79 0.78 0.92 0.91 0.92
Late Elementary 362 0.82 0.87 0.84 0.95 0.94 0.95
Middle School 315 0.81 0.76 0.78 0.94 0.94 0.94
High School 341 0.84 0.87 0.85 0.93 0.97 0.95

College (Sampled) 123 0.91 0.76 0.83 0.99 0.90 0.94
Overall 1,344 0.82 0.82 0.82 0.94 0.94 0.94

 

In this study, the Collins-Thompson and Callan method was compared against 

SVMAUD in predicting the general audience level for resources labeled with the history 

and geography subject category, with an overall F-measure of 0.82 for the Collins-

Thompson and Callan method and 0.94 for SVMAUD.  The correlation between human-

expert entered and machine-learning suggested general audience levels was found to be 

0.81 for the Collins-Thompson and Callan method and 0.92 for SVMAUD.  SVMAUD 

was found to outperform the Collins-Thompson and Callan method at the 0.0003 level of 

significance.   

By creating a separate classifier to suggest the audience level for history and 

geography resources, the prediction performance increased slightly across most 

classifiers, with the exception of the Collins-Thompson and Callan method decreasing 
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slightly by 0.02 over the single subject category classifier with respect to general 

audience levels.  SVMAUD was found to outperform all other methods under evaluation 

in this study and should have been used to predict the audience level for all unlabeled 

resources in the history and geography subject category.   

 

7.5 Mathematics Subject-Specific Classifier Performance 

The resources for the mathematics subject covered the entire range of audience levels, 

ranging from simple addition and subtraction problems taught in kindergarten to calculus 

and trigonometry taught at the college level.  This part of the study trained and tested the 

four classifiers using documents labeled with the mathematics subject category.  Table 

7.12 on the following page displays the specific audience level prediction performance 

for cosine, Naïve Bayes, and SVMAUD for documents discussing mathematics. 

The mathematics subject category performance approximately followed the one-

size-fits-all classifier performance, where all documents were used for training and 

testing rather than developing a classifier for each subject category.  The cosine classifier 

performance improved from 0.61 to 0.62, the Naïve Bayes classifier performance 

improved from 0.68 to 0.70, and SVMAUD performance slightly improved from 0.86 to 

0.87.  The correlation between human-expert entered and machine-learning suggested 

specific audience levels was found to be 0.69 for cosine, 0.75 for Naïve Bayes, and 0.89 

for SMVAUD.  SVMAUD was found to outperform both cosine and Naïve Bayes at the 

0.0001 level of significance.   
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Table 7.12  Mathematics Specific Audience Level Prediction Results 

Specific 
Audience Level Docs 

Cosine Naïve Bayes SVMAUD 
P R F P R F P R F 

Kindergarten 507 0.82 0.64 0.72 0.86 0.71 0.78 0.93 0.88 0.90
First 388 0.63 0.63 0.63 0.71 0.70 0.70 0.87 0.84 0.85

Second 285 0.55 0.66 0.60 0.64 0.74 0.69 0.81 0.87 0.84
Third 95 0.65 0.48 0.55 0.74 0.53 0.61 0.91 0.79 0.85
Fourth 241 0.55 0.67 0.61 0.62 0.77 0.69 0.82 0.90 0.85
Fifth 159 0.34 0.77 0.47 0.42 0.86 0.57 0.66 0.92 0.77
Sixth 107 0.80 0.55 0.65 0.84 0.64 0.72 0.95 0.80 0.87

Seventh 330 0.96 0.54 0.69 0.97 0.62 0.76 0.99 0.82 0.90
Eighth 212 0.35 0.67 0.46 0.43 0.74 0.54 0.69 0.91 0.78
Ninth 430 0.89 0.65 0.75 0.91 0.71 0.80 0.97 0.89 0.93
Tenth 298 0.72 0.52 0.61 0.78 0.61 0.69 0.92 0.87 0.89

Eleventh 326 0.90 0.61 0.73 0.94 0.69 0.80 0.99 0.85 0.91
Twelfth 397 0.79 0.63 0.70 0.82 0.70 0.76 0.93 0.86 0.89

Undergraduate 
Lower 

(Sampled) 
136 0.38 0.65 0.48 0.46 0.72 0.56 0.66 0.86 0.75

Undergraduate 
Upper 

(Sampled) 
57 0.54 0.56 0.55 0.67 0.68 0.68 0.83 0.88 0.85

Graduate 
(Sampled) 115 0.36 0.63 0.46 0.42 0.67 0.52 0.71 0.98 0.82

Overall 4,083 0.62 0.62 0.62 0.70 0.70 0.70 0.87 0.87 0.87
 

 The next part of this study considered the ability of the Collins-Thompson and 

Callan method and SVMAUD to correctly predict the specific audience level for 

resources labeled with the mathematics subject category.  The results from this study are 

summarized in table 7.13 on the next page.   
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Table 7.13  Mathematics Specific Audience Level Prediction Results–Thompson&Callan 

Specific Audience 
Level 

Docs 

Collins-Thompson & 
Callan SVMAUD 

P R F P R F 
Kindergarten 507 0.91 0.81 0.86 0.93 0.88 0.90

First 388 0.80 0.82 0.81 0.87 0.84 0.85
Second 285 0.78 0.83 0.81 0.81 0.87 0.84
Third 95 0.83 0.73 0.78 0.91 0.79 0.85
Fourth 241 0.75 0.86 0.80 0.82 0.90 0.85
Fifth 159 0.57 0.92 0.70 0.66 0.92 0.77
Sixth 107 0.93 0.73 0.82 0.95 0.80 0.87

Seventh 330 0.98 0.73 0.84 0.99 0.82 0.90
Eighth 212 0.59 0.81 0.68 0.69 0.91 0.78
Ninth 430 0.96 0.84 0.90 0.97 0.89 0.93
Tenth 298 0.87 0.75 0.81 0.92 0.87 0.89

Eleventh 326 0.96 0.82 0.88 0.99 0.85 0.91
Twelfth 397 0.90 0.82 0.86 0.93 0.86 0.89

Undergraduate 
Lower (Sampled) 136 0.60 0.84 0.70 0.66 0.86 0.75

Undergraduate 
Upper (Sampled) 57 0.77 0.75 0.76 0.83 0.88 0.85

Graduate (Sampled) 115 0.55 0.79 0.65 0.71 0.98 0.82
Overall 4,083 0.81 0.81 0.81 0.87 0.87 0.87

 

In this study, SVMAUD outperformed the specific audience level prediction 

performance for the mathematics subject category, with an overall F-measure of 0.81 for 

the Collins-Thompson and Callan method versus 0.87 for SVMAUD.  In addition, the 

correlation between human-expert entered and machine-learning suggested specific 

audience levels was found to be 0.83 for the Collins-Thompson and Callan method and 

0.89 for SVMAUD.  SVMAUD was found to outperform the Collins-Thompson and 

Callan method at the 0.0043 level of significance.   

Table 7.14 shows the results when using cosine, Naïve Bayes, and SVMAUD to 

predict the general audience level for mathematics resources.   
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Table 7.14  Mathematics General Audience Level Prediction Results 

General 
Audience Level Docs 

Cosine Naïve Bayes SVMAUD 
P R F P R F P R F 

Early 
Elementary 1,180 0.63 0.84 0.72 0.73 0.91 0.81 0.91 0.97 0.94

Late Elementary 495 0.66 0.65 0.65 0.78 0.78 0.78 0.93 0.92 0.93
Middle School 649 0.63 0.35 0.45 0.82 0.56 0.66 0.96 0.89 0.92
High School 1,451 0.80 0.79 0.79 0.87 0.84 0.86 0.96 0.96 0.96

College 
(Sampled) 308 0.73 0.56 0.63 0.79 0.71 0.75 0.96 0.93 0.94

Overall 4,083 0.70 0.70 0.70 0.80 0.80 0.80 0.94 0.94 0.94
 

The cosine classifier performance improved from an overall F-measure of 0.66 to 

0.70, the Naïve Bayes classifier improved from 0.75 to 0.80, and SVMAUD performance 

increased from 0.92 to 0.94 when considering the single subject category versus the 

mathematics subject category general audience level prediction.  The correlation between 

human-expert entered and machine-learning suggested general audience levels for the 

mathematics subject category classifier was found to be 0.65 for cosine, 0.77 for Naïve 

Bayes, and 0.94 for SVMAUD.  SVMAUD outperformed both the cosine and Naïve 

Bayes general audience level prediction methods at the 0.0035 level of significance.   

 The next part of this study measures the ability of SVMAUD and the Collins-

Thompson and Callan method to correctly predict the human-expert entered general 

audience level for the mathematics subject category, with the results shown in Table 7.15.   
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Table 7.15  Mathematics General Audience Level Prediction Results–Thompson&Callan 

General Audience 
Level Docs 

Collins-Thompson & Callan SVMAUD 
P R F P R F 

Early Elementary 1,180 0.80 0.92 0.85 0.91 0.97 0.94
Late Elementary 495 0.83 0.82 0.82 0.93 0.92 0.93
Middle School 649 0.88 0.71 0.79 0.96 0.89 0.92
High School 1,451 0.91 0.91 0.91 0.96 0.96 0.96

College (Sampled) 308 0.90 0.78 0.83 0.96 0.93 0.94
Overall 4,083 0.86 0.86 0.86 0.94 0.94 0.94

 

SVMAUD again outperformed the Collins-Thompson and Callan method by 

predicting the general audience level with an overall F-measure of 0.94 versus 0.86 for 

the Collins-Thompson and Callan method; both SVMAUD and the Collins-Thompson 

and Callan method improved their overall F-measure performance by 0.02 over using a 

single subject category classifier.  The correlation between the human-expert entered and 

the machine-learning suggested general audience levels was found to be 0.82 for the 

Collins-Thompson and Callan method and 0.94 for SVMAUD.  SVMAUD was found to 

outperform the Collins-Thompson and Callan method at the 0.0029 level of significance.   

By developing a subject-specific training and testing dataset for the four 

classifiers, the prediction performance improved with respect to both general and specific 

audience levels over the single subject category classifier.  SVMAUD was found to 

significantly outperform the cosine, Naïve Bayes, and the Collins-Thompson and Callan 

methods and should have been used to predict the audience level for resources labeled 

with the mathematics subject category.   
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7.6 Reading and Writing Subject-Specific Classifier Performance 

The reading and writing subject category covered all audience levels, ranging from the 

formation of letters in elementary school to research papers in college.  This set of 

classifiers was trained and tested using documents associated with the reading and 

writing subject category.  The specific audience level prediction results are displayed in 

the following table. 

 

Table 7.16  Reading & Writing Specific Audience Level Prediction Results 

Specific Audience 
Level Docs

Cosine Naïve Bayes SVMAUD 
P R F P R F P R F 

Kindergarten 56 0.48 0.55 0.52 0.62 0.66 0.64 0.80 0.88 0.84
First 106 0.47 0.58 0.52 0.58 0.66 0.62 0.76 0.79 0.78

Second 100 0.39 0.95 0.55 0.45 0.94 0.61 0.66 0.98 0.79
Third 63 0.41 0.38 0.40 0.61 0.60 0.61 0.84 0.78 0.81
Fourth 75 0.32 0.08 0.13 0.70 0.31 0.43 0.88 0.77 0.82
Fifth 91 0.65 0.68 0.67 0.73 0.80 0.76 0.89 0.87 0.88
Sixth 15 0.87 0.87 0.87 0.93 0.93 0.93 1.00 1.00 1.00

Seventh 16 0.00 0.00 N/A 0.88 0.44 0.58 0.88 0.44 0.58
Eighth 28 0.70 0.82 0.75 0.77 0.86 0.81 0.84 0.93 0.88
Ninth 63 0.71 0.08 0.14 0.85 0.17 0.29 0.97 0.57 0.72
Tenth 57 1.00 0.26 0.42 1.00 0.44 0.61 1.00 0.84 0.91

Eleventh 19 0.65 0.68 0.67 0.75 0.79 0.77 0.89 0.89 0.89
Twelfth 47 0.97 0.68 0.80 0.97 0.81 0.88 1.00 0.94 0.97

Undergraduate 
Lower (Sampled) 1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Undergraduate 
Upper (Sampled) 1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Graduate (Sampled) 6 0.63 0.83 0.71 0.63 0.83 0.71 0.86 1.00 0.92
Overall 744 0.52 0.52 0.52 0.64 0.64 0.64 0.83 0.83 0.83

** N/A = Not Available; the F-Measure calculation results in a division by zero.   

 

As measured by the overall F-measure, the cosine classifier performance 

decreased from 0.61 in the single audience level classifier to 0.52 in the reading and 
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writing classifier, the Naïve Bayes classifier performance decreased from 0.68 to 0.64, 

and SVMAUD performance decreased from 0.86 to 0.83.  The correlation between 

human-expert entered and machine-learning suggested specific audience levels was 

found to be 0.57 for cosine, 0.68 for Naïve Bayes, and 0.85 for SVMAUD.  SVMAUD 

outperformed both Naïve Bayes and cosine at the 0.0051 level of significance.  Since first 

grade and second grade resources generally covered the same topics depending on the 

local school district, all classifiers performed poorly with respect to these audience levels.  

The uneven distribution of resources across all subject categories, with reading and 

writing resources generally covering elementary school grades and few resources in the 

college audience level also reduced performance over classifiers that used a more even 

distribution of resources across all audience levels.   

The next part of this study considered the abilities of the Collins-Thompson and 

Callan method versus SVMAUD when predicting the specific audience level for 

resources in the reading and writing subject category.  The results from this study are 

displayed in table 7.17 on the next page.  SVMAUD again outperformed the Collins-

Thompson and Callan method by correctly predicting the specific human-entered 

audience level with an overall F-measure of 0.83 versus 0.76 for the Collins-Thompson 

and Callan method.  The correlation between human-expert entered and machine-learning 

suggested specific audience levels was found to be 0.76 for the Collins-Thompson and 

Callan method and 0.85 for SVMAUD.  SVMAUD was found to outperform the Collins-

Thompson and Callan method at the 0.0746 level of significance.    
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Table 7.17  Reading & Writing Specific Audience Level Results-Thompson&Callan 

Specific Audience 
Level Docs

Collins-Thompson & Callan SVMAUD 
P R F P R F 

Kindergarten 56 0.75 0.86 0.80 0.80 0.88 0.84
First 106 0.72 0.78 0.75 0.76 0.79 0.78

Second 100 0.57 0.96 0.72 0.66 0.98 0.79
Third 63 0.73 0.76 0.74 0.84 0.78 0.81
Fourth 75 0.90 0.59 0.71 0.88 0.77 0.82
Fifth 91 0.79 0.86 0.82 0.89 0.87 0.88
Sixth 15 0.94 1.00 0.97 1.00 1.00 1.00

Seventh 16 0.90 0.56 0.69 0.88 0.44 0.58
Eighth 28 0.80 0.86 0.83 0.84 0.93 0.88
Ninth 63 0.92 0.38 0.54 0.97 0.57 0.72
Tenth 57 1.00 0.54 0.70 1.00 0.84 0.91

Eleventh 19 0.75 0.79 0.77 0.89 0.89 0.89
Twelfth 47 0.98 0.87 0.92 1.00 0.94 0.97

Undergraduate 
Lower (Sampled) 1 1.00 1.00 1.00 1.00 1.00 1.00

Undergraduate 
Upper (Sampled) 1 1.00 1.00 1.00 1.00 1.00 1.00

Graduate (Sampled) 6 0.83 0.83 0.83 0.86 1.00 0.92
Overall 744 0.76 0.76 0.76 0.83 0.83 0.83

 

Since the digital library collection mainly provided STEM resources, the home 

school collection provided the majority of documents.  However, since the home school 

collection mainly covered grades K-12, few resources were placed into the college 

audience levels, leading to high F-measures since the same documents were used for 

training and testing; one document could not have been divided into five different folds.  

SVMAUD was found to significantly outperform cosine, Naïve Bayes, and the Collins-

Thompson and Callan method with respect to specific audience level prediction in the 

reading and writing subject category.   

The next part of this study considered the abilities of the four audience level 

prediction methods to correctly predict the general audience level for resources labeled 
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with the reading and writing subject category.  The following table presents the 

prediction performance for cosine, Naïve Bayes, and SVMAUD.   

 

Table 7.18  Reading & Writing General Audience Level Prediction Results 

General 
Audience Level Docs 

Cosine Naïve Bayes SVMAUD 
P R F P R F P R F 

Early Elementary 262 0.61 0.87 0.72 0.71 0.92 0.80 0.88 0.98 0.93
Late Elementary 229 0.75 0.36 0.49 0.88 0.55 0.67 0.98 0.83 0.90
Middle School 59 0.25 0.31 0.28 0.46 0.56 0.50 0.81 0.95 0.88
High School 186 0.68 0.65 0.66 0.81 0.78 0.80 0.96 0.94 0.95

College 
(Sampled) 8 0.55 0.75 0.63 0.67 0.75 0.71 0.88 0.88 0.88

Overall 744 0.61 0.61 0.61 0.74 0.74 0.74 0.92 0.92 0.92
 

Similar to the specific audience level prediction results, the performance of the 

cosine and Naïve Bayes classifiers decreased over the single classifier representing all 

subject categories.  In this part of the study, as measured by the overall F-measure, the 

cosine classifier performance decreased from 0.66 to 0.61, the Naïve Bayes classifier 

performance decreased from 0.75 to 0.74, and SVMAUD performance remained the 

same with an overall F-measure of 0.92.  The correlation between the human-expert 

entered and the machine-learning predicted audience levels was found to be 0.57 for 

cosine, 0.71 for Naïve Bayes, and 0.91 for SVMAUD.  In addition, SVMAUD 

outperformed both cosine and Naïve Bayes at the 0.0076 level of significance.   

 The next part of this study considered the abilities of the Collins-Thompson and 

Callan method and SVMAUD to correctly predict the human-entered general audience 

level for the reading and writing subject category.  The results from this study are shown 

in Table 7.19 on the next page.   
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Table 7.19  Reading & Writing General Audience Level Prediction – Thompson&Callan 

General 
Audience Level Docs

Collins-Thompson & Callan SVMAUD 
P R F P R F 

Early Elementary 262 0.79 0.95 0.86 0.88 0.98 0.93
Late Elementary 229 0.94 0.73 0.83 0.98 0.83 0.90
Middle School 59 0.68 0.76 0.72 0.81 0.95 0.88
High School 186 0.88 0.85 0.87 0.96 0.94 0.95

College 
(Sampled) 8 1.00 0.75 0.86 0.88 0.88 0.88

Overall 744 0.84 0.84 0.84 0.92 0.92 0.92
 

SVMAUD again outperformed the prediction performance of the Collins-

Thompson and Callan method, with an overall F-measure of 0.92 versus 0.84 for the 

Collins-Thompson and Callan method; both SVMAUD and the Collins-Thompson and 

Callan method experienced the same prediction performance between the single and the 

reading and writing subject category classifiers at 0.92 and 0.84, respectively.  The 

correlation between human-expert entered and machine-learning suggested general 

audience levels was found to be 0.81 for the Collins-Thompson and Callan method and 

0.91 for SVMAUD.  SVMAUD was found to outperform the Collins-Thompson and 

Callan method at the 0.0221 level of significance.   

Due to the extremely uneven distribution of resources across all audience levels, 

with most resources labeled with elementary school level and few resources in the 

college level, the prediction performance had not increased over the baseline single 

subject category classifier.  In addition, the high number of resources in the first and 

second grades, where many reading and writing topics overlap, such as learning to write 

letters and numbers, led to a decreased ability by the different methods to discriminate 

between these two similar audience levels.  Few resources were labeled with the college 
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audience level, since both NSDL and home school resources generally covered grades K-

12, contributing to poor performance by all classifiers.   

 Even though the overall prediction performance across all audience levels 

decreased when compared to other subject categories, SVMAUD againoutperformed all 

other methods under evaluation when predicting the human-expert entered audience level 

for the reading and writing subject category.  Therefore, SVMAUD should have been 

used to predict the general and / or specific audience level for all resources in the reading 

and writing subject category that were already labeled with the audience level.   

 

7.7 Science Subject-Specific Classifier Performance 

The science subject category spanned all audience levels from simple science 

experiments taught in elementary school to astronomy and physics taught in college 

courses.  The four classifiers were trained and tested using resources that were labeled 

with the science subject category.  Similar to the other studies, the first part of this study 

considered the specific audience level prediction performance while the second part 

considered the general audience level prediction performance.   

 This part of the study compared the performance of cosine, Naïve Bayes, and 

SVMAUD when predicting the human-expert entered audience level for resources in the 

science subject category.  The following table displays the specific audience level 

prediction results for the science subject-specific classifier.   
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Table 7.20  Science Specific Audience Level Prediction Results 

Specific 
Audience Level Docs 

Cosine Naïve Bayes SVMAUD 
P R F P R F P R F 

Kindergarten 225 0.81 0.62 0.70 0.86 0.68 0.76 0.95 0.87 0.90
First 267 0.74 0.58 0.65 0.79 0.65 0.71 0.93 0.89 0.91

Second 201 0.67 0.70 0.68 0.71 0.73 0.72 0.89 0.91 0.90
Third 224 0.46 0.57 0.51 0.54 0.67 0.60 0.78 0.87 0.82
Fourth 229 0.75 0.57 0.65 0.80 0.67 0.73 0.94 0.84 0.89
Fifth 177 0.25 0.73 0.37 0.28 0.76 0.41 0.52 0.90 0.66
Sixth 360 0.72 0.66 0.69 0.78 0.73 0.75 0.90 0.87 0.89

Seventh 371 0.81 0.66 0.73 0.86 0.71 0.78 0.94 0.86 0.90
Eighth 356 0.71 0.72 0.71 0.75 0.74 0.74 0.90 0.91 0.90
Ninth 263 0.69 0.70 0.69 0.75 0.74 0.74 0.93 0.89 0.91
Tenth 282 0.34 0.61 0.44 0.42 0.67 0.52 0.72 0.85 0.78

Eleventh 194 0.93 0.59 0.72 0.96 0.66 0.78 0.98 0.85 0.91
Twelfth 199 0.48 0.58 0.53 0.55 0.64 0.59 0.84 0.84 0.84

Undergraduate 
Lower (Sampled) 481 0.85 0.60 0.70 0.89 0.66 0.76 0.97 0.86 0.91

Undergraduate 
Upper (Sampled) 384 0.96 0.60 0.74 0.96 0.68 0.80 0.99 0.86 0.92

Graduate 
(Sampled) 398 0.79 0.70 0.74 0.84 0.77 0.80 0.93 1.00 0.96

Overall 4,611 0.64 0.64 0.64 0.70 0.70 0.70 0.88 0.88 0.88
 

By training the three classifiers using only science resources to predict the 

audience level of other science resources, the prediction performance improved over the 

one-size-fits-all classifier covering all subject categories.  The cosine classifier improved 

from 0.61 to 0.64, the Naïve Bayes classifier performance improved from 0.68 to 0.70, 

and SVMAUD performance improved from 0.86 to 0.88.  The correlation between 

human-expert entered and machine-learning suggested audience levels was found to be 

0.75 for cosine, 0.79 for Naïve Bayes, and 0.92 for SVMAUD.  In addition, SVMAUD 

was found to outperform both cosine and Naïve Bayes at the 0.0001 level of significance.   
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 The next part of this study considered the ability of the Collins-Thompson and 

Callan method and SVMAUD to correctly predict the human-expert entered specific 

audience level.  The  results from this study are shown in the next table.   

 

Table 7.21  Science Specific Audience Level Prediction Results – Thompson&Callan 

Specific 
Audience Level Docs 

Collins-Thompson & Callan SVMAUD 
P R F P R F 

Kindergarten 225 0.88 0.72 0.79 0.95 0.87 0.90
First 267 0.83 0.69 0.75 0.93 0.89 0.91

Second 201 0.73 0.77 0.75 0.89 0.91 0.90
Third 224 0.60 0.71 0.65 0.78 0.87 0.82
Fourth 229 0.85 0.72 0.78 0.94 0.84 0.89
Fifth 177 0.33 0.79 0.47 0.52 0.90 0.66
Sixth 360 0.81 0.76 0.78 0.90 0.87 0.89

Seventh 371 0.88 0.77 0.82 0.94 0.86 0.90
Eighth 356 0.79 0.80 0.79 0.90 0.91 0.90
Ninth 263 0.77 0.77 0.77 0.93 0.89 0.91
Tenth 282 0.49 0.72 0.58 0.72 0.85 0.78

Eleventh 194 0.97 0.72 0.83 0.98 0.85 0.91
Twelfth 199 0.61 0.70 0.65 0.84 0.84 0.84

Undergraduate 
Lower (Sampled) 481 0.92 0.72 0.80 0.97 0.86 0.91

Undergraduate 
Upper (Sampled) 384 0.97 0.72 0.83 0.99 0.86 0.92

Graduate 
(Sampled) 398 0.86 0.81 0.84 0.93 1.00 0.96

Overall 4,611 0.75 0.75 0.75 0.88 0.88 0.88
 

SVMAUD again outperformed the Collins-Thompson and Callan method by 

correctly predicting the human-expert entered audience level with an overall F-measure 

of 0.88 versus 0.75 for the Collins-Thompson and Callan method.  The SVMAUD 

performance slightly improved over the single subject category classifier, increasing from 

an overall F-measure of 0.86 in the single subject classifier to 0.88 in the science subject 
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category classifier; however, the Collins-Thompson and Callan method experienced 

roughly the same performance with an overall F-measure of 0.75.  The correlation 

between human-expert entered and machine-learning suggested values was found to be 

0.82 for the Collins-Thompson and Callan method versus 0.92 for SVMAUD.  

SVMAUD was found to outperform the Collins-Thompson and Callan method at the 

0.0002 level of significance.   

The next part of this study measured the performance of the four classifiers with 

respect to predicting the general audience level for science resources.  The next table 

shows the performance comparison between cosine, Naïve Bayes, and SVMAUD.   

 

Table 7.22  Science General Audience Level Prediction Results 

General Audience 
Level Docs 

Cosine Naïve Bayes SVMAUD 
P R F P R F P R F 

Early Elementary 693 0.78 0.48 0.60 0.87 0.65 0.74 0.98 0.90 0.94
Late Elementary 630 0.68 0.37 0.48 0.85 0.57 0.68 0.96 0.89 0.93
Middle School 1,087 0.45 0.92 0.61 0.56 0.95 0.70 0.83 0.98 0.90
High School 938 0.80 0.35 0.49 0.92 0.58 0.71 0.98 0.87 0.92

College (Sampled) 1,263 0.95 0.92 0.94 0.97 0.95 0.96 0.99 0.99 0.99
Overall 4,611 0.66 0.66 0.66 0.78 0.78 0.78 0.94 0.94 0.94

 

With respect to the science subject category and general audience level prediction 

performance, SVMAUD and Naïve Bayes experienced improved F-measure performance 

from 0.92 and 0.75 to 0.94 and 0.78, respectively.  The cosine classifier performance 

remained the same with an overall F-measure of 0.66.  The correlation between human-

expert entered audience level and machine-learning suggested audience level was found 

to be 0.77 for cosine, 0.85 for Naïve Bayes, and 0.96 for SVMAUD.  SVMAUD 

outperformed both cosine and Naïve Bayes at the 0.0118 level of significance.   
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The next table presents the results of the study comparing the performance of the 

Collins-Thompson and Callan method versus SVMAUD.   

 

Table 7.23  Science General Audience Level Prediction Results – Thompson&Callan 

General Audience 
Level Docs 

Collins-Thompson & Callan SVMAUD 
P R F P R F 

Early Elementary 693 0.91 0.73 0.81 0.98 0.90 0.94
Late Elementary 630 0.90 0.69 0.78 0.96 0.89 0.93
Middle School 1,087 0.64 0.96 0.77 0.83 0.98 0.90
High School 938 0.95 0.72 0.82 0.98 0.87 0.92

College (Sampled) 1,263 0.98 0.96 0.97 0.99 0.99 0.99
Overall 4,611 0.84 0.84 0.84 0.94 0.94 0.94

 

The Collins-Thompson and Callan method was able to predict the general 

audience level with approximately the same performance as the one-size-fits-all subject 

category with an overall F-measure of 0.84; on the other hand, SVMAUD slightly 

increased its performance, improving from an overall F-measure of 0.92 to 0.94.  The 

correlation between human-expert entered and machine-learning suggested general 

audience levels was found to be 0.89 for the Collins-Thompson and Callan method and 

0.96 for SVMAUD.  SVMAUD was found to outperform the Collins-Thompson and 

Callan method at the 0.0200 level of significance.   

SVMAUD significantly outperformed the audience level prediction performance 

for cosine, Naïve Bayes, and the Collins-Thompson and Callan method for the science 

subject category.  SVMAUD experienced improved performance over using a single 

subject category covering all documents in the training dataset and, when possible, 

resources labeled with both the science subject category and the audience level should 
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have been used to train the classifiers to suggest the audience level for all other resources 

in the science subject category.   

 

7.8 Technology and Engineering Subject-Specific Classifier Performance 

The technology and engineering subject category spanned all audience levels, ranging 

from computer games in elementary school to the construction of buildings and tunnels in 

civil engineering in college.  Table 7.24 on the following page displays the results from 

the specific audience level prediction study with respect to the technology and 

engineering subject category for cosine, Naïve Bayes, and SVMAUD.   

In this study, the prediction performance again improved over the single baseline 

classifier covering all subject categories.  The cosine classifier F-measure performance 

increased from 0.61 to 0.65, the Naïve Bayes classifier performance increased from 0.68 

to 0.71, and SVMAUD experienced increased performance with the F-measure 

increasing from 0.86 to 0.88.  The correlation between human-expert entered and 

machine-learning suggested specific audience level was found to be 0.70 for cosine, 0.75 

for Naïve Bayes, and 0.90 for SVMAUD.  In addition, SVMAUD outperformed both 

cosine and Naïve Bayes at the 0.0005 level of significance.   
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Table 7.24  Technology & Engineering Specific Audience Level Prediction Results 

Specific 
Audience 

Level Docs 

Cosine Naïve Bayes SVMAUD 

P R F P R F P R F 
Kindergarten 83 0.84 0.49 0.62 0.94 0.58 0.72 0.99 0.86 0.92

First 258 0.57 0.70 0.63 0.63 0.74 0.68 0.84 0.90 0.87
Second 250 0.86 0.58 0.70 0.90 0.66 0.76 0.96 0.82 0.89
Third 228 0.87 0.61 0.71 0.90 0.65 0.76 0.98 0.84 0.91
Fourth 176 0.74 0.61 0.67 0.80 0.69 0.74 0.94 0.81 0.87
Fifth 232 0.76 0.57 0.66 0.81 0.64 0.72 0.93 0.88 0.90
Sixth 185 0.95 0.58 0.72 0.97 0.66 0.78 0.99 0.86 0.92

Seventh 19 0.45 0.47 0.46 0.59 0.68 0.63 0.93 0.74 0.82
Eighth 23 0.45 0.87 0.60 0.44 0.87 0.59 0.85 0.96 0.90
Ninth 18 0.16 0.56 0.25 0.21 0.67 0.32 0.48 0.89 0.63
Tenth 18 0.16 0.39 0.23 0.19 0.39 0.25 0.60 0.83 0.70

Eleventh 11 0.18 0.64 0.28 0.23 0.64 0.34 0.42 0.91 0.57
Twelfth 14 0.19 0.57 0.28 0.24 0.71 0.36 0.48 0.86 0.62

Undergrad 
Lower 

(Sampled) 
335 0.56 0.78 0.65 0.63 0.82 0.71 0.80 0.92 0.86

Undergrad 
Upper 

(Sampled) 
491 0.81 0.70 0.75 0.85 0.75 0.80 0.93 0.92 0.93

Graduate 
(Sampled) 376 0.53 0.64 0.58 0.61 0.72 0.66 0.81 0.89 0.85

Overall 2,717 0.65 0.65 0.65 0.71 0.71 0.71 0.88 0.88 0.88
 

 The second part of this study considered the abilities of the Collins-Thompson 

and Callan method and SVMAUD to correctly predict the specific audience level for 

resources in the technology and engineering subject category.  The results from this study 

are shown in the following table.   
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Table 7.25  Tech & Eng. Specific Audience Level Prediction Results–Thompson&Callan 

Specific 
Audience 

Level Docs 

Collins-Thompson & Callan SVMAUD 

P R F P R F 
Kindergarten 83 0.92 0.73 0.82 0.99 0.86 0.92

First 258 0.71 0.81 0.76 0.84 0.90 0.87
Second 250 0.92 0.71 0.80 0.96 0.82 0.89
Third 228 0.92 0.74 0.82 0.98 0.84 0.91
Fourth 176 0.83 0.77 0.80 0.94 0.81 0.87
Fifth 232 0.85 0.71 0.77 0.93 0.88 0.90
Sixth 185 0.96 0.74 0.84 0.99 0.86 0.92

Seventh 19 0.72 0.68 0.70 0.93 0.74 0.82
Eighth 23 0.59 0.96 0.73 0.85 0.96 0.90
Ninth 18 0.22 0.56 0.32 0.48 0.89 0.63
Tenth 18 0.38 0.72 0.50 0.60 0.83 0.70

Eleventh 11 0.30 0.82 0.44 0.42 0.91 0.57
Twelfth 14 0.33 0.71 0.45 0.48 0.86 0.62

Undergrad 
Lower 

(Sampled) 
335 0.67 0.82 0.74 0.80 0.92 0.86

Undergrad 
Upper 

(Sampled) 
491 0.87 0.78 0.82 0.93 0.92 0.93

Graduate 
(Sampled) 376 0.65 0.77 0.71 0.81 0.89 0.85

Overall 2,717 0.76 0.76 0.76 0.88 0.88 0.88
 

SVMAUD again outperformed the Collins-Thompson and Callan method by 

predicting the human-entered specific audience level with an overall F-measure of 0.88 

versus 0.76 for the Collins-Thompson and Callan method.  Both the Collins-Thompson 

and Callan method and SVMAUD experienced slightly higher performance over using a 

single subject category classifier, with the Collins-Thompson and Callan method 

increasing from an overall F-measure of 0.75 to 0.76, while SVMAUD increased from an 

overall F-measure of 0.86 to 0.88.  The correlation between human-expert entered and 

machine-learning suggested audience levels was found to be 0.80 for the Collins-
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Thompson and Callan method versus a higher correlation of 0.90 for SVMAUD.  In fact, 

SVMAUD outperformed the Collins-Thompson and Callan method at the 0.0074 level of 

significance.   

The second part of this evaluation measured the prediction performance when all 

four classifiers were used to predict the general audience level of technology and 

engineering resources.  The first part of this study compared the abilities of cosine, Naïve 

Bayes, and SVMAUD to correctly predict the human-expert entered general audience 

level; the results from this study are shown in the next table 

 

Table 7.26  Technology & Engineering General Audience Level Prediction Results 

General 
Audience 

Level Docs 

Cosine Naïve Bayes SVMAUD 

P R F P R F P R F 
Early Ele-
mentary 591 0.66 0.72 0.69 0.78 0.81 0.79 0.92 0.95 0.94 

Late Ele-
mentary 636 0.69 0.57 0.62 0.81 0.70 0.75 0.95 0.93 0.94 

Middle 
School 227 0.41 0.46 0.43 0.57 0.68 0.62 0.90 0.87 0.88 

High 
School 61 0.40 0.46 0.43 0.54 0.57 0.56 0.92 0.89 0.90 

College 
(Sampled) 1,202 0.95 0.96 0.96 0.97 0.97 0.97 0.99 0.99 0.99 

Overall 2,717 0.76 0.76 0.76 0.84 0.84 0.84 0.96 0.96 0.96
 

The subject-specific technology and engineering classifier performance again 

improved over the classifier where all subjects have been grouped together.  The cosine 

classifier F-measure performance increased from 0.66 to 0.76, the Naïve Bayes classifier 

F-measure increased from 0.75 to 0.84, and SVMAUD performance increased from 0.92 

to 0.96.  The correlation between human-expert entered and machine-learning suggested 
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general audience levels was found to be 0.89 for cosine, 0.93 for Naïve Bayes, and 0.98 

for SVMAUD.  SVMAUD outperformed both cosine and Naïve Bayes at the 0.0272 

level of significance.   

 This part of the study considered the ability of the Collins-Thompson and Callan 

method and SVMAUD in their abilities to correctly predict the human-expert entered 

audience level.  The results from this study are shown in the next table.   

 

Table 7.27  Tech & Eng. General Audience Level Prediction Results-Thompson&Callan 

General Audience 
Level 

Docs 

Collins-Thompson & 
Callan SVMAUD 

P R F P R F 
Early Elementary 591 0.77 0.82 0.79 0.92 0.95 0.94
Late Elementary 636 0.82 0.72 0.77 0.95 0.93 0.94
Middle School 227 0.62 0.67 0.64 0.90 0.87 0.88
High School 61 0.59 0.66 0.62 0.92 0.89 0.90

College (Sampled) 1,202 0.97 0.98 0.97 0.99 0.99 0.99
Overall 2,717 0.85 0.85 0.85 0.96 0.96 0.96

 

In this part of the study, SVMAUD again outperformed the Collins-Thompson 

and Callan method by correctly predicting the human-expert entered audience level with 

an overall F-measure of 0.96 versus 0.85 for the Collins-Thompson and Callan method.  

The correlation between human-expert entered and machine-learning suggested values 

was found to be 0.93 for the Collins-Thompson and Callan method and 0.98 for 

SVMAUD.  SVMAUD outperformed the Collins-Thompson and Callan method at the 

0.0261 level of significance.   

In all four evaluations conducted during this study, SVMAUD significantly 

outperformed the audience level prediction performance of cosine, Naïve Bayes, and the 
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Collins-Thompson and Callan method.  Since technology and engineering tended to 

contain more specific terms than reading or writing that could have been taught at all 

grade levels, its performance improved substantially over using a single classifier for all 

subject categories.   

 

7.9 Overall Subject-Specific Classifier Performance 

When training and testing a classifier using a set of documents that belonged to the same 

general subject category, the performance, as measured by calculating the F-measure 

across all audience levels and correlation between human-expert and machine-learning 

suggested values, generally increased over developing one audience level prediction 

program, SVMAUD, for all subject categories.  Since a higher proportion of unique terms 

were available in the training dataset, SVMAUD and the other classifiers were better able 

to make fine-grained distinctions between adjacent audience levels.  SVMAUD 

significantly outperformed all other classifiers under evaluation at the 0.0272 level of 

significance for general audience level prediction for technology and engineering 

resources and the 0.0673 level of significance for specific audience level prediction for 

health sciences resources; the significance level at which SVMAUD outperformed all 

other classifiers for both general and specific audience level prediction was found to be 

higher for all other subject-specific classifiers.   

After each of the six subject-specific classifiers were used to suggest the audience 

level for other resources discussing the same subject, the predicted audience level for 

each resource was compared with the human-expert suggested audience level to measure 

the overall performance across all subject categories.  This study sought to quantify the 
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performance improvement of using a set of six subject-specific classification methods 

over using one classifier to predict the audience level for all resources in a collection.   

The following table displays the prediction performance of the classifier across all 

specific audience levels for cosine, Naïve Bayes, and SVMAUD.   

 

Table 7.28  Overall Specific Audience Level Prediction Results 

Specific 
Audience Level Docs 

Cosine Naïve Bayes SVMAUD 
P R F P R F P R F 

Kindergarten 985 0.75 0.63 0.69 0.82 0.70 0.76 0.92 0.87 0.89
First 1,155 0.59 0.62 0.61 0.67 0.69 0.68 0.86 0.86 0.86

Second 926 0.59 0.70 0.64 0.67 0.75 0.71 0.84 0.89 0.86
Third 727 0.62 0.59 0.60 0.70 0.67 0.68 0.88 0.85 0.86
Fourth 927 0.63 0.60 0.62 0.70 0.70 0.70 0.88 0.86 0.87
Fifth 754 0.36 0.69 0.48 0.44 0.76 0.55 0.68 0.89 0.77
Sixth 824 0.79 0.61 0.69 0.84 0.69 0.75 0.94 0.86 0.90

Seventh 833 0.86 0.58 0.69 0.90 0.67 0.76 0.97 0.83 0.89
Eighth 796 0.56 0.72 0.63 0.62 0.76 0.68 0.83 0.91 0.87
Ninth 903 0.75 0.60 0.67 0.80 0.66 0.73 0.94 0.85 0.89
Tenth 822 0.47 0.53 0.50 0.56 0.63 0.59 0.83 0.84 0.84

Eleventh 697 0.81 0.60 0.69 0.88 0.67 0.76 0.95 0.85 0.90
Twelfth 778 0.67 0.61 0.64 0.72 0.67 0.70 0.90 0.87 0.89

Undergraduate 
Lower (Sampled) 1,050 0.63 0.67 0.65 0.70 0.72 0.71 0.86 0.88 0.87

Undergraduate 
Upper (Sampled) 1,050 0.85 0.65 0.74 0.88 0.72 0.79 0.95 0.89 0.92

Graduate 
(Sampled) 1,050 0.61 0.65 0.63 0.68 0.73 0.70 0.86 0.96 0.91

Overall 14,277 0.63 0.63 0.63 0.70 0.70 0.70 0.87 0.87 0.87
 

The specific audience level prediction performance by using six subject-specific 

classifiers improved over using a single classifier for all subject categories.  The cosine 

classifier F-measure improved from 0.61 to 0.63, while the Naïve Bayes classifier F-

measure had improved from 0.68 to 0.70.  However, SVMAUD again experienced the 
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highest performance, with an overall F-measure of 0.87, an increase of 0.01 over using 

one classifier for all subject categories.  The correlation between human-expert entered 

and machine-learning suggested specific audience levels was found to be 0.72 for cosine, 

0.77 for Naïve Bayes, and 0.91 for SVMAUD.  SMVAUD outperformed both cosine and 

Naïve Bayes at the 0.0001 level of significance.   

The next part of this study considered the ability of the Collins-Thompson and 

Callan method versus SVMAUD in correctly predicting the human-expert entered 

specific audience level.  The results from this part of the study are shown in table 7.29 on 

the next page.  The Collins-Thompson and Callan method correctly predicted the human-

expert entered specific audience level with an overall F-measure of 0.77, an improvement 

of 0.02 over the one-size-fits-all single subject category classifier, versus the higher F-

measure of 0.87 for SVMAUD.  The correlation between human-expert entered and 

machine-learning suggested audience levels was found to be 0.82 for the Collins-

Thompson and Callan method versus 0.91 for SVMAUD.  SVMAUD was found to 

outperform the prediction performance of the Collins-Thompson and Callan method at 

the 0.0001 level of significance.   
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Table 7.29  Overall Specific Audience Level Prediction Results – Thompson&Callan 

Specific 
Audience Level Docs 

Collins-Thompson & Callan SVMAUD 
P R F P R F 

Kindergarten 985 0.87 0.79 0.83 0.92 0.87 0.89
First 1,155 0.75 0.77 0.76 0.86 0.86 0.86

Second 926 0.76 0.80 0.78 0.84 0.89 0.86
Third 727 0.75 0.75 0.75 0.88 0.85 0.86
Fourth 927 0.79 0.78 0.79 0.88 0.86 0.87
Fifth 754 0.52 0.81 0.63 0.68 0.89 0.77
Sixth 824 0.87 0.74 0.80 0.94 0.86 0.90

Seventh 833 0.92 0.74 0.82 0.97 0.83 0.89
Eighth 796 0.72 0.81 0.77 0.83 0.91 0.87
Ninth 903 0.85 0.76 0.80 0.94 0.85 0.89
Tenth 822 0.65 0.72 0.68 0.83 0.84 0.84

Eleventh 697 0.90 0.77 0.83 0.95 0.85 0.90
Twelfth 778 0.80 0.77 0.78 0.90 0.87 0.89

Undergraduate 
Lower (Sampled) 1,050 0.77 0.77 0.77 0.86 0.88 0.87

Undergraduate 
Upper (Sampled) 1,050 0.91 0.76 0.83 0.95 0.89 0.92

Graduate 
(Sampled) 1,050 0.73 0.79 0.76 0.86 0.96 0.91

Overall 14,277 0.77 0.77 0.77 0.87 0.87 0.87
 

The second half of this study considered the general audience level prediction 

performance of the four classifiers.  The following table shows the overall performance 

measurements of cosine, Naïve Bayes, and SVMAUD with respect to general audience 

levels.   
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Table 7.30  Overall General Audience Level Prediction Results 

General 
Audience 

Level Docs 

Cosine Naïve Bayes SVMAUD 

P R F P R F P R F 
Early 

Elementary 3,066 0.64 0.71 0.68 0.75 0.81 0.78 0.92 0.95 0.94

Late 
Elementary 2,408 0.68 0.53 0.60 0.81 0.68 0.74 0.95 0.91 0.93

Middle 
School 2,453 0.49 0.67 0.57 0.62 0.78 0.69 0.88 0.94 0.91

High School 3,200 0.76 0.63 0.69 0.85 0.74 0.79 0.96 0.93 0.94
College 

(Sampled) 3,150 0.93 0.89 0.91 0.95 0.93 0.94 0.99 0.98 0.98

Overall 14,277 0.70 0.70 0.70 0.79 0.79 0.79 0.94 0.94 0.94
 

The general audience level prediction performance improved for all classifiers.  

The cosine classifier increased from an F-measure of 0.66 to 0.70 while the Naïve Bayes 

classifier improved from 0.75 to 0.79.  However, once again, SVMAUD predicted the 

general audience level with an F-measure of 0.94, an increase from 0.92 when using one 

classifier to predict the audience level for all subject categories.  The correlation between 

human-expert entered and machine-learning predicted general audience levels was found 

to be 0.76 for cosine, 0.84 for Naïve Bayes, and 0.96 for SVMAUD.  SVMAUD 

outperformed both cosine and Naïve Bayes at the 0.0089 level of significance.   

 This part of the study considers the ability of SVMAUD and the Collins-

Thompson and Callan method to correctly predict the human-expert entered general 

audience level; the results from this study are summarized in Table 7.31 on the following 

page.   
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Table 7.31  Overall General Audience Level Prediction Results – Thompson&Callan 

General Audience 
Level Docs 

Collins-Thompson & Callan SVMAUD 
P R F P R F 

Early Elementary 3,066 0.81 0.85 0.83 0.92 0.95 0.94
Late Elementary 2,408 0.85 0.76 0.80 0.95 0.91 0.93
Middle School 2,453 0.71 0.83 0.77 0.88 0.94 0.91
High School 3,200 0.90 0.83 0.86 0.96 0.93 0.94

College (Sampled) 3,150 0.96 0.94 0.95 0.99 0.98 0.98
Overall 14,277 0.85 0.85 0.85 0.94 0.94 0.94

 

The Collins-Thompson and Callan method improved slightly over using a single 

classifier for all subject categories, increasing from 0.84 for the one-size-fits-all classifier 

to 0.85 for a subject-specific classifier.  The SVMAUD performance slightly increased as 

well over the single classifier representing all subject categories, from 0.92 to 0.94.  The 

correlation between human-expert entered and machine-learning suggested general 

audience level was found to be 0.88 for the Collins-Thompson and Callan method and 

0.96 for SVMAUD.  SVMAUD outperformed the Collins-Thompson and Callan method 

at the 0.0162 level of significance.   

Figure 7.6 on the next page compares the specific audience level prediction 

performance by SVMAUD among all six subject categories.   
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Figure 7.6  SVMAUD specific audience level performance by subject category.   

 

The history and geography subject category experienced the highest performance, 

with an F-measure of 0.90, while the reading and writing subject category experienced 

the lowest performance with an F-measure of 0.83.  Since the reading and writing subject 

category could have included other topics, such as writing a research paper on the planets 

in the solar system, the prediction performance was found to be lowest.  History and 

geography tended to be more specialized, discussing different time periods and locations, 

rather than including topics from other categories, leading to higher performance.   

Figure 7.7 on the next page presents the SVMAUD general audience level 

prediction performance by subject category.   
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Figure 7.7  SVMAUD general audience level performance by subject category.   

 

In this study, SVMAUD experienced the highest prediction performance in the 

technology and engineering subject category by predicting the general human-expert 

assigned audience level with the highest performance, with an overall F-measure around 

0.96.  Technology and engineering tended to be another more specialized area like 

history and geography with little overlap between different subject categories.  The 

reading and writing subject category again experienced the lowest performance with an 

overall F-measure of 0.92, since reading and writing would have included a high 

proportion of terms from other subject categories.   

 

7.10 SVMAUD Subject-Specific Classifier Improvement 

The next part of this analysis compared the performance of the one-size-fits-all classifier 
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specific classifier while the blue line shows the performance of the general audience level 

classifier.   

 

 

Figure 7.8  SVMAUD specific audience level performance improvement.   

 

With respect to specific audience levels, the performance increase was highest at 

the undergraduate lower division audience level while the performance increase was 

lowest at the ninth grade audience level.  However, the SVMAUD subject-specific 

classifier performance improved over the entire spectrum of specific audience levels.   

The next figure shows the SVMAUD performance improvement by general 

audience levels.   
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Figure 7.9  SVMAUD general audience level performance improvement.   

 

In this study, the performance improvement of using a subject-specific classifier 

over a general classifier with training and testing over the entire collection remained 

fairly constant across all general audience levels, with a lower performance improvement 

at the higher audience levels.  By using a subject-specific classifier to predict the 

audience level for both home school and digital library resources, the performance for all 

four classifiers improved over using one classifier for all subject categories.  With respect 

to SVMAUD, the F-measure performance increased by 0.02 for general audience levels 

and 0.01 for specific audience levels.   
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7.11 Machine Learning Using Subject-Specific Classifiers Discussion 

This study sought to improve the already high prediction performance experienced by 

SVMAUD for both general and specific audience levels by developing a series of 

subject-specific audience level classifiers.  While a single individual subject category, 

namely the reading and writing category, experienced decreased performance over using 

a single training and testing dataset for the entire collection, the overall performance 

across all other subject categories increased.   

Some of the subject categories, namely, the Science, Technology and 

Engineering, and Mathematics category, contained a much higher number of documents 

spread across all audience levels since the digital library catalogers focused on these 

areas.  As the digital library collection covered limited subject categories, resources from 

home school collections were used to augment the STEM collection to include additional 

subject categories commonly found in K-12 education.  However, these additional 

collections provided a much smaller number of resources than found in the digital library 

collection, resulting in fewer resources available for training and testing in non-STEM 

subjects.  If the documents available for each subject category could have been more 

evenly spread among all subject categories so that each subject category contained 

approximately the same number of documents, SVMAUD performance should have 

improved over the current findings. 

Most states in the United States of America, in general, provided curriculum 

standards to educators that described the topics to be covered in each grade level.  While 

these curriculum standards could have varied from one state to another, most of the topics 

taught in each grade level should have been similar.  The human experts that cataloged 
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resources in the NSDL collection would have generally followed the national teaching 

standard.  However, the home school collection tasked a different set of experts to catalog 

resources and those experts could have followed a different teaching standard.  If all 

resources in both the home school and digital library collections were cataloged by the 

same group of human experts or followed the same teaching standards, then the subject-

based audience level prediction performance should have experienced greater 

improvement than found in this study.   

Even though six different subject-specific SVMAUD classifiers were developed 

to predict the general and specific audience levels for digital library and home school 

resources, the performance increase was fairly small, with an overall F-measure increase 

of 0.02 for general audience levels and an increase of 0.01 for specific audience levels.  

SVMAUD was able to outperform the three other methods, namely cosine, Naïve Bayes, 

and the Collins-Thompson and Callan method, under evaluation at the 0.0001 level of 

significance with respect to specific audience level prediction and the 0.0162 level of 

significance for general audience level prediction.  SVMAUD would have been more 

useful as a one-size-fits-all classifier, where a single classifier predicted the audience 

level for all resources held by a collection.  Since not all documents were cataloged with 

subject category metadata that followed the same coding scheme, the most appropriate 

subject category classifier could not have been selected for all unlabeled resources in the 

collection.   
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7.12 Machine Learning Using Subject-Specific Classifiers Conclusion 

This study sought to improve the performance of SVMAUD by developing a classifier 

that could have predicted the general and specific audience levels for a single subject 

category.  The technology and engineering subject category experienced the highest 

performance when predicting the general audience level, with an F-measure of 0.96; on 

the other hand, the reading and writing subject category experienced the lowest 

performance when predicting the general audience level, with an F-measure of 0.92.  

When predicting the specific audience level for resources in a single subject category, the 

reading and writing category again experienced the lowest performance with an F-

measure of 0.83, while the highest performance was found to be in the history and 

geography subject category, with an F-measure of 0.90.  SVMAUD was found to 

outperform the cosine, Naïve Bayes, and the Collins-Thompson and Callan methods 

under evaluation at the 0.0001 level of significance for specific audience levels and the 

0.0162 level of significance for general audience levels.  If the subject category was 

cataloged with each resource in the collection, the benefits of developing a series of 

subject-specific classifiers would have outweighed the initial upfront cost to label an 

unlabeled resource with a single subject category.   
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CHAPTER 8 

CONCLUSION 

 

In order to sell books and newspapers, authors of written works needed a method to 

verify that their chosen vocabulary is appropriate for their readers.  Similarly, librarians 

required an effective way to identify the audience level for all resources to match users 

with resources that both challenged and informed readers.  This dissertation proposed an 

SVM-based audience level prediction program, called SVMAUD, which identified the 

audience level for all resources held in a collection by asking a human expert to identify a 

small number of training samples appropriate for each audience level.  A number of 

different methods to improve the performance of SVMAUD and the other machine 

learning methods when predicting the audience level of digital library resources were also 

presented.  Since the NSDL collection mainly covered STEM topics, an additional 

collection containing home school resources was used to augment this collection to cover 

a wider range of subject categories.  This chapter summarizes the results from these 

different studies and provides contributions, implications, and future research directions 

that arose during the course of these studies.   

 

8.1 Completion of Study Objectives 

This study was conceived and carried out with the notion that authors, educators, 

information consumers, and librarians required a computer program that could have 

automatically identified the audience level of written works with high performance in 

order to verify that the vocabulary contained in the resource was appropriate for the 
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audience.  Authors needed an accurate and consistent method to suggest the audience 

level for their works to both challenge and inform readers, while information consumers 

needed a way to find resources that would have been appropriate for their reading 

abilities.   

In a collection containing 10,238 expert-labeled HTML-based digital library 

resources, the Flesch-Kincaid Reading Age and the Dale-Chall Reading Ease Score 

predicted the specific audience level with F-measures of 0.10 and 0.05, respectively.  Due 

to the random values of the inputs as the audience level had increased, the readability 

formulas experienced extremely poor performance.  On the other hand, cosine, Naïve 

Bayes, the Collins-Thompson and Callan method, and SVMAUD improved the specific 

audience level prediction F-measures to 0.57, 0.61, 0.68, and 0.78, respectively.  Machine 

learning methods were found to far outperform readability formulas when predicting the 

human expert audience level for digital library resources.   

The next part of this research sought to improve the prediction performance of the 

machine learning methods by holding the method constant and modifying the training 

and testing data.  Since digital library resources mainly consisted of web pages that used 

HTML tags for displaying data, the term weight was adjusted based on the HTML tag in 

which it appeared, resulting in overall F-measure specific audience level prediction 

performance of 0.68 for cosine, 0.70 for Naïve Bayes, 0.75 for the Collins-Thompson & 

Callan method, and 0.84 for SVMAUD.  Since the title and header information 

summarized the content on the page, the weight of the terms appearing in these HTML 

tags was increased over terms appearing in HTML tags lower in the hierarchy, leading to 

increased audience level prediction performance by all machine learning methods.   
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When titles, keywords, and abstracts were used for training and the full text was 

used for testing, the specific audience level prediction F-measures for cosine, Naïve 

Bayes, the Collins-Thompson and Callan method, and SVMAUD improved to 0.61, 0.68, 

0.75, and 0.86, respectively.  Since all terms in the training samples were appropriate for 

the audience level by removing titles, menu headings, footers, and other text common to 

all resources in the collection, the performance improved over using full text for training 

and testing.  SVMAUD outperformed all other machine learning methods under 

evaluation when training using cleaned data and testing using the full text of the resource.   

Since the NSDL collection mainly held STEM (Science, Technology, 

Engineering, and Mathematics) topics, the NSDL audience level prediction program 

could have only predicted the audience level for unlabeled resources discussing these 

subject categories.  In order to train the classifier for a wider variety of subject categories, 

resources from home school collections, covering all topics commonly taught in grades 

K-12, were used to augment the NSDL resources in the training and testing collections, 

resulting in an overall F-measure specific audience level prediction performance of 0.63, 

0.70, 0.77, and 0.87, respectively.  By adjusting the training and testing datasets based on 

the subject categories covered by the documents, the performance improved over using a 

one-size-fits-all prediction approach.   

 

8.2 Answers to All Research Questions 

The SVM-based audience level prediction program, called SVMAUD, was proposed to 

predict the general and specific audience levels of resources with missing or incompatible 

information.  The first study measured the performance of a variety of readability 
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formulas and machine learning methods in their abilities to correctly predict the human-

expert entered audience level.  The second study sought to improve the performance of 

the machine learning methods by adjusting the weight of terms based on the HTML tags 

in which they occurred; using title, abstract, and keyword metadata to train the classifiers; 

and developing a series of subject-specific classifiers.  Since the NSDL collection mainly 

held resources covering the STEM topics, resources from home school collections were 

used to augment the NSDL collection and cover a wider range of subject categories.  The 

five research questions that were posed prior to these studies are answered in this section.   

 

RQ1:  Could SVMAUD be used to predict the audience level for digital library resources 

with performance exceeding readability formulas? 

 The metadata element of audience level could have been populated using 

SVMAUD, with a prediction performance F-measure of 0.87 for general and 0.78 for 

specific audience levels for digital library resources.  Since readability formulas have not 

considered the vocabulary chosen by the author, simpler words could have contained 

more syllables than more complex ones, artificially increasing the audience level of the 

resource.  In addition, digital library resources typically contained headers, footers, 

images, and scripts in addition to the full text displayed on the page; this additional 

information could have distorted the inputs to the readability formulas, in particular due 

to the sentence length parameter.  Both the Flesch-Kincaid Reading Age and Dale-Chall 

Reading Ease Score performed extremely poorly with respect to specific audience level 

prediction for the digital library collection, with overall F-measures under 0.10.  In fact, 

SVMAUD was found to outperform readability formulas at the 0.0001 level of 
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significance for specific audience levels and the 0.0004 level of significance for general 

audience levels.  Therefore, the audience level for digital library resources could have 

been suggested by using SVMAUD with much higher performance than readability 

formulas such as the Dale-Chall Reading Ease Score and Flesch-Kincaid Reading Age. 

 

RQ2:  Which machine learning method, among cosine, SVMAUD, Naïve Bayes, and the 

Collins-Thompson and Callan method, would result in the highest performance when 

suggesting the audience level for all documents in a collection? 

The content of online resources differed from traditional books that contained a 

large number of words placed into sentences, required for input to the readability 

formulas.  Cosine experienced a specific audience level prediction performance of an 

overall F-measure of 0.57 for digital library resources.  Naïve Bayes correctly predicted 

the specific audience level for digital library resources with an F-measure of 0.61.  By 

using the language modeling approach described by Collins-Thompson and Callan, this 

specific audience level prediction performance improved to an F-measure of 0.68.  

However, SVMAUD outperformed all of these methods by correctly predicting the 

specific audience level with an overall F-measure of 0.78 for digital library resources.  

SVMAUD outperformed the next best performing machine learning method, the Collins-

Thompson and Callan method, at the 0.0013 level of significance for specific and the 

0.0931 level of significance for general audience levels.  In this evaluation, SVMAUD 

outperformed all other machine learning methods and readability formulas under 

consideration and SVMAUD should have been used to automatically predict the audience 
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level for all resources held by these collections with missing or incompatible audience 

level metadata.   

 

RQ3:  Since digital library resources have been predominantly web pages, could the 

machine learning audience level prediction performance be improved if term weights 

have been adjusted according to the HTML tags in which they have appeared? 

Digital library resources typically consisted of web pages that displayed content 

using HTML tags.  For this reason, the term weight could have been adjusted based on 

the HTML tag in which it appeared.  For example, terms that appeared in the title and 

heading tags summarized the content as well as providing information about the various 

sections of the resource.  Text that appeared in the plain text or table data should have 

been given less weight since these terms have not been given the same level of 

importance by the author.  By adjusting the term weights based on the HTML tags in 

which they appeared, the specific audience level prediction performance improved from 

0.57 to 0.68 for cosine, 0.61 to 0.70 for Naïve Bayes, 0.68 to 0.75 for the Collins-

Thompson and Callan method, and 0.78 to 0.84 for SVMAUD.  Even though the 

prediction performance improved across all methods, SVMAUD outperformed the next-

best performing specific audience level prediction method, the Collins-Thompson and 

Callan method, at the 0.0016 level of significance.  The prediction performance by all 

machine learning methods substantially improved over weighting all terms equally 

independent of the tags in which they appeared.  When predicting the audience level for 

digital library resources or web pages in general, the term weight should have been 

adjusted based on the HTML tags in which they appeared.   
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RQ4:  By training the machine learning methods using metadata associated with each 

resource in a digital library collection, could the audience level classification 

performance be improved? 

 The machine learning methods were trained using only title, abstract, and 

keywords that contained vocabulary appropriate for the specific audience level, rather 

than the full text that contained headers, footers, and menus that were common to all 

resources in the collection independent of the audience level.  In this study, the specific 

audience level prediction performance F-measure for cosine increased from 0.57 to 0.61, 

an increase of 0.04, when trained using the cleaned dataset.  When using title, abstract, 

and keywords as training samples rather than full text, the Naïve Bayes method 

experienced a specific audience level prediction performance increase from 0.61 to 0.68, 

a difference of 0.07.  The Collins-Thompson and Callan language modeling method also 

improved, from a specific audience level prediction performance F-measure of 0.68 to 

0.75, an improvement of 0.07.  SVMAUD experienced the largest increase of 0.08 when 

using cleaned training samples, by increasing the specific audience level prediction 

performance from 0.78 to 0.86.  In fact, SVMAUD was found to outperform the next-best 

machine learning method, the Collins-Thompson and Callan method, at the 0.0001 level 

of significance for specific audience levels.  Therefore, by using a cleaned training 

dataset, the prediction performance of machine learning methods improved over using the 

full text of each resource, even though fewer words were available for training for each 

audience level.   
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RQ5:  Could the audience level classification performance be improved if the machine 

learning methods have been trained and tested using resources discussing the same 

subject? 

 Since the NSDL mainly provided resources covering STEM topics, this collection 

contained sparse coverage of other topics commonly taught in grades K-college, 

especially in the case of reading and writing.  When augmenting the NSDL collection 

with home school resources to develop a subject-specific classifier covering a wider 

range of subjects, the overall F-measure specific audience level prediction performance 

slightly improved from 0.61 to 0.63 for cosine, 0.68 to 0.70 for Naïve Bayes, 0.75 to 0.77 

for the Collins-Thompson and Callan method, and 0.86 to 0.87 for SVMAUD over using 

a one-size-fits-all audience level prediction program.  This performance only slightly 

improved since a different group of human experts had entered the audience level for 

home school resources versus NSDL resources and could have followed a different set of 

teaching standards.  If the same human experts were called upon to identify the specific 

and general audience levels for all resources in the test collection, the subject-based 

prediction performance should have improved significantly over the one-size-fits-all 

audience level prediction performance.   

 

8.3 Theoretical and Practical Implications 

This section provides the theoretical and practical implications that have grown out of 

this work.  This section first describes the theoretical implications, while the second part 

describes the practical implications.   
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8.3.1 Theoretical Implications 

First, this study advanced the state of the art in automatic audience level identification 

while simultaneously reducing the effort required by humans to manually enter the 

audience level metadata for each resource in a collection.  This part of the study 

identified and evaluated several different readability formulas and machine learning 

methods with respect to their performance when predicting the audience level for digital 

library resources.  In particular, SVMAUD was used to automatically identify the specific 

audience level with an overall F-measure of 0.78 for digital library resources when 

trained and tested using all resources independent of subject category, outperforming 

cosine, Naïve Bayes, and Collins-Thompson and Callan methods that experienced F-

measures of 0.57, 0.61, and 0.68, respectively.  On the other hand, the readability 

formulas of Flesch-Kincaid Reading Age and Dale-Chall Reading Ease Score predicted 

the specific human-expert audience level with extremely poor performance, with overall 

F-measures less than 0.10 for digital library resources.  By using the SVMAUD program, 

complete and consistent audience level metadata could have been stored with every 

resource in a collection, reducing the effort required by a human expert to manually enter 

this information.  After this complete audience level information was imported into a 

database, it could then be used by the search system to allow additional refinement of the 

search queries, by matching users with resources that fit their current reading abilities.   

 Second, by adjusting the term weights based on the HTML tags in which those 

terms appeared, the prediction performance for all machine learning methods improved 

over assigning all terms the same weight.  Since terms appearing in title and heading tags 

summarized the resource content and divided the resource into different sections, these 
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tags should have been given more weight than the terms that appeared in the plain text of 

the resource.  The terms appearing in table data and plain text should have been assigned 

lower weight.  By adjusting the value of β between 0 and 100, the weights assigned to the 

various HTML tags appearing in each group were adjusted.  At the value of β=0, all 

terms were weighted equally independent of the tags in which they appeared; on the other 

hand, when β=100, the vast majority of the weight was assigned to the terms appearing in 

the title and header tags with virtually no weight for other tags.  When the value of β=70, 

the prediction performance for cosine was maximized, with an overall F-measure 

prediction performance of 0.71 for general and 0.68 for specific audience levels.  When 

the value of β=80, the prediction performance for Naïve Bayes, the Collins-Thompson 

and Callan method, and SVMAUD was maximized.  Naïve Bayes correctly predicted the 

human-expert entered audience level with F-measures of 0.78 for general and 0.70 for 

specific audience levels.  The Collins-Thompson and Callan method experienced higher 

performance by predicting the human-expert entered audience level with F-measures of 

0.85 for general and 0.75 for specific audience levels.  However, SVMAUD 

outperformed these three methods by correctly predicting the human-expert entered 

audience level with an F-measure of 0.91 for general and 0.84 for specific audience 

levels.  By adjusting the term weights based on the HTML tags in which they appeared, 

the prediction performance was improved over assigning the same weight to all terms.   

 Third, this study sought to improve the performance of SVMAUD and other 

machine learning methods by reducing the amount of noise in the digital library training 

dataset.  Since digital library web pages contained information common to all resources, 

including headers, footers, tables, figures, and menu items that distorted the true audience 
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level calculation, the use of keywords, title, and abstract unique to each resource was 

used to reduce the text overlap between different resources in adjacent audience levels.  

By using this noise reduced training dataset, SVMAUD improved the specific audience 

level prediction performance to an overall F-measure of 0.86 for cleaned versus 0.78 for 

full text training data.  Cosine experienced an increase as well by using the cleaned 

training data, by improving the overall F-measure by 0.04 to 0.61.  In addition, the 

performance of the Naïve Bayes classifier experienced increased F-measure performance, 

escalating from 0.61 to 0.68 for specific audience levels.  The Collins-Thompson and 

Callan method also improved the specific audience level prediction performance by 

increasing from 0.68 to 0.75 when using the cleaned training dataset.  This study also 

showed that SVMAUD performed well on all resource lengths, ranging from fewer than 

one hundred words to over 4,000 words.  If title, abstract, and keyword metadata could 

have been available for all resources in the collection, this text could have been used to 

create the testing resources and further improved this performance.   

 The fourth part of this study developed a set of six subject-specific classifiers, 

where resources from one subject were used to predict the audience level for other 

resources discussing the same subject.  Since the NSDL resources mainly discussed 

STEM topics, additional resources from a collection of home school resources were used 

to augment the NSDL collection to cover reading and writing, history and geography, and 

health sciences topics.  When using this augmented collection for training and testing 

versus a one-size-fits-all prediction method covering all subject categories, the overall F-

measure specific audience level prediction performance slightly improved from 0.61 to 

0.63 for cosine, 0.68 to 0.70 for Naïve Bayes, 0.75 to 0.77 for the Collins-Thompson and 
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Callan method, and 0.86 to 0.87 for SVMAUD.  By developing a set of six subject-

specific audience level classification methods, the prediction performance was 

maximized; this set of subject-specific classifiers should have been used to predict the 

audience level for all unlabeled resources in the digital library collection if each resource 

was stored with the subject category.   

 
8.3.2 Practical Implications 

SVMAUD would have reduced the effort required by librarians to label all resources in a 

collection with the most appropriate audience level.  This study then sought to improve 

its performance by adjusting the term weight based on the HTML tag in which it 

appeared, using cleaned data to train the different machine learning methods, and 

developing a series of subject-specific classifiers.   

 First, librarians should have sought to enter audience level metadata as completely 

and as specifically as possible, based on the same set of teaching standards, in order to 

guide users to the most relevant documents in the collection.  Since the NSDL did not  

require all collections to use the same coding scheme, some collections entered audience 

level as “grade 1,” others entered audience level as “first grade,” another collection 

entered audience level as “elementary school,” and yet another collection did not include 

any audience level information.  By matching a user with resources that were appropriate 

for his or her reading ability, the user would have been able to be challenged yet also 

informed by the resource content.  By labeling a small set of training samples appropriate 

for each specific audience level, SVMAUD could have been used to automatically 

predict the audience level for all other resources in the collection following a standard 

coding scheme.  This coding scheme for audience level should have followed the same 
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set of teaching standards that describe the topics to be covered in each grade level in 

preschool through high school; for example, if simple addition and subtraction would 

have been taught to first grade students, all resources discussing this topic should have 

been labeled with the “first grade” audience level.  In different parts of the country, 

different states enacted different curricula standards that could have been more specific 

than the national teaching standards; one set of standards should have been selected and 

then all librarians tasked with entering resources into the collection should have followed 

the same standard.  By cataloging all resources with the most appropriate specific 

audience level that followed a standard coding scheme, the retrieval system could have 

used this information to reduce the number of resources that would have been needed to 

be browsed by the user to identify relevant resources.   

 Second, in addition to suggesting the appropriate audience level for all resources 

in a collection, SVMAUD could have been extended to other metadata elements that 

required a pre-defined set of categories.  For example, the subject category was typically 

limited to a few categories consisting of STEM topics; by developing a series of subject-

specific classifiers, the prediction performance was found to be highest in this study.  The 

coverage metadata element described the time period or location where the resource was 

applicable, such as a resource describing the construction of pyramids would be 

appropriate for the country of Egypt.  As another example, the metadata element of Type 

described the resource by stating whether the resource would have been best used as a 

demonstration, experiment, or informational piece; this metadata element could have 

been predicted by using the machine learning methods.  By placing a small sample of 

pre-labeled documents into known categories, SVMAUD could have completed this 
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metadata information for all resources previously entered in the collection following a 

standard coding scheme. 

 Third, the authors of the resources held by digital library collections should have 

taken care to structure the page by using caption and heading tags rather than simply 

bolding the text and employing descriptive anchor text not only to improve the audience 

level prediction performance but also to increase the code readability.  For example, 

some collections used bold font to denote the captions that appeared below pictures rather 

than using the caption tag.  Other resources used bold or italic text and increased the font 

size to denote different headers on the page.  Still other pages used tables to format the 

page, rather than using tables only to display numbers with row and column headings.  

As another example, some collections used the words “click here” to denote a hyperlink; 

the link should have used text to describe the linked page.  If all pages were structured by 

using the proper HTML elements to denote the elements on the page, a Cascading Style 

Sheet could have been developed to hold the formatting information for every tag used in 

every resource in the collection.  In this way, the HTML tag weighting scheme would 

have been more accurate and a text color or font face could have been changed in one 

place rather than requiring the HTML code in every resource to be changed individually.   

 Fourth, the resource content should have been separated from the menus, 

headings, and footers that have appeared on every page regardless of the topic covered by 

that page.  Since the same information appeared on every page in a collection, it could 

have influenced the audience level prediction if a large proportion of these common 

terms appeared in a single audience level; the prediction of a particular audience level 

could have been assigned based on header and footer text, rather than the content of the 
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resource.  If the complete full text of the resource, exclusive of terms that appeared on 

every page in the collection, could have been used for training and testing, the prediction 

performance should have improved over only using title, abstract, and keyword text for 

training.   

 Fifth, most collections used the meta keywords HTML tag to describe the subject 

category for the page and not included this information in the metadata database that had 

described the resource.  This information followed an inconsistent coding scheme even 

within the same collection, but most terms were entered by the author of the page without 

access to a controlled vocabulary.  Since a number of collections simply linked to 

resources held by other sites on the World Wide Web, the individual collection exercised 

little control over the content or structure of the page.  Even if the page did not contain 

the keywords information, SVMAUD could have been used to complete the meta tag 

keywords by asking a human expert librarian to identify a small set of resources for each 

subject.  As an alternative, SVMAUD could have been used to complete the subject 

category information for all resources in the collection; in this way, it would not matter 

what terms the author chose, since the terms in the collection database would have 

followed a standard coding scheme.  Then, this information could have been used to 

improve the prediction performance for specific and general audience levels or even 

aided in the completion and consistency of other metadata elements.   

In conclusion, a computer-based program was developed to aid librarians in 

cataloging written works, and users in their quest to find relevant resources in a collection 

to learn new information.  While SVMAUD was tested with respect to audience level 

prediction performance, it could have also been used to suggest metadata values for other 
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elements that have used a controlled vocabulary; since a small sample of representative 

resources were required for training, the upfront effort required to identify these 

resources would have been more than balanced since the metadata values for remaining 

resources could have been suggested automatically.  By using SVMAUD to 

automatically predict the audience level for an unlabeled resource in the digital library 

catalog entry system, users could have been better matched to resources that both 

challenged and informed the reader.   

 

8.4 Contributions 

Digital librarians required an automated program to automatically generate audience level 

metadata for all resources in the collection with missing or incompatible audience level 

information.  On the other hand, users could have used this complete and consistent 

metadata information to enhance a text search only system by asking for resources 

targeted toward his or her individual reading ability.  Several different evaluations were 

conducted not only to show the feasibility of employing machine learning methods to 

generate audience level metadata but also to improve its performance by adjusting the 

training and testing datasets.   

The first study advanced the state of the art of audience level identification by 

evaluating several different machine learning methods and readability formulas in their 

ability to correctly predict the human-expert entered audience level for digital library 

resources when using the full text for training and testing.  Digital library resources 

contained headers, footers, menus, scripts, and other attributes common to all resources in 

the collection independent of audience level.  Similarly, images, tables, and hyperlinks 
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did not follow sentence conventions of written English, distorting the true audience level 

far upward.  Since machine learning methods compared vocabulary in an unlabeled 

resource with a predefined vocabulary appropriate for each audience level, they 

experienced far higher performance with respect to general and specific audience level 

prediction.  SVMAUD far outperformed traditional readability formulas and other 

machine learning methods with respect to predicting the audience level for these 

resources.   

The second part of the study improved the audience level prediction performance 

by holding the machine learning methods constant and modifying the training and testing 

datasets.  By adjusting the term weight according to the HTML tag in which it appeared, 

the performance for all machine learning methods increased over weighting all terms 

equally.  When a cleaned dataset, consisting of titles, keywords, and abstracts, was used 

for training and the full text for testing, the specific audience level prediction F-measures 

increased for all machine learning methods.  By developing a series of subject-specific 

classifiers, whereby the resources from a single subject category were used to predict the 

audience level for other resources in the same subject category, the specific audience 

level prediction performance further improved.  By keeping the machine learning 

technique constant and modifying the training and testing data, the audience level 

prediction performance improved over weighting all terms equally, independent of their 

location in the resource.   

SVMAUD was found to outperform the readability formulas and other machine 

learning methods under evaluation in both the digital library and home school 

evaluations.  SVMAUD could have not only predicted the audience level for all resources 
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held in a collection by being trained using a small sample of human-expert labeled 

resources, but could have also verified that an author chosen vocabulary appropriate for 

his or her audience.  If the resource was targeted toward a higher or lower audience level 

than the author desired, he or she could have used SVMAUD in conjunction with a 

thesaurus to replace words in the document with words that would have been more 

appropriate for the audience.   

 

8.5 Future Work 

Even though SVMAUD, cosine, Naïve Bayes, and the Collins-Thompson and Callan 

methods suggested the most appropriate audience level with high F-measures, more work 

could have been done to further improve the performance of these methods.  When 

adjusting term weights based on HTML tags, SVMAUD performance when predicting 

the specific audience level improved from 0.78 to 0.84.  When removing noise by 

training SVMAUD using title, keywords, and abstract, SVMAUD performance improved 

to 0.86.  Since the NSDL collection only held resources discussing STEM topics, 

resources from a home school collection were collected to cover additional topics 

commonly taught in grades K-college; however, since these resources were cataloged by 

a different set of human experts that could have followed different teaching standards, the 

overall specific audience level prediction performance only improved by 0.02 or less 

across all machine learning methods.  While this study conducted several different 

experiments to measure the performance of readability formulas and machine learning 

methods across a number of different conditions, more work could have been done to 
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further improve the prediction performance of these methods by grouping resources into 

other categories, such as by type or coverage.   

 The focus of this dissertation is on automatic audience level identification for one 

of the metadata elements provided by the NSDL.  Other elements, such as format, type, 

and language, could also hold important clues to better filter relevant results from the 

collection.  After a human expert selects a representative set of resources for each 

possible metadata value, SVMAUD could use these training samples to automatically 

suggest the values for additional elements, rather than requiring the human expert to 

manually identify the value for each resource in the collection.  By including complete 

and consistent metadata for all resources in the collection, retrieval algorithms could use 

this information to better target resources to the user beyond the ability of text search 

only systems.   

 SVMAUD could potentially be applied to other areas outside of the scope of 

digital libraries to determine the most appropriate audience level of documents.  In 

particular, some newspapers and magazines seek to appeal to a particular reader base 

while others seek to appeal to all audience levels.  This program could be used by the 

editor of a newspaper, or integrated into a word processing program, in order to ensure 

that all articles written by the staff contained the appropriate vocabulary to appeal to the 

correct audience.  Particularly in the case of medical literature written for an audience of 

doctors and nurses, children and adult patients probably would not be able to understand 

the information presented, or will misinterpret symptoms, if the language is too 

advanced, leading to complications or increased hospital stays.  Video game manuals 

need to use vocabulary appropriate for the target users who play the game; manuals for 
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games targeted toward younger users should employ simpler vocabulary and shorter 

sentences than those games targeted toward higher audience levels.  By ensuring that the 

vocabulary is appropriate for readers of different literature sources, the readers could be 

informed, yet not challenged, by the resource content.  SVMAUD could be applied to just 

about any domain to suggest audience level, as long as sufficient training samples existed 

to train the classifier.   

 SVMAUD, the three other machine learning methods, and the two readability 

formulas under evaluation, only consider the textual information on the page.  However, 

HTML pages contain additional information beyond just words, ranging from images to 

applets and multimedia files that could also hold important clues to suggest the audience 

level of the resource.  For some resources, particularly with respect to the Teacher’s 

Domain collection, that hold multimedia resources viewed in an embedded media player, 

only the caption and title information is available to predict the audience level, while all 

other information in the multimedia file is ignored.  College level students view detailed 

formulas, charts, and graphs, while an elementary school student would only learn simple 

addition and subtraction or read picture books; by incorporating similar image structures 

with audience level, the performance could be further improved beyond only using the 

text on the page.   

 After complete audience level information is generated by SVMAUD or another 

method, this information could be associated with each resource in a digital library 

collection.  The digital library user could then search not only by keyword but also for 

resources targeted toward his or her reading ability, reducing the time and effort required 

to identify resources that described the needed information, and understood by the user 
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without frequent trips to a dictionary.  If users could easily find the required information 

in the collection, these users would be more likely to return to that collection to find 

additional resources in the future.   

 A number of future research directions were described that could have not only 

improved the audience level prediction performance of SVMAUD, but could also have 

applied SVMAUD to other areas outside of the scope of digital libraries.  In all 

evaluations, SVMAUD outperformed all readability formulas and other machine learning 

methods under evaluation.  SVMAUD proved its abilities to correctly predict the human-

expert entered audience levels and could have been further studied to further improve its 

audience level prediction performance.   

 

8.6 Conclusion 

This dissertation completed several objectives revolving around using different 

classification techniques and readability formulas to automatically suggest the human-

expert assigned audience level for all resources in digital library collections with missing 

or incompatible audience level metadata.  With respect to specific audience levels, 

SVMAUD was found to outperform common readability formulas as well as other 

machine learning methods with an overall specific audience level prediction F-measure 

of 0.78 for digital library resources.  When the term weights were adjusted based on the 

HTML tags in which those terms occurred, SVMAUD correctly predicted the human-

expert entered specific audience level with an overall F-measure of 0.84.  When training 

using title, abstract, and keywords metadata elements, the SVMAUD specific audience 

level prediction performance improved to 0.86.  When a set of six subject-specific 
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classifiers were developed to cover all topics commonly taught in grades K-college, this 

specific audience level prediction performance F-measure was found to be 0.87.  By 

using SVMAUD to generate complete and consistent audience level metadata for 

resources held by digital library collections, the user could have drawn upon this 

additional information to reduce the time and effort required to find relevant resources in 

the collection that matched his or her reading ability.   

This chapter discussed in great detail the answers to the five research questions, 

the theoretical and practical implications, and contributions of this work.  By applying 

SVMAUD to automatically predict complete and consistent audience level metadata for 

all resources held in a digital library collection, the effort required by users to find 

relevant resources in a collection would have been reduced.  In addition, if a controlled 

vocabulary could have been developed to represent all possible values for any other 

metadata element, SVMAUD could have been used to automatically assign labels from 

the controlled vocabulary to each resource after a human expert identifies a small set of 

resources appropriate for each category.  Then, retrieval systems could have called upon 

this complete and consistent metadata to reduce the effort required by users to identify 

relevant resources by allowing for more than full text searches.  Even though machine 

learning methods were more complicated and required a human expert to identify a set of 

samples for each class, the performance improvement more than balanced this upfront 

cost.  SVMAUD could be used not only to predict the audience level of resources held by 

digital library collections but also the audience level of any written work.   
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APPENDIX A 

DALE COMMON WORD LIST 

 

Appendix A contains the 3,000 words found in the Dale Common Word List (Chall & 

Dale, 1995) 

 

a able aboard about above 
absent accept accident account ache 
aching acorn acre across act 
acts add address admire adventure 
afar afraid after afternoon afterward 
afterwards again against age aged 
ago agree ah ahead aid 
aim air airfield airplane airport 
airship airy alarm alike alive 
all alley alligator allow almost 
alone along aloud already also 
always am America American among 
amount an and angel anger 
angry animal another answer ant 
any anybody anyhow anyone anything 
anyway anywhere apart apartment ape 
apiece appear apple April apron 
are aren't arise arithmetic arm 
armful army arose around arrange 
arrive arrived arrow art artist 
as ash ashes aside ask 
asleep at ate attack attend 
attention August aunt author auto 
automobile autumn avenue awake awaken 
away awful awfully awhile ax 
axe baa babe babies back 
background backward backwards bacon bad 
badge badly bag bake baker 
bakery baking ball balloon banana 
band bandage bang banjo bank 
banker bar barber bare barefoot 
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barely bark barn barrel base 
baseball basement basket bat batch 
bath bathe bathing bathroom bathtub 
battle battleship bay be beach 
bead beam bean bear beard 
beast beat beating beautiful beautify 
beauty became because become becoming 
bed bedbug bedroom bedspread bedtime 
bee beech beef beefsteak beehive 
been beer beet before beg 
began beggar begged begin beginning 
begun behave behind being believe 
bell belong below belt bench 
bend beneath bent berries berry 
beside besides best bet better 
between bib bible bicycle bid 
big bigger bill billboard bin 
bind bird birth birthday biscuit 
bit bite biting bitter black 
blackberry blackbird blackboard blackness blacksmith 
blame blank blanket blast blaze 
bleed bless blessing blew blind 
blindfold blinds block blood bloom 
blossom blot blow blue blueberry 
bluebird blush board boast boat 
bob bobwhite bodies body boil 
boiler bold bone bonnet boo 
book bookcase bookkeeper boom boot 
born borrow boss both bother 
bottle bottom bought bounce bow 
bowl bow-wow box boxcar boxer 
boxes boy boyhood bracelet brain 
brake bran branch brass brave 
bread break breakfast breast breath 
breathe breeze brick bride bridge 
bright brightness bring broad broadcast 
broke broken brook broom brother 
brought brown brush bubble bucket 
buckle bud buffalo bug buggy 
build building built bulb bull 
bullet bum bumblebee bump bun 
bunch bundle bunny burn burst 
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