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ABSTRACT

THE CONTROL OF THE FALSE DISCOVERY RATE UNDER STRUCTURED HYPOTHESES

by

Gavin Lynch

The hypotheses in many multiple testing problems often have some inherent structure based on prior information such as Gene Ontology in gene expression data. However, few false discovery rate (FDR) controlling procedures take advantage of this inherent structure. In this dissertation, we develop FDR controlling methods which exploit the structural information of the hypotheses.

First, we study the fixed sequence structure where the testing order of the hypotheses has been pre-specified. We are motivated to study this structure since it is the most basic of structures, yet, it has been largely ignored in the literature on large scale multiple testing. We first develop procedures using the conventional fixed sequence method, where the procedures stop testing after the first hypothesis is accepted. Then, we extend the method and develop procedures which stop after a pre-specified number of acceptances. A simulation study and real data analysis show that these procedures can be a powerful alternative to the standard Benjamini-Hochberg and Benjamini-Yekutieli procedures.

Next, we consider the testing of hierarchically ordered hypotheses where hypotheses are arranged in a tree-like structure. First, we introduce a new multiple testing method called the generalized stepwise procedure and use it to create a general approach for testing hierarchically order hypotheses. Then, we develop several hierarchical testing procedures which control the FDR under various forms of dependence. Our simulation studies and real data analysis show that these proposed methods can be more powerful than alternative hierarchical testing methods, such as the method by Yekutieli (2008b).
Finally, we focus on testing hypotheses along a directed acyclic graph (DAG). First, we introduce a novel approach to develop procedures for controlling error rates appropriate for large scale multiple testing. Then, we use this approach to develop an FDR controlling procedure which tests hypotheses along the DAG. To our knowledge, no other FDR controlling procedure exists to test hypotheses with this structure. The procedure is illustrated through a real microarray data analysis where Gene Ontology terms forming a DAG are tested for significance.

In summary, this dissertation offers new FDR controlling methods which utilize the inherent structural information among the tested hypotheses.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Multiple testing as a statistical tool is very useful to analyze data from large scale scientific experiments such as microarray experiments, genome-wide association studies, fMRI experiments, and others. Unlike the testing of a single hypothesis, there are several possible measures for the overall type I error rate in multiple testing. Among these measures, the family wise error rate (FWER), which is the probability of making at least one false rejection, has traditionally been the most popular in small scale multiple testing. However, large scale experiments typically involve simultaneously testing a very large number of null hypotheses and the FWER may not be an appropriate choice of type I error control under such large scale multiple testing scenarios since it can be too strict, leaving many significant cases undiscovered.

One popular type I error rate for large scale multiple testing is the false discovery rate (FDR), introduced by Benjamini and Hochberg (1995), which is much less strict than the FWER and hence, more appropriate for large scale multiple testing. The false discovery rate is defined as the expected proportion of falsely rejected null hypotheses among all rejected hypotheses.

In this dissertation, we consider large scale multiple testing problems where the hypotheses have some inherent structure. In many applications of multiple testing, such as genomic research, clinical trials, and quality control, the hypotheses have such an inherent structure. This structure may arise from prior knowledge, as in Goeman and Mansmann (2008) where Gene Ontology imposes a directed acyclic graph structure onto the tested hypotheses, or can be formed by re-formulating the
Table 1.1 Summary of the Number and the Types of Rejected Hypotheses Regarding the Testing of $m$ Hypotheses

<table>
<thead>
<tr>
<th></th>
<th>Number of Hypotheses Not Rejected</th>
<th>Number of Hypotheses Rejected</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Null Hypotheses</td>
<td>$m_0 - V$</td>
<td>$V$</td>
<td>$m_0$</td>
</tr>
<tr>
<td>False Null Hypotheses</td>
<td>$m - m_0 - R + V$</td>
<td>$R - V$</td>
<td>$m - m_0$</td>
</tr>
<tr>
<td>Total</td>
<td>$m - R$</td>
<td>$R$</td>
<td>$m$</td>
</tr>
</tbody>
</table>

underlying problem, as in Kropf and Läuter (2002), Kropf et al. (2004), Westfall et al. (2004), Hommel and Kropf (2005), and Finos and Farcomeni (2011), where a fixed sequence structure can be formed among the hypotheses by specifying the testing order of the hypotheses using a data-driven approach.

1.2 Basic Concepts

Throughout this dissertation, we will consider the problem of testing $m$ null hypotheses, $H_1, \ldots, H_m$, based on the corresponding p-values $P_1, \ldots, P_m$, where $m_0$ of the hypotheses are true. For a multiple testing procedure, let $V$ be the number of falsely rejected hypotheses and let $R$ be the total number of rejected hypotheses. Table 1.1 summarizes this notation. It should be noted that $m$ and $m_0$ are fixed but $m_0$ is usually unknown, and $R$ and $V$ are random but only $R$ is observed.

The FDR is the expected proportion of falsely rejected hypotheses among all rejected hypotheses and is formally defined as

$$ \text{FDR} = E \left( \frac{V}{R \vee 1} \right), $$

where $R \vee 1 = \max(R, 1)$. Our focus will be on the FDR, but we will also discuss several other type I error rates described as follows. The FWER is the probability of
making at least one false rejection and is

\[ \text{FWER} = \Pr (V > 0). \]

It is easy to see that when \( m_0 = m \), the FDR reduces to the FWER. The per-family error rate (PFER) is the expected number of falsely rejected hypotheses, which is expressed

\[ \text{PFER} = E(V). \]

Finally, the generalized FDR \((k\text{-FDR})\) is the expected ratio of \( k \) or more falsely rejected hypotheses to the total number of rejected hypotheses for some integer \( 1 \leq k \leq m \) (Sarkar 2007). Hence,

\[ k\text{-FDR} = E\left( \frac{V I\{V \geq k\}}{R \vee 1} \right). \]

It is easy to see that when \( k = 1 \), the \( k\text{-FDR} \) reduces to the FDR. These four error rates are related by the following inequality

\[ k\text{-FDR} \leq \text{FDR} \leq \text{FWER} \leq \text{PFER}. \]

Other type I errors include the generalized FWER, which is \( \Pr (V \geq k) \) for \( 1 \leq k \leq m \) (Lehmann and Romano 2005b; Romano and Shaikh 2006; Sarkar 2007), the false discovery proportion, which is \( \Pr (V/(R \vee 1) \geq \gamma) \) for \( \gamma \in [0,1) \) (Korn et al. 2004; Lehmann and Romano 2005a; Romano and Shaikh 2006; Guo et al. 2013), the positive false discovery rate, which is \( E(V/R \mid R > 0) \) (Storey 2002, 2003), etc.

We say a method weakly controls a type I error rate, such as the FWER, if the type I error rate is controlled at a pre-specified level when all hypotheses are true. A method offers strong control of a type I error rate if the type I error rate is controlled for any configuration of true and false null hypotheses. Strong control is often desired
since we typically do not have knowledge of the exact configuration of true and false null hypotheses.

The following basic assumption is made throughout this dissertation regarding true null p-values

\[
\Pr(P_i \leq p) \leq p, \text{ for any } p \in (0, 1) \text{ for each true } H_i. \tag{1.1}
\]

The dependence structure of the p-values plays an important role in determining whether a method can control an error rate. The dependence structures we will consider in this dissertation include independence, arbitrary dependence, positive dependence, negative dependence, and block dependence. Positive dependence is characterized by the following assumption

**Assumption 1.1. Positive Dependence Assumption**

For any coordinatewise non-decreasing function of the p-values \( \psi \),

\[
E(\psi(P_1, \ldots, P_m) \mid P_i \leq p) \text{ is non-decreasing in } p \text{ for each true } H_i. \tag{1.2}
\]

This assumption is slightly more relaxed than positive regression dependence on a subset (PRDS) introduced in Benjamini and Yekutieli (2001). Independence simply means the p-values are mutually independent and arbitrary dependence means that the p-values are not known to have any specific dependence structure. The assumption of negative dependence and block dependence will be introduced in Chapter 2 and Chapter 3, respectively.

1.3 Testing Hypotheses with No Structure

Commonly used multiple testing methods are p-value based stepwise methods, including single-step, stepup, and stepdown methods. Given a single critical constant,
c, a single-step method rejects hypothesis $H_i$ if $P_i \leq c$ for $i = 1, \ldots, m$. Stepup and stepdown methods test the hypotheses one by one in the order of the p-values and use a non-decreasing set of critical constants, $\alpha_1, \ldots, \alpha_m$. Let $P_{(1)} \leq \cdots \leq P_{(m)}$ be the ordered p-values and let $H_{(1)}, \ldots, H_{(m)}$ be the corresponding hypotheses. A stepup method rejects $H_{(1)}, \ldots, H_{(r)}$ and accepts $H_{(r+1)}, \ldots, H_{(m)}$ where $r$ is the largest index satisfying

$$P_{(r)} \leq \alpha_r.$$ 

If no such $r$ exists, the method accepts all the hypotheses. A stepdown method rejects $H_{(1)}, \ldots, H_{(r)}$ and accepts $H_{(r+1)}, \ldots, H_{(m)}$ where $r$ is the largest index satisfying

$$P_{(1)} \leq \alpha_1, \ldots, P_{(r)} \leq \alpha_r.$$ 

Again, if no such $r$ exists, then the method accepts all the hypotheses. When the critical constants are all the same, both stepup and stepdown methods reduce to a single-step method.

1.3.1 PFER Controlling Procedures

A well-known and common PFER controlling procedure is the Bonferroni procedure. The Bonferroni procedure is the single step procedure with critical constant $\alpha/m$, and it strongly controls the PFER at level $m_0 \alpha/m$ under arbitrary dependence. A variant of the Bonferroni procedure is the weighted Bonferroni procedure. Given weights $w_1, \ldots, w_m$ such that $\sum_{i=1}^m w_i = 1$, the weighted Bonferroni procedure rejects $H_i$ if $P_i \leq w_i \alpha$. Another variant is the oracle Bonferroni procedure, which rejects $H_i$ if $P_i \leq \alpha/m_0$. The oracle Bonferroni procedure strongly controls the PFER at level $\alpha$ under arbitrary dependence but $m_0$ must be known (Hochberg and Tamhane 1987; Gordon et al. 2007).
1.3.2 FWER Controlling Procedures

The Holm procedure, which is the stepdown procedure with critical constants \( \alpha_i = \alpha/(m - i + 1) \), strongly controls the FWER at level \( \alpha \) under arbitrary dependence (Holm 1979). If the p-values are positively dependent as described by Assumption 1.1, then the stepup procedure with these same critical constants strongly controls the FWER (Sarkar and Chang 1997; Sarkar 1998), which is known as the Hochberg procedure (Hochberg 1988). A number of other procedures have also been developed, including the Simes global procedure (Simes 1986), the Sidák procedure (Holland and Copenhaver 1987), the Hommel procedure (Hommel 1988), etc.

1.3.3 FDR Controlling Procedures

Benjamini and Hochberg (1995) proposed the stepup procedure with critical constants \( \alpha_i = i\alpha/m \) for \( i = 1, \ldots, m \), which we will refer to as the Benjamini-Hochberg (BH) procedure. Formally, it is as follows.

1. Let \( R = \max\{1 \leq r \leq m : P(r) \leq r\alpha/m\} \).

2. If no such \( R \) exists, accept all the hypotheses. Otherwise, reject \( H_1, \ldots, H_R \) and accept \( H_{R+1}, \ldots, H_m \).

Benjamini and Hochberg (1995) proved that the BH procedure strongly controls the FDR at level \( m_0\alpha/m \) under independence. Later, Benjamini and Yekutieli (2001) and Sarkar (2002) proved that the BH procedure strongly controls the FDR at level \( m_0\alpha/m \) under positive dependence. It is easy to see that when \( m \) is replaced with \( m_0 \) in the critical constants of the BH procedure, the corresponding stepup procedure still controls the FDR at level \( \alpha \). Since \( m_0 \) is typically unknown, several procedures, known as adaptive procedures, replace \( m \) with a conservative estimate of \( m_0 \) (Storey et al. 2004; Benjamini et al. 2006; Blanchard and Roquain 2008; Sarkar 2008). Benjamini
and Yekutieli (2001) showed that under arbitrary dependence the BH procedure controls the FDR at level $m_0\alpha/(m \sum_{j=1}^{m} 1/j)$. Hence, the stepup procedure with critical constants

$$\alpha_i = \frac{i\alpha}{m \sum_{j=1}^{m} 1/j}, i = 1, \ldots, m$$

controls the FDR at level $\alpha$ under arbitrary dependence and is known as the Benjamini-Yekutieli (BY) procedure. Guo and Rao (2008) showed that the critical constants of this stepup procedure cannot be made larger without losing control of the FDR.

Several stepdown procedures have also been developed for FDR control. Benjamini and Liu (1999) introduced the stepdown procedure with critical constants

$$\alpha_i = 1 - \left[1 - \min \left(1, \frac{ma}{m-i+1}\right) \right]^{1/(m-i+1)}, i = 1, \ldots, m,$$

and showed it strongly controls the FDR under independence. Gavrilov et al. (2009) proposed the stepdown procedure, which also control the FDR under independence, with critical constants

$$\alpha_i = \frac{i\alpha}{m+1-i(1-\alpha)}, i = 1, \ldots, m.$$

Storey (2002) introduced an estimation based approach to the FDR which takes the opposite approach of stepwise methods. Instead of determining the rejection region (i.e., critical constants) based on a fixed FDR level, the rejection region is fixed and the FDR of the rejection region is estimated. Several works have followed up on this approach, including Storey (2003), Storey et al. (2004), and Fan et al. (2012).
1.4 Testing Hypotheses with Structure

When the hypotheses have a known structure, this structural information can often be used by multiple testing procedures to increase the power to detect false null hypotheses and enhance interpretation of the rejected hypotheses. Some progress has been made in testing structured hypotheses; however, it has been primarily focused on controlling the FWER. There has been little research towards developing methods which take hypothesis structure into account in controlling the FDR. In the following, we briefly review these FWER and FDR controlling procedures for testing structured hypotheses.

1.4.1 FWER Controlling Procedures

There are several FWER controlling procedures which account for the structure of the hypotheses. Maurer et al. (1995) proposed the fixed sequence procedure for testing hypotheses in a fixed, pre-defined order, which we will refer to as a fixed sequence structure. This method, which strongly controls the FWER at level $\alpha$ under arbitrary dependence, tests each hypothesis sequentially and rejects $H_i$ if $P_i \leq \alpha$ and $H_1, \ldots, H_{i-1}$ are all rejected for each $i = 1, \ldots, m$. The fallback procedure is also used to test hypotheses with a fixed sequence structure, but unlike the fixed sequence procedure, which does not test the remaining hypotheses once a hypothesis is accepted, the fallback procedure tests every hypothesis. The fallback procedure uses a series of weights $w_1, \ldots, w_m$ such that $\sum_{i=1}^m w_i = 1$. It rejects $H_i$ if $P_i \leq \alpha_i$ where $\alpha_i = w_i \alpha + \alpha_{i-1}$ if $H_{i-1}$ is rejected and $\alpha_i = w_i \alpha$ otherwise (Wiens 2003; Wiens and Dmitrienko 2005). Other procedures for testing hypotheses in a fixed sequence include Kropf and Läuter (2002), Kropf et al. (2004), Hommel and Kropf (2005), Qui et al. (2013).
Westfall and Kirshen (2001) and Dmitrienko et al. (2003) considered testing a fixed sequence of families of hypotheses and developed a general testing strategy known as gatekeeping procedures. A serial gatekeeping procedure tests a family only if every hypothesis in the previous families was rejected and a parallel gatekeeping procedure tests a family only if at least one hypothesis in each of the previous families was rejected. Recently, tree gatekeeping procedures, which merge the ideas of serial and parallel gatekeeping, have been introduced in the literature (Dmitrienko et al. 2007, 2008, 2013).

Meinshausen (2008) introduced a FWER controlling procedure for testing hypotheses with a hierarchical structure, where each hypothesis in the hierarchical structure can have at most one parent hypothesis and several child hypotheses. Meinshausen’s procedure imposes the restriction that a hypothesis is not tested unless its parent hypothesis is rejected. Goeman and Mansmann (2008) developed a FWER controlling procedure for testing hypotheses along a directed acyclic graph and applied this procedure to the testing of Gene Ontology terms. The procedure is in part based on the Holm procedure and requires the user to select a pre-specified subset of the Gene Ontology terms the user is most interested in. Other procedures for testing hypotheses with complex structure include Huque and Alosh (2008) and Goeman and Finos (2012).

1.4.2 FDR Controlling Procedures

Among the few procedures that control the FDR while taking into account the underlying structure of the hypotheses, the method by Yekutieli (2008b) is perhaps the most general. Yekutieli’s procedure tests hypotheses with a hierarchical structure and it was shown to strongly control the FDR at level $\alpha$ under independence. The procedure groups the hypotheses into families, where a family contains all the
hypotheses that share the same parent. The families are tested by the BH procedure at level $\alpha/2.88$ only if the family’s parent hypothesis is rejected.

Other procedures for testing hierarchically ordered hypotheses have also been developed, such as Mehrotra and Heyse (2004), Benjamini and Heller (2007), Heller et al. (2009), and Guo et al. (2010), but these methods can only be applied to the special case when the hierarchy has exactly two levels. Recently, Farcomeni and Finos (2013) developed an FDR controlling fixed sequence procedure. Their testing procedure tests each hypothesis in order at level $\alpha$ until it reaches a stopping condition which is based on the number of rejections.

1.5 Research Motivation and Dissertation Outline

In this dissertation, we focus on developing FDR controlling methods which account for the inherent structure of the tested hypotheses. Hypotheses with inherent structure often arise in genomics research, clinical trials, fMRI studies, and quality control. While there is a large body of work for testing hypotheses with structure in the framework of FWER control, this problem has been largely ignored in the framework of FDR control, which is a more appropriate error rate for large scale multiple hypothesis testing. Most of the existing FDR controlling procedures are stepup or stepdown methods which order the hypotheses based on the p-values and thus, ignore any structural information that the hypotheses might have. Moreover, in some applications, it is not even possible to use the conventional p-value based multiple testing methods, because of the inherent structure among the tested hypotheses. For example, the hypotheses associated with stream data in sequential change detection problems (Ross et al. 2011), have a natural temporal structure. The decision concerning each hypothesis is to be made before the data associated with the
remaining hypotheses are observed. However, for any of the conventional methods, such as stepwise procedures, an implicit assumption is that all the data is available before any testing decision is made. So, these conventional methods are not applicable in such scenarios of real-time decision involving hypotheses with temporal structure.

In Chapter 2, we consider the testing of hypotheses with a fixed sequence structure where the hypotheses are tested one-by-one in a pre-specified order. Such fixed sequence structures naturally arise in clinical trials (Maurer et al. 1995; Bauer et al. 1998; Westfall and Kirshen 2001; Wiens and Dmitrienko 2005) and multiple testing problems associated with stream data (Ross et al. 2011). In this chapter, we develop new procedures controlling the FDR for testing hypotheses in a fixed sequence under both arbitrary dependence and independence. Although we only consider a basic structure, the techniques developed are used to help create FDR controlling procedures with more complex structures such as the hierarchical structure considered in Chapter 3. Also, we discuss a data driven ordering technique so that our fixed sequence testing procedures can even be used in more conventional multiple testing problems where the hypotheses do not have a fixed sequence structure.

Next, in Chapter 3, we consider the problem of testing hierarchies of hypotheses where a hypothesis is tested only if its parent hypothesis has been rejected. Recently, hierarchical testing approaches have been used for several multiple testing problems including genomics (Yekutieli 2008b; Heller et al. 2009; Guo et al. 2010; Goeman and Finos 2012), clinical safety data (Mehrotra and Heyse 2004), clinical trials (Dmitrienko et al. 2007; Huque and Alosh 2008), and variable selection (Meinshausen 2008). In this chapter, we introduce a novel testing method called the generalized stepwise method that is useful for hierarchical testing. We consider several different types of joint distributions of the p-values and develop hierarchical testing procedures controlling the FDR under these joint distributions.
In Chapter 4, we are primarily concerned with developing an FDR controlling procedure for testing hypotheses along a directed acyclic graph structure, which is a very general type of structure. In applications, multiple testing along a directed acyclic graph structure can often be found in genomics studies (Goeman and Mansmann 2008) and in clinical trials (Dmitrienko et al. 2007; Dmitrienko and Tamhane 2013). In order to develop a procedure for testing such structured hypotheses, we propose a novel approach for creating new multiple testing procedures that control error rates appropriate for large scale multiple testing. This approach is used to help develop and prove FDR control of a new directed acyclic graph testing procedure.

Finally, our conclusion and future work is in Chapter 5, where we summarize our findings and discuss future research.
CHAPTER 2

THE TESTING OF FIXED SEQUENCES OF HYPOTHESES

2.1 Introduction

In this chapter, we consider the case when the hypotheses are to be tested in a fixed, pre-specified order. We will refer to testing hypotheses in this manner as fixed sequence multiple testing. The ordering of the hypotheses must be specified beforehand and is typically based on the inherent structure among the tested hypotheses. For example, the hypotheses associated with stream data in sequential change detection problems (Ross et al. 2011), have a natural temporal structure and are thus ordered by time. When the ordering of the hypotheses is unknown, a fixed sequence structure can be formed by re-formulating the underlying problem, as in Kropf and Läuter (2002), Kropf et al. (2004), Westfall et al. (2004), Hommel and Kropf (2005), and Finos and Farcomeni (2011), where the testing order of the hypotheses is specified using a data-driven approach.

Most FDR controlling procedures cannot test hypotheses that have a fixed pre-define testing order and to the best of our knowledge, only Farcomeni and Finos (2013) have developed such a fixed sequence FDR controlling procedure. Their testing approach, which is different than ours, tests each hypothesis in order at level $\alpha$ until it reaches a stopping condition which is based on the number of rejections. Yekutieli’s hierarchical testing method (Yekutieli 2008b), which controls the FDR under independence, can also be applied to test hypotheses in the fixed sequence structure. However, when testing hypotheses in a fixed sequence, this method tests each hypothesis at $\alpha/2.88$, which is too conservative.
In this chapter, we will introduce several FDR controlling methods that exploit the fixed sequence structural information. We first consider a conventional fixed sequence multiple testing method that keeps rejecting until an acceptance occurs and develop such a method controlling the FDR under arbitrary dependence. It is shown to be optimal in the sense that it cannot be improved by increasing even one of its critical values without losing control over the FDR, or even by imposing a positive dependence condition on the $p$-values, such as Assumption 1.1. This is different from what happens in the case of non-fixed sequence multiple testing. For instance, the so-called BY method of Benjamini and Yekutieli (2001) that controls the FDR under arbitrary dependence can be improved significantly by the BH method of Benjamini and Hochberg (1995) by imposing this positive dependence condition. Since our procedure cannot be improved under positive dependence, we consider the case of negative dependence and develop a more powerful conventional fixed sequence multiple testing method controlling the FDR under negative dependence which includes independence as a special case.

There is a potential for loss of power in a conventional fixed sequence multiple testing method if the ordering of the hypotheses, particularly for the earlier ones, does not match with that of their true effect sizes potentially leading to some earlier hypothesis being accepted and the follow-up hypotheses having no chance to be tested. To mitigate that, we consider generalizing the conventional fixed sequence multiple testing to one that allows more than one, but a pre-specified number of acceptances, and develop such generalized fixed sequence multiple testing methods controlling the FDR under both arbitrary dependence and independence.

It is not always the case in real data applications that the hypotheses will have a natural fixed sequence structure or information about how to order them will be available a priori. Nevertheless, the data itself can often provide information on how to order the hypotheses. In this chapter, we discuss such a data-driven ordering
strategy which can be applied to a broad spectrum of multiple testing problems, such as one-sample and two-sample t-tests, and one-sample and two-sample nonparametric tests. Through simulation studies and a real microarray data analysis, this strategy coupled with our proposed fixed sequence methods is seen to perform favorably against the corresponding non-fixed sequence methods under certain settings.

This chapter is organized as follows. With some concepts and background information given in Section 2.2, we present the developments of our conventional and generalized fixed sequence procedures controlling the FDR under various dependencies in Sections 2.3 and 2.4, respectively. A data-driven ordering strategy is discussed and coupled with our fixed sequence procedures, applied to a real microarray data analysis in Section 2.5. The findings from some simulation studies on the performances of our procedures are given in Section 2.6. Some concluding remarks are made in Section 2.7 and proofs of some results are given in Appendix A.

2.2 Preliminaries

Suppose that $H_i, i = 1, \ldots, m$, are the $m$ null hypotheses to be tested and are ordered a priori. Let $m_1$ of these null hypotheses be false and recall that $m_0$ is the number of true null hypotheses. For notational convenience, we denote the index of the $i$th true null hypothesis by $u_i$ and the $i$th true null $p$-value by $\hat{P}_i$, for $i = 1, \ldots, m_0$ so that $\hat{P}_i = P_{u_i}$. The set of indices of the true null hypotheses is $I_0$. Let $S$ be the number of false null hypotheses rejected and recall that $V$ and $R$ are the number of true null hypotheses rejected and total number of hypotheses rejected, respectively, for a multiple testing procedure.

Typically, the hypotheses are ordered based on their $p$-values and multiple testing is carried out using a stepwise or single-step procedure. However, when these
hypotheses are ordered a priori and not according to their p-values, multiple testing is performed using a fixed sequence method. Given a non-decreasing sequence of critical constants $0 < \alpha_1 \leq \ldots \leq \alpha_m$, a conventional fixed sequence method is defined as follows:

**Definition 2.1.** (Conventional fixed sequence method)

1. If $P_1 \leq \alpha_1$, then reject $H_1$ and continue to test $H_2$; otherwise, stop.

2. If $P_i \leq \alpha_i$ then reject $H_i$ and continue to test $H_{i+1}$; otherwise, stop.

Thus, a conventional fixed sequence method continues testing in the predetermined order as long as rejections occur. Once an acceptance occurs, it stops testing the remaining hypotheses. In Section 2.4, we will generalize a conventional fixed sequence method to allow a given number of acceptances. It should be noted that a conventional fixed sequence method with common critical constant $\alpha$, which is often called the fixed sequence procedure in the literature, strongly controls the FWER at level $\alpha$ (Maurer et al. 1995). We will refer to it as the FWER fixed sequence procedure in this dissertation in order to distinguish it from other fixed sequence methods designed to control the FDR.

Regarding the dependence of the p-values, in this chapter, we will refer to arbitrary dependence, positive dependence, independence, and negative dependence. Positive dependence is characterized by Assumption 1.1 of Chapter 1. Negative dependence is characterized by the following property:

**Definition 2.2.** (Negative Association) The vector of p-values $\vec{P}$ is negatively associated with null p-values if for each $i = 1, \ldots, m_0$, the following inequality holds:

$$
\Pr \left( \hat{P}_i \leq p_{u_i}, P_j \leq p_j, j = 1, \ldots, m, \text{ with } j \neq u_i \right) 
\leq \Pr \left( \hat{P}_i \leq p_{u_i} \right) \Pr \left( P_j \leq p_j, j = 1, \ldots, m, \text{ with } j \neq u_i \right),
$$

(2.1)

for all fixed $p_j$'s.
Several multivariate distributions possess the conventional negative association property, including multivariate normal with non-positive correlation, multinomial, dirichlet, and multivariate hypergeometric (Joag Dev and Proschan 1983). It is easily seen that independence is a special case of negative dependence.

2.3 Conventional Fixed Sequence Procedures

In this section, we present the developments of two simple conventional fixed sequence procedures controlling the FDR under both arbitrary dependence and negative dependence conditions on the $p$-values.

2.3.1 Procedure Under Arbitrary Dependence

Since the FDR is more liberal than the FWER, a conventional fixed sequence method controlling the FDR under arbitrary dependence is expected to have critical values that are at least as large as $\alpha$, the common critical constant for the FWER fixed sequence method. In the following, we present such a simple conventional fixed sequence FDR controlling procedure.

**Theorem 2.1.** Consider a conventional fixed sequence procedure with critical constants

$$\alpha^{(1)}_i = \min \left( \frac{m \alpha}{m - i + 1}, 1 \right), \ i = 1, \ldots, m.$$ 

(i) This procedure strongly controls the FDR at level $\alpha$ under arbitrary dependence of the $p$-values.
(ii) One cannot increase even one of the critical constants $\alpha_i^{(1)}, i = 1, \ldots, m$, while keeping the remaining fixed without losing control of the FDR. This is true even under Assumption 1.1.

Proof of 2.1(i). Since $u_1$ is the index of the first true null hypothesis, the first $u_1 - 1$ null hypotheses are all false. Note that the event $\{V > 0\}$ implies that $S \geq u_1 - 1$ and $\hat{P}_1 \leq \alpha_{u_1}^{(1)}$, and therefore we have

$$
\text{FDR} = E\left(\frac{V}{V + S} I\{V > 0\}\right) \leq E\left(\frac{m_0}{m_0 + u_1 - 1} I\{V > 0\}\right)
= \frac{m_0}{m_0 + u_1 - 1} Pr(V > 0) \leq \frac{m_0}{m_0 + u_1 - 1} Pr(\hat{P}_1 \leq \alpha_{u_1}^{(1)})
\leq \frac{m - u_1 + 1}{m} \alpha_{u_1}^{(1)} \leq \alpha.
$$

The first inequality follows from the fact that $V/(V + S)$ is an increasing function of $V$ and a decreasing function of $S$. The third inequality follows from the fact that $m_0/(m_0 + u_1 - 1)$ is an increasing function of $m_0$ and $m_0 \leq m - u_1 + 1$ since there are at least $u_1 - 1$ false nulls. This proves part (i).

For a proof of part (ii), see Appendix A. ■

Remark 2.1. Theorem 2.1 shows that when controlling the FDR under arbitrary dependence, the operating characteristic of the proposed fixed sequence method is much different from that of the usual stepwise procedure of Benjamini and Yekutieli (Benjamini and Yekutieli 2001) that relies on $p$-value based ordering of the hypotheses. It cannot be further improved, even by imposing Assumption 1.1 on the $p$-values, unlike the BY procedure that is known to be greatly improved by the BH procedure under such positive dependence. Also, as shown in our proof of Theorem 2.1(ii) under arbitrary dependence (see Appendix), the least favorable configuration (the configuration which leads to the largest error rate, see Finner and Roters, 2001) of the newly suggested fixed sequence FDR controlling procedure is when the ordering of the hypotheses is perfect (i.e, when all the false null hypotheses are tested before
the true ones), the false null $p$-values are all 0 with probability 1, and the true null $p$-values are the same with each following $U(0, 1)$ distribution. This least favorable configuration is much different from that given in Guo and Rao (2008) for the BY procedure under arbitrary dependence.

Although the procedure in Theorem 2.1 cannot be improved under Assumption 1.1, we consider in the next subsection the condition of negative dependence which includes independence as a special case, and under such condition, develop a more powerful conventional fixed sequence method that controls the FDR.

### 2.3.2 Procedure Under Negative Dependence

When the $p$-values are negatively associated as defined in Section 2.2, the critical constants of the conventional fixed sequence procedure in Theorem 2.1 can be further improved as in the following:

**Theorem 2.2.** The conventional fixed sequence method with critical constants

$$
\alpha_i^{(2)} = \frac{i\alpha}{1 + (i-1)\alpha}, i = 1, \ldots, m
$$

strongly controls the FDR at level $\alpha$ when the $p$-values are negatively associated on the true null $p$-values.

To prove Theorem 2.2, we use the following lemma, with proof given in Appendix:

**Lemma 2.1.** Let $m_{0,i}$ and $m_{1,i}$ respectively denote the numbers of true and false null hypotheses among the first $i$ null hypotheses, and

$$
d_i = \begin{cases} 
I\{i \in I_0\} & \text{if } i = 1 \\
(m_{1,i-1}I\{i \in I_0\} - m_{0,i-1}I\{i \notin I_0\})/(i(i-1)) & \text{if } i > 1.
\end{cases}
$$
Then, the FDR of any fixed sequence procedure can be expressed as

\[
FDR = \sum_{i=1}^{m} d_i \Pr(R \geq i).
\]

**Proof of Theorem 2.2.** If \( u_1 = 1 \), then

\[
FDR \leq \text{FWER} = \Pr(V > 0) = \Pr(\hat{P}_1 \leq \alpha_1^{(2)}) \leq \alpha.
\]

If \( u_1 > 1 \), then by Lemma 2.1,

\[
FDR = \sum_{i=1}^{m} d_i \Pr(R \geq i) = \sum_{i=u_1}^{m} d_i \Pr(R \geq i)
\]

\[
= \sum_{i=u_1}^{m} \left( d_i + \frac{m_{1,i}\alpha}{i} \right) \Pr(R \geq i) - \sum_{i=u_1}^{m} \frac{m_{1,i}\alpha}{i} \Pr(R \geq i). \quad (2.2)
\]

The second equality follows from the fact that \( d_i = 0 \) for \( i = 1, \ldots, u_1 - 1 \).

For each \( i = u_1, \ldots, m \), the following inequality holds.

\[
\left( d_i + \frac{m_{1,i}\alpha}{i} \right) \Pr(R \geq i) \leq \frac{m_{1,i-1}\alpha}{i-1} Pr(R \geq i - 1). \quad (2.3)
\]

To see this, we consider, separately, the case when \( i \in I_0 \) and when \( i \notin I_0 \). Suppose \( i \in I_0 \), then \( m_{1,i-1} = m_{1,i} \) and

\[
\left( d_i + \frac{m_{1,i}\alpha}{i} \right) \Pr(R \geq i)
\]

\[
= \left( \frac{m_{1,i-1}}{i(i-1)} + \frac{m_{1,i-1}\alpha}{i} \right) \Pr \left( P_i \leq \alpha_1^{(2)}, \ldots, P_{i-1} \leq \alpha_i^{(2)}, P_i \leq \alpha_i^{(2)} \right)
\]

\[
\leq \frac{m_{1,i-1}(1 + (i-1)\alpha)}{i(i-1)} \Pr \left( P_i \leq \alpha_1^{(2)}, \ldots, P_{i-1} \leq \alpha_i^{(2)} \right) \Pr \left( P_i \leq \alpha_i^{(2)} \right)
\]

\[
\leq \frac{m_{1,i-1}\alpha}{i-1} Pr(R \geq i - 1).
\]

The first and second inequalities follow from (2.1) and (1.1), respectively.

Now suppose \( i \notin I_0 \), then \( m_{1,i} = m_{1,i-1} + 1 \) and

\[
\left( d_i + \frac{m_{1,i}\alpha}{i} \right) \Pr(R \geq i) = \left( \frac{m_{0,i-1}}{i(i-1)} + \frac{(m_{1,i-1} + 1)\alpha}{i} \right) \Pr(R \geq i)
\]

\[
= \left( \frac{m_{0,i-1}}{i(i-1)} + \frac{m_{1,i-1}\alpha}{i} + \frac{(m_{1,i-1} + 1)\alpha}{i} \right) \Pr(R \geq i)
\]

\[
= \left( \frac{m_{0,i-1}}{i(i-1)} + \frac{m_{1,i-1}\alpha}{i} \right) \Pr(R \geq i).
\]
\[ \leq \left( -\frac{m_{0,i-1}\alpha}{i(i-1)} + \frac{(m_{1,i-1} + 1)\alpha}{i} \right) \Pr(R \geq i) \]
\[ = \frac{m_{1,i-1}\alpha}{i-1} \Pr(R \geq i) \leq \frac{m_{1,i-1}\alpha}{i-1} \Pr(R \geq i-1). \]

In the second equality, we use the fact that \( m_{0,i-1} + m_{1,i-1} = i - 1 \).

Applying (2.3) to (2.2), we have

\[
\text{FDR} = \sum_{i=1}^{m} \left( d_i + \frac{m_{1,i}\alpha}{i} \right) \Pr(R \geq i) - \sum_{i=1}^{m} \frac{m_{1,i}\alpha}{i} \Pr(R \geq i)
\]
\[ \leq \sum_{i=1}^{m} \frac{m_{1,i-1}\alpha}{i-1} \Pr(R \geq i-1) - \sum_{i=1}^{m} \frac{m_{1,i}\alpha}{i} \Pr(R \geq i)
\]
\[ = \alpha \Pr(R \geq u_1 - 1) - \frac{m_1\alpha}{m} \Pr(R = m)
\]
\[ \leq \alpha. \]

The equality follows from that fact that \( m_{1,u_1 - 1} = u_1 - 1 \), since the first \( u_1 - 1 \) hypotheses are false. ■

Remark 2.2. The conventional fixed sequence procedure in Theorem 2.2 is nearly optimal in the sense that the upper bound of the FDR of this procedure is very close to \( \alpha \) under certain configurations. Consider the following configuration: All the false null hypotheses are tested before the true null hypotheses, the false null \( p \)-values are all 0 with probability 1, and the true null \( p \)-values are independently distributed as \( U(0, 1) \). Under this configuration, (2.3) becomes an equality. Following the proof of Theorem 2.2, the FDR of this procedure is exactly \( \alpha - \frac{m_1\alpha}{m} \Pr(R = m) \). When \( m_1/m \) approaches to \( \pi_1 \) as \( m \to \infty \) with \( 0 \leq \pi_1 < 1 \), an approximate lower bound of the FDR is \( \alpha - \pi_1\alpha e^{-(1-\pi_1)\frac{1-\alpha}{\alpha}} \).

To see why, we first note that

\[
\frac{m_1\alpha}{m} \Pr(R = m) = \frac{m_1\alpha}{m} \prod_{i=m_1+1}^{m} \alpha_i^{(2)} < \frac{m_1\alpha}{m} (\alpha_m^{(2)})^{m-m_1}.
\]
Then, by simple calculation, we have

\[
\lim_{m \to \infty} FDR \geq \alpha - \lim_{m \to \infty} \frac{m_1 \alpha}{m} \left( \alpha_m^{(2)} \right)^{m - m_1} = \alpha - \pi_1 \alpha e^{-\left(1 - \pi_1\right) \frac{1 - \alpha}{\alpha}}.
\]

This lower bound of the FDR is very close to the pre-specified level \( \alpha \). For example, for large \( m \), if \( m_1/m = 0.2 \), then with \( \alpha = 0.05 \), the lower bound under the above configuration is about 0.04999975.

**Remark 2.3.** Figure 2.1 compares the critical constants for the proposed procedures along with the FWER fixed sequence procedure at level \( \alpha \). It should be noted that the first few critical constants are the most important ones. If the first few values are too small, then the procedure might stop too early and the remaining hypotheses will not have a chance to be tested. With this in mind, it can be seen that the critical constants of the procedure introduced in Theorem 2.2 are by far the best, and the critical constants of the procedure in Theorem 2.1 are slightly better than those of the conventional fixed sequence procedure.

### 2.4 Fixed Sequence Procedures that Allow More Acceptances

A conventional fixed sequence method might potentially lose power if an early null hypothesis fails to be rejected, with the remaining hypotheses having no chance of being tested. To remedy this, we generalize a conventional fixed sequence method to one that allows a certain number of acceptances. The procedure will keep testing hypotheses until a pre-specified number of acceptance has been reached. The same
Figure 2.1  A plot of the critical constants of the procedures in Theorems 2.1 (solid line), 2.2 (dashed line), and the FWER fixed sequence procedure (dotted line) for $m = 20$, 50, and 100.

The idea has also been used by Hommel and Kropf (2005) to develop FWER controlling procedures in fixed-sequence multiple testing.

Suppose $k$ is a pre-specified positive integer and $\alpha_1 \leq \cdots \leq \alpha_m$ is a non-decreasing sequence of critical constants. A fixed sequence method that allows more acceptances is defined below.

**Definition 2.3.** (Fixed sequence method stopping on the $k^{th}$ acceptance)

1. If $P_1 \leq \alpha_1$, then reject $H_1$; otherwise, accept $H_1$. If $k > 1$ or $H_1$ is rejected, then continue to test $H_2$; otherwise stop.

2. If $P_i \leq \alpha_i$, then reject $H_i$; otherwise, accept $H_i$. If the number of accepted hypotheses so far is less than $k$, then continue to test $H_{i+1}$; otherwise stop.

It is easy to see that when $k = 1$, the fixed sequence method stopping on the $k^{th}$ acceptance reduces to the conventional one.
Theorem 2.3. The fixed sequence method stopping on the $k^{th}$ acceptance with critical constants

$$
\alpha_{(3)} =\begin{cases}
\frac{\alpha}{k} & \text{if } i = 1, \ldots, k \\
\frac{(m-k+1)\alpha}{(m-i+1)k} & \text{if } i = k + 1, \ldots, m
\end{cases}
$$

strongly controls the FDR at level $\alpha$ under arbitrary dependence of the $p$-values.

Proof of Theorem 2.3. Let $U$ be the index of the first rejected true null hypothesis. If no true null hypotheses are rejected, then set $U = 0$. We will show that for $i = 1, \ldots, m_0$,

$$
E \left( \frac{V}{V+S} I\{U = u_i\} \right) \leq \frac{\alpha}{k}. \tag{2.4}
$$

If $i \leq k$, then

$$
E \left( \frac{V}{V+S} I\{U = u_i\} \right) \leq \Pr (U = u_i) \leq \Pr \left( \hat{P}_i \leq \frac{\alpha}{k} \right) \leq \frac{\alpha}{k}.
$$

Now, assume $i > k$. Note that the event $\{U = u_i\}$ implies $V \leq m - u_i + 1$ and $S \geq u_i - k$, because the first $u_i - 1$ hypotheses were either false nulls or accepted true nulls and among the first $u_i - 1$ hypotheses tested, there can be at most $k - 1$ acceptances. Thus,

$$
E \left( \frac{V}{V+S} I\{U = u_i\} \right) \leq E \left( \frac{m - u_i + 1}{(m-u_i+1)+(u_i-k)} I\{U = u_i\} \right)
$$

$$
\leq \frac{m-u_i+1}{m-k+1} \Pr \left( \hat{P}_i \leq \alpha_{u_i}^{(3)} \right) \leq \frac{\alpha}{k}.
$$

The first inequality follows from the fact that $V/(V + S)$ is an increasing function of $V$ and a decreasing function of $S$.

From (2.4), we have

$$
\text{FDR} = \sum_{i=1}^{\min(m_0,k)} E \left( \frac{V}{V+S} I\{U = u_i\} \right) \leq \sum_{i=1}^{k} \frac{\alpha}{k} = \alpha,
$$
where the first equality follows from the fact that if none of the first $k$ true null hypotheses are rejected, then $V = 0$. ■

We should point out that the result in Theorem 2.3 is weaker than that in Theorem 2.1, although the method in Theorem 2.3 reduces to that in Theorem 2.1 when $k = 1$. More specifically, we cannot prove that the procedure in Theorem 2.3 is optimal in the sense that its critical constants cannot be further improved without losing control of the FDR under arbitrary dependence of the $p$-values. However, under certain distributional assumptions on the $p$-values, the critical constants of this procedure can potentially be improved. In particular, we have the following result.

**Theorem 2.4.** Consider a fixed sequence method stopping on the $k^{th}$ acceptance with critical constants

$$
\alpha_i^{(4)} = \frac{(r_{i-1} + 1)\alpha}{k + (i - k)\alpha}, i = 1, \ldots, m,
$$

where $r_i$ is the number of rejections among the first $i$ tested hypotheses, with $r_0 = 0$, for $i = 1, \ldots, m$. This procedure strongly controls the FDR at level $\alpha$ if the true null $p$-values are mutually independent and are independent of the false null $p$-values.

Before presenting a proof of the above theorem, let us introduce a few more notations. For $i = 1, \ldots, m$, let $V_i$ and $S_i$ be the numbers of false rejections and true rejections among the first $i$ rejections and $J_i$ be the index of the $i^{th}$ rejected hypothesis. If there are less than $i$ rejections, we define $V_i = V_{i-1}$, $S_i = S_{i-1}$ and $J_i = m + 1$. In addition, for notational convenience, define $V_0 = S_0 = J_0 = 0, V_0/0 = 0$, and $S_0/0 = 1$.

We use the following two lemmas, with proofs given in Appendix, to prove the theorem.
Lemma 2.2. The FDR of any fixed sequence method stopping on the $k^{th}$ acceptance can be expressed as
\[
\text{FDR} = E\left(\sum_{i=1}^{m} \left(\frac{V_i}{i} - \frac{V_{i-1}}{i-1}\right) I\{J_i < m + 1\}\right).
\]

Lemma 2.3. Consider the procedure defined in Theorem 2.4, the following inequality holds for $i = 1, \ldots, m$,
\[
E\left(\left(\frac{V_i}{i} - \frac{V_{i-1}}{i-1}\right) I\{J_i < m + 1\}\right) \\
\leq E\left(\frac{(k - J_{i-1} + 1)\alpha}{k} S_{i-1} I\{J_{i-1} < m + 1\} - \frac{(k - J_i + i)\alpha}{k} S_i I\{J_i < m + 1\}\right).
\]

Proof of Theorem 2.4. By Lemmas 2.2 and 2.3, we have
\[
\text{FDR} = E\left(\sum_{i=1}^{m} \left(\frac{V_i}{i} - \frac{V_{i-1}}{i-1}\right) I\{J_i < m + 1\}\right) \\
\leq E\left(\alpha - \frac{(k - J_1 + 1)\alpha}{k} S_1 I\{J_1 < m + 1\}\right) \\
+ E\left(\sum_{i=2}^{m} \left(\frac{(k - J_{i-1} + i - 1)\alpha}{k} S_{i-1} I\{J_{i-1} < m + 1\} - \frac{(k - J_i + i)\alpha}{k} S_i I\{J_i < m + 1\}\right)\right) \\
= E\left(\alpha - \frac{(k - J_m + m)\alpha}{k} S_m I\{J_m < m + 1\}\right) \leq \alpha.
\]

Remark 2.4. When $k = 1$, the generalized fixed sequence method in the above theorem reduces to the conventional fixed sequence method in Theorem 2.2, since in this case $r_{i-1} = i - 1$, and thus continues to control the FDR when the $p$-values are negatively associated. However, when $k > 1$, it can only control the FDR under the independence assumption made in the theorem. It can be shown that this method, when $k > 1$, may no longer control the FDR when the $p$-values are negatively associated. Consider, for example, the problem of simultaneously testing two hypotheses $H_1$ and $H_2$ for which both of them are true, the associated $p$-values $\hat{P}_1$ and $\hat{P}_2$ are both $U(0, 1)$, and
\[ \hat{P}_2 = 1 - \hat{P}_1. \] It is easy to see that under such configuration, when \( k = 2 \), the FDR of this procedure is equal to \( \frac{\alpha}{2-\alpha} + \frac{\alpha}{2} > \alpha. \)

### 2.5 Data Driven Ordering

The performances of the aforementioned fixed sequence methods depend on how well the hypotheses are ordered according to their true effect sizes. In some cases, one can use pilot data available to establish a good ordering among the hypotheses. For example, in replicated studies, the hypotheses for the follow-up study can be ordered using the data from the primary study. However, when prior information is unavailable ordering information can usually be assessed from the data itself. Such data-driven ordering methods have been used by several authors coupled with the fixed sequence methods controlling the FWER and generalized FWER (Kropf and Läuter 2002; Kropf et al. 2004; Westfall et al. 2004; Hommel and Kropf 2005; Finos and Farcomeni 2011; Goeman and Finos 2012). Assume that the variables of interest are \( X_i, i = 1, \ldots, m \), with \( n \) independent observations \( X_{i1}, \ldots, X_{in} \) on each \( X_i \). An ordering statistic, \( Y_i \), and a test statistic, \( T_i \), are determined for each \( i = 1, \ldots, m \). The \( Y_i \)'s are used to order all of the hypotheses \( H_1, \ldots, H_m \), \( T_i \) is used to test the hypothesis \( H_i, i = 1, \ldots, m \), and \( P_i \) is the corresponding \( p \)-value. In addition, \( Y_i \) is chosen such that it is independent of the \( T_i \)'s under \( H_i \) and tends to be larger as the effect size increases. The idea is outlined below.

**Definition 2.4. Data-Driven Ordering Procedure**

1. **The hypotheses are ordered based on** \( Y_1, \ldots, Y_m \) **where the hypothesis corresponding to the largest** \( Y_i \) **is placed first, the hypothesis corresponding to the second largest is placed second, and so on.**
2. The hypotheses are tested using a fixed sequence procedure based on the the $p$-values $P_1, \ldots, P_m$ and the testing order established in Step 1.

We give a few examples to further illustrate the idea.

Example 2.1: One sample T-test. Consider testing $H_i: \mu_i = 0$ against $H'_{i}: \mu_i \neq 0$ simultaneously where $X_i$ follows a $N(\mu_i, \sigma^2)$ distribution. Let $\bar{X}_i = \sum_{j=1}^{n} X_{ij}/n$ and $s_i^2 = \sum_{j=1}^{n} (X_{ij} - \bar{X}_i)^2/(n - 1)$ be the sample mean and variance, respectively, based on the observations $X_{i1}, \ldots, X_{in}$. Let $Y_i = \sum_{j=1}^{n} X_{ij}^2$ be the ordering statistics so that the hypotheses are ordered through their sum of squares, and $T_i = \sqrt{n} \bar{X}_i/s_i$ is the usual $t$-test statistic for testing $H_i$. Then, $P_i = 2(1 - F(|T_i|))$, $i = 1, \ldots, m$, where $F(\cdot)$ is the CDF of the $t$-distribution with $n - 1$ degrees of freedom, are the $p$-values. When $\mu_i = 0$, $T_i$ and $Y_i$ are independent (see, for instance, Lehmann and Romano (2005a); p. 156). Furthermore,

$$E(Y_i) = n(\mu_i^2 + \sigma^2),$$

which suggests that $|\mu_i|$ tends to increase as $Y_i$ increases.

Example 2.2: Two sample T-test. Consider testing $H_i: \mu_{i}^{(1)} = \mu_{i}^{(2)}$ against $H'_{i}: \mu_{i}^{(1)} \neq \mu_{i}^{(2)}$ simultaneously using $n = n_1 + n_2$ data vectors. Suppose $X_{ij}^{(l)}$, $j = 1, \ldots, n_l$, follows a $N(\mu_{i}^{(l)}, \sigma^2)$ distribution, for $l = 1, 2$. Then, the hypotheses can be tested using the two-sample $t$-test statistics $T_i$ and are ordered through the values of the ‘total sum of squares,’ which is $Y_i = \sum_{l=1}^{2} \sum_{j=1}^{n_l} (X_{ij}^{(l)} - \bar{X}_i)^2$, where $\bar{X}_i = \sum_{l=1}^{2} \sum_{j=1}^{n_l} X_{ij}^{(l)}/n$, for $i = 1, \ldots, m$. The rationale behind this is the independence between the $Y_i$’s and $T_i$ under $H_i$ (see, for instance, Westfall et al. (2004)), and the following result: $E[Y_i] = (n - 1)\sigma^2 + n_1n_2(\mu_{i}^{(1)} - \mu_{i}^{(2)})^2/n$.

Example 2.3: Nonparametric test. Kropf et al. (2004) describe a data-driven ordering strategy for nonparametric tests. In the one sample case, we are interested in testing $H_i: \mu_i = 0$ against $H'_{i}: \mu_i \neq 0$ where $X_{ij}, j = 1, \ldots, n$ are assumed to
be symmetric about $\mu_i$. The hypotheses are tested using the one-sample Wilcoxon test and ordered based on $Y_i = \text{med}(|X_{i1}|, \ldots, |X_{im}|)$. In the two sample case, we are interested in testing $H_i : \mu_i^{(1)} = \mu_i^{(2)}$ against $H'_i : \mu_i^{(1)} \neq \mu_i^{(2)}$ using $n = n_1 + n_2$ data vectors, where $X_{ij}^{(l)}$, $j = 1, \ldots, n_l$ are assumed to be symmetric about $\mu_i^{(l)}$ for $l = 1, 2$.

The hypotheses are tested using the two-sample Wilcoxon test and ordered based on the interquartile range $Y_i = q_{3i} - q_{1i}$, where $q_{1i}$ and $q_{3i}$ are respectively the $1^{st}$ and $3^{rd}$ quartile of the mixture of $X_{ij}^{(1)}$’s and $X_{ij}^{(2)}$’s.

When our proposed fixed sequence procedures are used in applications coupled with the aforementioned data-driven ordering strategy, the FDR controls are still maintained under the independence assumption, if the ordering statistics are chosen to be independent of the test statistics in the data-driven ordering strategy, even though the same data is repeatedly used for ordering and testing the hypotheses. We have the following result.

**Theorem 2.5.** Suppose $X_1, \ldots, X_m$ are mutually independent. If the hypotheses $H_1, \ldots, H_m$ are ordered based on the ordering statistics $Y_i, i = 1, \ldots, m$, tested using the test statistics $T_i, i = 1, \ldots, m$, and $Y_i$ is independent of $T_i$ under $H_i$, then the fixed sequence multiple testing procedures introduced in Theorems 2.1-2.4 can still strongly control the FDR at level $\alpha$.

**Proof of Theorem 2.5.** Assume without any loss of generality that $Y_1 \geq \cdots \geq Y_m$, so that conditional on the $Y_i$’s, $H_i$ is the $i$th hypotheses to be tested in our fixed sequence multiple testing methods. When $H_i$ is true, $P_i$ is independent of both $Y_i$ and $X_j, j = 1, \ldots, m$ with $j \neq i$. This follows from independence of the $X_i$’s and that of $Y_i$ and $T_i$ under $H_i$. Thus, conditional on the $Y_i$’s, each true null $p$-value $P_i$ still satisfies 1.1 and is independent of all other $p$-values $P_j$ with $j \neq i$. Therefore, we have for each of the procedures in Theorems 2.1, 2.2, 2.3, and 2.4,

$$E \left( \frac{V}{\max(R, 1)} \left| Y_1, \ldots, Y_m \right. \right) \leq \alpha. \tag{2.5}$$
This proves the desired result.

Table 2.1  The Number of Discoveries out of 7680 Genes in the HIV Data from van’t Wout et al. (2003) by Procedure 2.4 and the BH Procedure

<table>
<thead>
<tr>
<th>Procedure 2.4</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k = 1</td>
<td>k = 384</td>
<td>k = 768</td>
<td>k = 1152</td>
<td>BH Procedure</td>
</tr>
<tr>
<td>( \alpha = 0.001 )</td>
<td>11</td>
<td>13</td>
<td>9</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>( \alpha = 0.01 )</td>
<td>11</td>
<td>18</td>
<td>17</td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td>( \alpha = 0.025 )</td>
<td>11</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>13</td>
</tr>
<tr>
<td>( \alpha = 0.05 )</td>
<td>11</td>
<td>20</td>
<td>19</td>
<td>19</td>
<td>18</td>
</tr>
<tr>
<td>( \alpha = 0.1 )</td>
<td>20</td>
<td>21</td>
<td>24</td>
<td>20</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 2.2  The Number of Discoveries out of 7680 Genes in the HIV Data from van’t Wout et al. (2003) by Procedure 2.3 and the BY Procedure

<table>
<thead>
<tr>
<th>Procedure 2.3</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k = 1</td>
<td>k = 384</td>
<td>k = 768</td>
<td>k = 1152</td>
<td>BY Procedure</td>
</tr>
<tr>
<td>( \alpha = 0.001 )</td>
<td>11</td>
<td>10</td>
<td>8</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>( \alpha = 0.01 )</td>
<td>11</td>
<td>13</td>
<td>13</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>( \alpha = 0.025 )</td>
<td>11</td>
<td>15</td>
<td>13</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>( \alpha = 0.05 )</td>
<td>11</td>
<td>16</td>
<td>15</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>( \alpha = 0.1 )</td>
<td>11</td>
<td>18</td>
<td>16</td>
<td>16</td>
<td>13</td>
</tr>
</tbody>
</table>

We applied our proposed methods to the HIV microarray data (van’t Wout et al. 2003) used by Efron (2008). These data consist of 7680 gene expression levels across eight subjects, four HIV infected and four uninfected. The data were log-transformed and normalized. Our goal is to determine which genes are differentially expressed by testing \( H_i : \mu_i^{(1)} = \mu_i^{(2)} \) versus \( H_i' : \mu_i^{(1)} \neq \mu_i^{(2)} \) simultaneously for \( i = 1, \ldots, 7680, \)
where $\mu_i^{(1)}$ and $\mu_i^{(2)}$ are the gene specific mean expressions for HIV infected and uninfected subjects, respectively.

We applied our proposed procedures with the $p$-values generated from two sample $t$-tests for the genes. Since there is no natural ordering among the genes, we used the ordering statistics for two sample $t$-tests in Example 2.2 to order these tested hypotheses. We compared the procedure in Theorem 2.4 (labeled Procedure 2.4) with the BH procedure. The results are summarized in Table 2.1 for different values of $k$ where $k = 384$, $k = 768$, and $k = 1152$, representing $5\%$, $10\%$, and $15\%$ of the total number of tested hypotheses. As seen from Table 2.1, for all values of $k$ except $k = 1$, the procedure in Theorem 2.4 usually has more rejections than the BH procedure. When $\alpha$ is small, $k = 384$ tends to have the most rejections, but for large $\alpha$, $k = 768$ has the most rejections. Also, we compared the procedure in Theorem 2.3 (labeled Procedure 2.3) with the BY procedure. The results are displayed in Table 2.2. As seen from Table 2.2, for most values of $k$, our procedure outperforms the BY procedure in terms of the number of rejections. When $\alpha = 0.001$, the BY procedure cannot reject any hypotheses, but the procedure in Theorem 2.3 has at least 8 rejections for all the values of $k$ considered.

### 2.6 Simulation Study

A simulation study was conducted to address the performances of the proposed procedures. We will refer to the procedures in Theorems 2.1-2.4 as Procedures 2.1-2.4, respectively. Specifically, we addressed the following two questions:

1. How do Procedures 2.1 and 2.3 compare against the BH and BY procedures in terms of FDR and power?
2. How do Procedures 2.2 and 2.4 compare against the BH procedure in terms of FDR and power?

![Figure 2.2](image)

**Figure 2.2** The FDR of Procedure 2.1 (solid line), Procedure 2.3 with k = 4 (dotted line) and k = 8 (dashed line), the BH procedure (dotted dash), and the BY procedure (long dash short dash) for 100 hypotheses under common correlation (top row) and two-class structure (bottom row) for \( m_0 = 65 \) (left) and \( m_0 = 90 \) (right).

In each simulation, \( n \) independent \( m \) dimensional random normal vectors with covariance matrix \( \Sigma \) and components \( Z_i \sim N(\mu_i, 1), i = 1, \ldots, m, \) were generated. The \( p \)-value for testing \( H_i : \mu_i = 0 \) vs. \( H'_i : \mu_i > 0 \) was calculated using a one-sample \( t \)-test for each \( i \). The \( \mu_i \) corresponding to each false null hypothesis is set to the value at which the power of one-sample \( t \)-test at level 0.05 is 0.75. We considered three different structures for the covariance matrix \( \Sigma = (\sigma_{ij}) \):

- Independence Structure: \( \sigma_{ij} = 0 \) for \( i \neq j \).
- Common Correlation Structure: \( \sigma_{ij} = \rho \) for \( i \neq j \).
Figure 2.3  Average power (%) of Procedure 2.1 (solid line), Procedure 2.3 with $k = 4$ (dotted line) and $k = 8$ (dashed line), the BH procedure (dotted dash), and the BY procedure (long dash short dash) for 100 hypotheses under common correlation (top row) and two-class structure (bottom row) for $m_0 = 65$ (left) and $m_0 = 90$ (right).

- Two-Class Structure: We used the two-class structure as described in Romano et al. (2008). The variables are placed into two classes of size $m/2$. Within each class, there is common correlation of $\rho$ and across classes there is correlation $-\rho$. For $i \neq j$,

$$
\sigma_{ij} = \begin{cases} 
\rho & \text{if both } i,j \in \{1, \ldots, m/2\} \text{ or both } i,j \in \{m/2 + 1, \ldots, m\} \\
-\rho & \text{otherwise}. 
\end{cases}
$$

We set $\alpha = 0.05$ and $m = 100$. The sample size $n$ was set to 10, and the number of true null hypotheses $m_0$ was set to 65 and 90. The hypotheses were ordered using the ‘sum of squares ordering’ used in Example 2.1 from Section 2.5. For the two-class structure, the true and false null hypotheses were randomly distributed between the
two classes (specifically, each hypothesis was assigned an independent random number and the hypotheses corresponding to the smallest $m/2$ random numbers were assigned to the first class with the remaining assigned to the second one). We had 5,000 runs of simulation for each of the procedures considered. We noted the false discovery proportion and the proportion of correctly rejected false null hypotheses for each procedure in each of these runs. The simulated FDR and average power (the expected proportion of correctly rejected false null hypotheses) were obtained by averaging out the corresponding 5,000 values.

Figure 2.4  The FDR of Procedure 2.2 (solid line), Procedure 2.4 with $k = 4$ (dotted line) and $k = 8$ (dashed line), and the BH procedure (dotted dash) for 100 hypotheses under common correlation (top row) and two-class structure (bottom row) for $m_0 = 65$ (left) and $m_0 = 90$ (right).

We first looked at Procedures 2.1 and 2.3 with $k = 4$ and 8, and compared them with the BH and BY procedures. Figures 2.2 and 2.3 display these comparisons in terms of the simulated FDR and average power, respectively, under common
correlation and two-class structures across different values of $\rho$ from 0 to 1. All of the procedures are seen to control the FDR at the desired 5% level. In terms of power, both Procedures 2.1 and 2.3 perform much better than the BY procedure. When the proportion of true null hypotheses is large, Procedure 2.3 tends to outperform the BH procedure in terms of average power. The powers of all the procedures considered tend to increase as $\rho$ increases, with Procedure 2.1 showing the steepest increase.

Next, we looked at Procedures 2.2 and 2.4 with $k = 4$ and 8, and compared them with the BH procedure. Figure 2.4 compares these procedures in terms of the simulated FDR under common correlation and two-class structures with $\rho$ varying from 0 to 1. Under common correlation structure, Procedures 2.2 and 2.4 are seen to control the FDR with mild correlation, but as the correlation increases these procedures seem to lose control of the FDR, although Procedure 2.4 seems more robust.
against departures from independence as $k$ is increased. Under two-class structure, Procedures 2.2 and 2.4 both control the simulated FDR for nearly all values of $\rho$.

Since Procedures 2.2 and 2.4 do not maintain control of the FDR for all values of $\rho$, we only considered the independence case when assessing the powers of these procedures. Figure 2.5 shows that the average powers of Procedure 2.2 and Procedure 2.4 with $k = 4$ and 8 along with that of the BH procedure under independence as $m_0$ varies from 65 to 99. The average powers of all these procedures tend to decrease as the number of true null hypotheses increases; however, the powers of Procedures 2.2 and 2.4 decrease much more slowly than that of the BH procedure. When the number of true null hypotheses is large, Procedure 2.4 tends to outperform the BH procedure in terms of average power.

![Figure 2.5](image)

**Figure 2.5** Average power (%) of Procedure 2.2 (solid line), Procedure 2.4 (dotted line), the BH procedure (dashed line), and the BY procedure (dotted dash) for 100 hypotheses under independence for $m_0 = 65$ (left) and $m_0 = 90$ (right).

Finally, in order to better understand how the value of $k$ affects the powers of our proposed procedures, additional simulation studies were performed with $\rho = 0$ and varying $k$ from 1 to 80. As seen from Figure 2.6, the powers of our proposed
procedures first increase with \( k \), then slowly decrease with \( k \) and a value of \( k \) between about 5 and 15 seems to be a good choice for maximizing the power. When \( m_0 = 65 \), the BH procedure is more powerful, but when \( m_0 = 90 \), procedures 2.3 and 2.4 are more powerful for a well-chosen \( k \). For all values of \( k \), procedures 2.3 and 2.4 are more powerful than the BY procedure.

### 2.7 Discussion

In this chapter, we have developed methods which control the FDR and exploit the structure of pre-ordered hypotheses. We have been able to produce the desired methods in the most simple as well as a general setting covering different dependence scenarios. Our simulation study shows that in some cases, such as when the proportion of true null hypotheses is large, our procedures can outperform the BH and BY procedures.

Using some of the techniques developed in this chapter, it is possible to develop other types of fixed sequence procedures controlling the FDR, such as a fallback-type procedure. Unlike the conventional and generalized fixed sequence procedures developed in this chapter, the fallback-type procedure tests the remaining hypotheses no matter how many earlier hypotheses are accepted. The FWER controlling fallback procedure uses a series of weights \( w_1, \ldots, w_m \) such that \( \sum_{i=1}^{m} w_i = 1 \). The procedure rejects \( H_i \) if \( P_i \leq \alpha_i \) where \( \alpha_i = w_i \alpha + \alpha_{i-1} \) if \( H_{i-1} \) is rejected and \( \alpha_i = w_i \alpha \) otherwise (Wiens 2003; Wiens and Dmitrienko 2005). Using similar techniques that we used to derive the results in this chapter, we were able to derive a fallback-type FDR controlling procedure. The procedure, which controls the FDR at level \( \alpha \) under Assumption 1.1, is to reject \( H_i \) if \( P_i \leq (1 + R_{i-1}/(m - i + 1))\alpha_i \), where \( R_i \) is the number of rejected hypotheses among the first \( i \) hypotheses tested. Such a procedure
has interesting applications towards network traffic analysis using stream data. The proof of the FDR control and some theoretical discussion of this procedure are left for another communication.
CHAPTER 3

THE TESTING OF HIERARCHICALLY ORDERED HYPOTHESES

Due to the amount of notation used in this chapter, for convenience, we have summarizes the commonly used notation here. Each commonly used notation is listed along with its definition and where each symbol can be found.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}, m$</td>
<td>The set of tested hypotheses ${H_1, \ldots, H_m}$ and its cardinality.</td>
<td>3.2</td>
<td>43</td>
</tr>
<tr>
<td>$\mathcal{M}_i, m_i$</td>
<td>The set of descendant hypotheses of $H_i$ and its cardinality.</td>
<td>3.2</td>
<td>43</td>
</tr>
<tr>
<td>$\mathcal{D}_i, d_i$</td>
<td>The set of ancestor hypotheses of $H_i$ and its cardinality, also referred to as depth.</td>
<td>3.2</td>
<td>43</td>
</tr>
<tr>
<td>$T(\cdot)$</td>
<td>A function that takes an index of a hypothesis and returns the index of its parent hypothesis.</td>
<td>3.2</td>
<td>43</td>
</tr>
<tr>
<td>$\mathcal{F}_d$</td>
<td>The set of hypotheses with depth $d$, $\mathcal{F}_d = {H_i : d_i = d}$.</td>
<td>3.2</td>
<td>43</td>
</tr>
<tr>
<td>$\mathcal{G}_d$</td>
<td>The union of $\mathcal{F}_1, \ldots, \mathcal{F}_d$.</td>
<td>B.2</td>
<td>102</td>
</tr>
<tr>
<td>$D$</td>
<td>The maximum depth of the hypotheses so that $\mathcal{G}_D = \mathcal{M}$.</td>
<td>3.2</td>
<td>43</td>
</tr>
<tr>
<td>$\ell$</td>
<td>The total number of leaf hypotheses.</td>
<td>3.2</td>
<td>43</td>
</tr>
<tr>
<td>$\ell_i$</td>
<td>The number of leaf hypotheses in set $\mathcal{M}_i$.</td>
<td>3.2</td>
<td>43</td>
</tr>
<tr>
<td>$R(\mathcal{A}), R$</td>
<td>The number of rejected hypotheses belonging to set $\mathcal{A}$ and $R = R(\mathcal{M})$.</td>
<td>3.2</td>
<td>43</td>
</tr>
<tr>
<td>$V(\mathcal{A}), V$</td>
<td>The number of falsely rejected hypotheses belonging to set $\mathcal{A}$ and $V = V(\mathcal{M})$.</td>
<td>3.2</td>
<td>43</td>
</tr>
<tr>
<td>$\alpha_i(\cdot)$</td>
<td>The critical function for testing the $i^{th}$ hypothesis.</td>
<td>3.2</td>
<td>44</td>
</tr>
</tbody>
</table>
3.1 Introduction

In many problems involving the testing of multiple hypotheses, the hypotheses have an intrinsic, hierarchical structure such as a tree-like or graphical structure. Hierarchical structures often arise in multiple testing problems involving clinical trials (Mehrotra and Heyse 2004; Dmitrienko et al. 2007; Huque and Alosh 2008), genomics research (Yekutieli et al. 2006; Goeman and Mansmann 2008; Heller et al. 2009; Guo et al. 2010) and fMRI studies (Benjamini and Heller 2007). In general, hierarchical testing typically occurs in multiple testing problems where, upon the rejection of one hypothesis, followup hypotheses are to be tested. For instance, Heller et al. (2009) introduced a hierarchical testing approach for analyzing microarray data where individual genes were grouped into gene sets. The gene sets were tested and upon successfully rejecting a gene set, the associated individual genes were tested. Guo et al. (2010) and Mehrotra and Heyse (2004) used a similar hierarchical testing approach for time-course microarray data and clinical safety data, respectively. Meinshausen (2008) introduced a hierarchical familywise error rate (FWER) controlling method for addressing the problem of variable selection in a multiple regression model. Yekutieli et al. (2006) applied a hierarchical testing method controlling the FDR, introduced in Yekutieli (2008b), to a microarray experiment involving different strains of inbred mice among various regions of the brain. Benjamini and Heller (2007) used a hierarchical testing approach to study fMRI data, where the brain was divided into brain regions and each brain region was tested for significance. If a brain region was significant, the voxels within the brain region were tested.

In the field of multiple testing, the problem of controlling the FWER for testing hierarchically ordered hypotheses has received considerable attention (Dmitrienko et al. 2006, 2007; Goeman and Mansmann 2008; Huque and Alosh 2008; Meinshausen 2008; Brechenmacher et al. 2011; Goeman and Finos 2012); however, FWER control
can be too conservative for large-scale multiple testing. There has been very little work towards developing general methods for testing hierarchically ordered hypotheses that control the FDR, even though FDR is a more appropriate error measure for large scale multiple testing. To our knowledge, only Yekutieli (2008b) has provided a general method for testing hierarchically ordered hypotheses that is specifically intended for FDR control. Yekutieli’s procedure, which is based on the Benjamini-Hochberg (BH) procedure (Benjamini and Hochberg 1995), is only shown to control the FDR under independence. Some of the aforementioned procedures (Mehrotra and Heyse 2004; Benjamini and Heller 2007; Heller et al. 2009; Guo et al. 2010) can only be applied to special hierarchies consisting of only 2 levels.

In this chapter, we propose new FDR controlling methods for testing hierarchically ordered hypotheses under various dependencies. Our approach towards controlling the FDR for testing hierarchically ordered hypotheses is different from that of Yekutieli’s. First, to assist in the development of our hierarchical testing procedures, we introduce a generalized stepwise procedure which generalizes stepup, stepdown, and stepup-down procedures to the case where each hypothesis is tested with a different set of critical constants. Then, we describe a general hierarchical testing approach where the hypotheses are organized into different families according to their depth in the hierarchical structure and each family is tested by using the generalized stepwise procedure. Based on this approach, we were able to develop several new hierarchical testing procedures which control the FDR under various dependence structures including positive and arbitrary dependence. To the best of our knowledge, our procedures are the first procedures developed for testing hierarchically ordered hypotheses with control of the FDR under dependence structures other than independence. Furthermore, our simulation study shows that these procedure are quite powerful. Our most powerful procedure, which we prove can control the FDR under positive block dependence, significantly outperforms Yekutieli’s procedure in
terms of power, even though Yekutieli’s procedure is only shown to control the FDR under independence, which is a special case of positive block dependence.

Another interesting finding of this research is that when the hierarchy takes on some special configurations, our procedures reduce to existing procedures. For example, when there is no hierarchical structure among the tested hypotheses, our proposed procedures reduce to the BH procedure and the BY procedure. When the hierarchy takes on a fixed sequence structure, our procedures are equivalent to the fixed sequence procedures of Chapter 2. This shows that our procedures are the combination of stepwise and fixed sequence methods.

The rest of this chapter is outlined as follows. In Section 3.2, we provide relevant notation and definitions that will be used throughout this chapter. Section 3.3 presents our proposed generalized stepwise procedure. Section 3.4 presents our new procedures which control the FDR for testing hierarchically order hypotheses. Section 3.5 and 3.6 presents a simulation study and real data analysis where we compare our procedures with Yekutieli’s procedure. Finally, Section 3.7 provides some brief discussion.
3.2 Preliminaries

Suppose the \( m \) test hypotheses are organized hierarchically in a tree-like structure where each hypothesis can have several child hypotheses but at most one parent hypothesis. Let \( \mathcal{M} = \{H_1, \ldots, H_m\} \) be the set of the \( m \) tested hypotheses. Let \( T : \{0, \ldots, m\} \to \{0, \ldots, m\} \) be a function that takes an index of a hypothesis and returns the index of the parent hypothesis where \( T(0) = 0 \). That is, if \( H_i \) has a parent hypothesis, its parent hypothesis is \( H_{T(i)} \); otherwise, \( H_i \) does not have a parent hypothesis and \( T(i) = 0 \). Define \( T^0(i) = i \) and \( T^k(i) = T(T^{k-1}(i)) \). Let \( \mathcal{D}_i = \{H_j : T^k(i) = j, j \neq 0 \text{ for } k = 0, \ldots, m\} \) so that \( \mathcal{D}_i \) is the set of ancestor hypotheses of \( H_i \), which includes \( H_i \). Let \( d_i \) be the cardinality of \( \mathcal{D}_i \), \( d_i = |\mathcal{D}_i| \). The depth of \( H_i \) in the hierarchy is defined as \( d_i \). If \( \mathcal{D}_i = \{H_i\} \), then \( H_i \) does not have a parent hypothesis. Let \( \mathcal{M}_i = \{H_j : T^k(j) = i \text{ for } k = 0, \ldots, m\} \) so that \( \mathcal{M}_i \) is the set of descendant hypotheses of \( H_i \), which includes \( H_i \). We will refer to the hypotheses in set \( \mathcal{M}_i \) as the subtree under \( H_i \). Let \( m_i \) be the cardinality of \( \mathcal{M}_i \), \( m_i = |\mathcal{M}_i| \). If \( \mathcal{M}_i = \{H_i\} \), then \( H_i \) has no children and it is referred to as a leaf hypothesis. We denote the number of leaf hypotheses by \( \ell \) and the number of leaf hypotheses in the subtree under \( H_i \) by \( \ell_i \). Formally, \( \ell = \sum_{H_j \in \mathcal{M}} I\{m_j = 1\} \) and \( \ell_i = \sum_{H_j \in \mathcal{M}_i} I\{m_j = 1\} \). Our procedures described in Section 3.4 group the hypotheses into \( D \) families, \( \mathcal{F}_1, \ldots, \mathcal{F}_D \), by depth, where \( \mathcal{F}_d \) contains the hypotheses with depth \( d \) for \( d = 1, \ldots, D \). Let \( \mathcal{F}_d = \{H_i \in \mathcal{M} : d_i = d\} \). For example, in figure 3.1(a), \( T(2) = T(3) = 1 \) and \( H_2 \) and \( H_3 \) are leaf hypotheses. In figure 3.1(b), \( T(6) = T(7) = 3 \), \( \mathcal{D}_6 = \{1, 3, 6\} \), \( \mathcal{M}_2 = \{2, 4, 5\} \), and \( \mathcal{F}_3 = \{4, 5, 6, 7\} \).

The hypotheses in the hierarchical structure are tested hierarchically by some testing procedure based on their corresponding p-values \( P_1, \ldots, P_m \). By hierarchical testing, we mean a hypothesis is only tested if its parent hypothesis has been rejected or it does not have a parent hypothesis. For any set \( \mathcal{A} \subseteq \mathcal{M} \) define \( R(\mathcal{A}) \) and \( V(\mathcal{A}) \) to be the number of rejected hypotheses and falsely rejected hypotheses, respectively.
for the testing procedure among hypotheses in set $A$. For example, $R(M)$ and $V(M)$ are the number of rejected hypotheses and falsely rejected hypotheses among all the $m$ tested hypotheses, respectively, and $R(M_i)$ and $V(M_i)$ are number of rejected hypotheses and falsely rejected hypotheses among the hypotheses in the subtree $M_i$, respectively. In keeping consistent with the notation used in the rest of this dissertation, we will use $R$ and $V$ which is taken to mean $R(M)$ and $V(M)$, respectively.

Many testing procedures are stepwise methods which are based on the ordered p-values $P(1), \ldots, P(m)$ with corresponding hypotheses $H(1), \ldots, H(m)$. Typically, the rejection thresholds of a stepwise procedure are described by a set of non-decreasing critical constants, but in this chapter, for convenience, we will instead test the hypotheses using a non-decreasing, non-negative function $\alpha_0 : \{0, \ldots, m+1\} \rightarrow [0, \infty)$ called a critical function, where $\alpha_0(0) = 0$. For example, the critical function of the BH procedure is $\alpha_0(r) = r\alpha/m$. Recall that a stepwise procedure first determines the number of rejections $R$ based on the critical function, then for each $i = 1, \ldots, m$, it rejects $H_i$ if $P_i \leq \alpha_0(R)$ and accepts $H_i$ if $P_i > \alpha_0(R)$. With $P(0) \equiv 0$ and $P(m+1) \equiv \infty$, a stepup procedure sets $R = \max\{0 \leq r \leq m : P(r) \leq \alpha_0(r)\}$. A stepdown procedure sets $R = \min\{1 \leq r \leq m+1 : P(r) > \alpha_0(r)\} - 1$. Finally, a stepup-down procedure of order $k$, which generalizes stepup and stepdown procedures, sets $R = \max\{0 \leq r \leq k - 1 : P(r) \leq \alpha_0(r)\}$ if $P(k) > \alpha_0(k)$ and $R = \min\{k + 1 \leq r \leq m+1 : P(r) > \alpha_0(r)\} - 1$ if $P(k) \leq \alpha_0(k)$. When $k = m$, the stepup-down procedure reduces to the stepup procedure and when $k = 1$, it reduces to the stepdown procedure. It should be noted that the event $\{P(r) \leq \alpha_0(r)\}$ is equivalent to the event $\{r \leq \sum_{i=1}^m I\{P_i \leq \alpha_0(r)\}\}$. Thus, the number of rejections can also be expressed by

$$R = \max\left\{0 \leq r \leq m : r \leq \sum_{i=1}^m I\{P_i \leq \alpha_0(r)\}\right\}$$

(3.1)
for the stepup procedure,
\[ R = \min \left\{ 1 \leq r \leq m + 1 : r > \sum_{i=1}^{m} I\{P_i \leq \alpha_0(r)\} \right\} - 1 \]  

(3.2)

for the stepdown procedure, and
\[
R = \begin{cases}
\max \left\{ 0 \leq r \leq k - 1 : r \leq \sum_{i=1}^{m} I\{P_i \leq \alpha_0(r)\} \right\} & \text{if } k > \sum_{i=1}^{m} I\{P_i \leq \alpha_0(k)\} \\
\min \left\{ k + 1 \leq r \leq m + 1 : r > \sum_{i=1}^{m} I\{P_i \leq \alpha_0(r)\} \right\} - 1 & \text{if } k \leq \sum_{i=1}^{m} I\{P_i \leq \alpha_0(k)\} 
\end{cases}
\]

(3.3)

for the stepup-down procedure of order \( k \). Refer to Tamhane et al. (1998) and Sarkar (2002) for further discussion on stepwise procedures.

We consider several types of joint dependence throughout this chapter: arbitrary dependence, positive dependence, and block dependence. Positive dependence is characterized by Assumption 1.1 of Chapter 1. Block dependence is characterized by the following assumption.

**Assumption 3.1.** Block Dependence Assumption

*For each \( d = 1, \ldots, D \), the p-values corresponding to the hypotheses in \( F_d \) are independent of the p-values corresponding to the hypotheses not in \( F_d \).*

Assumption 3.1 only characterizes the joint dependence of the p-values across families but does not describe the joint dependence within families.

### 3.3 Generalized Stepwise Procedure

In order to present our hierarchical testing procedures in the next section, in this section, we present a new type of procedure called the generalized stepwise procedure, which generalizes the usual stepup, stepdown, and stepup-down procedures. In a non-hierarchical multiple testing problem where a stepwise procedure is used to test
the hypotheses, the tested hypotheses often have the same importance and thus, it is natural to test those hypotheses with the same critical function, as shown in (3.1), (3.2), and (3.3). However, when the hypotheses have a hierarchical structure, the importance of a hypothesis depends on where it is located in the hierarchy. Hence, each hypothesis should be tested with a critical function that reflects its importance, and so for this reason, we generalize the usual stepwise procedure.

Given \( m \) non-decreasing critical functions \( \alpha_1(r), \ldots, \alpha_m(r) \) our proposed generalized stepwise procedure rejects \( H_i \) if \( P_i \leq \alpha_i(R) \) for each \( i = 1, \ldots, m \), where \( R \) is determined as follows. For the generalized stepup procedure,

\[
R = \max \left\{ 0 \leq r \leq m : r \leq \sum_{i=1}^{m} I\{P_i \leq \alpha_i(r)\} \right\},
\]

for the generalized stepdown procedure,

\[
R = \min \left\{ 1 \leq r \leq m + 1 : r > \sum_{i=1}^{m} I\{P_i \leq \alpha_i(r)\} \right\} - 1,
\]

and for the generalized stepup-down procedure of order \( k \),

\[
R = \begin{cases} 
\max \left\{ 0 \leq r \leq k - 1 : r \leq \sum_{i=1}^{m} I\{P_i \leq \alpha_i(r)\} \right\} & \text{if } k > \sum_{i=1}^{m} I\{P_i \leq \alpha_i(k)\} \\
\min \left\{ k + 1 \leq r \leq m + 1 : r > \sum_{i=1}^{m} I\{P_i \leq \alpha_i(r)\} \right\} - 1 & \text{if } k \leq \sum_{i=1}^{m} I\{P_i \leq \alpha_i(k)\}. 
\end{cases}
\]

A simple algorithm for determining \( R \) is presented at the end of this section.

It is easy to see that when \( \alpha_i(r) = \alpha_0(r) \) for each \( i = 1, \ldots, m \), (3.4), (3.5), and (3.6) reduce to (3.1), (3.2), and (3.3), respectively, so that the generalized stepwise procedure reduces to the usual stepwise procedure. It should be noted that when \( k = m \), (3.6) reduces to (3.4), and when \( k = 1 \), (3.6) reduces to (3.5).

The generalized stepwise procedure is fairly general and we present two examples to show its broad applicability.
Example 3.1. Consider a weighted multiple testing problem where $H_i$ has corresponding weight $w_i, i = 1, \ldots, m$. A weighted stepwise procedure with critical function $\alpha_0(r)$ tests $H_i$ based on weight-adjusted p-values $P_i/w_i$ instead of $P_i$. This is equivalent to the generalized stepwise procedure with critical function $\alpha_i(r) = w_i\alpha_0(r)$ so that weighted stepwise procedures can be regarded as a special case of the generalized stepwise procedure. The generalized stepwise procedure can handle more complex scenarios where the weights are a function of the number of rejections, say $w_i(r)$. For example, suppose there are two families of hypotheses where the second family is tested only if there is at least one rejection in the first family (such a testing strategy is often called a parallel gatekeeping strategy in clinical trials, see Dmitrienko et al. (2003)). This configuration of hypotheses can be tested using the generalized stepdown procedure with critical functions of the form $\alpha_i(r) = w_i(r)\alpha_0(r)$ where $\alpha_0(r)$ is a common critical function, $w_i(r) = 1$ if $H_i$ belongs to the family 1, and $w_i(r) = I\{r \geq 2\}$ if $H_i$ belongs to family 2. Thus, parallel gatekeeping procedures can also be regarded as a special case of the generalized stepwise procedure.

Example 3.2. Fixed sequence procedures assume the testing order of the hypotheses has been specified a priori and that $H_i$ is not tested unless $H_1, \ldots, H_{i-1}$ have all been rejected. Chapter 2 showed that the fixed sequence procedure that rejects $H_i$ when $P_i \leq m\alpha/(m - i + 1)$ controls the FDR at level $\alpha$ under arbitrary dependence. This procedure is a special case of the generalized stepwise procedure with critical functions $\alpha_i(r) = I\{r \geq i\}m\alpha/(m - i + 1), i = 1, \ldots, m$. Other fixed sequence procedures can be defined similarly.

From equations (3.4)-(3.6), it can be seen that many of the familiar properties of stepwise procedures also hold for the generalized stepwise procedure. For example, $R$ is a coordinatewise non-increasing function of the p-values, and $R$ is a non-decreasing function of $k$ (i.e., a stepup-down procedure of order $k$ rejects more hypotheses than
a stepup-down procedure of order $k - 1$). Another important property is a self-consistency property, which allows us to express $R$ in (3.4)-(3.6) with the following equality:

$$R = \sum_{i=1}^{m} I\{P_i \leq \alpha_i(R)\}. \tag{3.7}$$

(Blanchard and Roquain (2008) discussed a weaker self-consistency condition, which is the inequality $R \leq \sum_{i=1}^{m} I\{P_i \leq \alpha_0(R)\}$). In words, (3.7) shows that $R$ as determined by (3.4)-(3.6) is the number of rejections by the generalized stepwise procedure. Hence, the event \{$H_i$ is rejected\} can be expressed as \{$P_i \leq \alpha_i(R)$\} with $R$ being the number of rejections. We will show the property holds for (3.6), noting that (3.4) and (3.5) are special cases of (3.6). Define $\psi(r) = \sum_{i=1}^{m} I\{P_i \leq \alpha_i(r)\}$. When $k > \psi(k)$, then $R = \max\{0 \leq r \leq k - 1 : r \leq \psi(r)\}$ and if $k \leq \psi(k)$, then $R + 1 = \min\{k + 1 \leq r \leq m + 1 : r > \psi(r)\}$. In either case, it is easy to see that $R \leq \psi(R)$ and $R + 1 > \psi(R + 1)$. The fact that $\psi(R + 1) < R + 1$ implies $\psi(R + 1) \leq R$. Thus, $R = \psi(R)$ since $R \leq \psi(R) \leq \psi(R + 1) \leq R$.

To conclude this section, we present an efficient algorithm for finding the number of rejections by the generalized stepwise procedure. The algorithm is particularly useful when the number of hypotheses is very large.

**Algorithm 3.1.** Given a positive integer $1 \leq k \leq m$ and critical functions $\alpha_i(\cdot), i = 1, \ldots, m$, define $\psi(r) = \sum_{i=1}^{m} I\{P_i \leq \alpha_i(r)\}$.

1. Let $t = 1$ and $r_t = k$.

2. If $k > \psi(k)$, then

   (a) Increment $t$ by 1, and set $r_t = \psi(r_{t-1})$.

   (b) If $r_t \leq \psi(r_t)$, then let $R = r_t$ and stop; otherwise, if $r_t > \psi(r_t)$, repeat step 2(a).
3. Otherwise, if \( k \leq \psi(k) \), then

(a) Increment \( t \) by 1, and set \( r_t = \psi(r_{t-1}) + 1 \).

(b) If \( r_t > \psi(r_t) \), then let \( R = r_t - 1 \) and stop; otherwise, if \( r_t \leq \psi(r_t) \), repeat step 3(a).

**Proposition 3.1.** The value of \( R \) in (3.6) can be solved by Algorithm 3.1.

**Proof.** The proof is in Appendix B. ■

### 3.4 Hierarchical FDR Control

In this section, we describe our general approach to test hierarchically ordered hypotheses. The hypotheses are arranged into \( D \) families, \( \mathcal{F}_1, \ldots, \mathcal{F}_D \), where \( \mathcal{F}_d \) is the family of hypotheses with depth \( d, d = 1, \ldots, D \). Given non-decreasing critical functions \( \alpha_1(r), \ldots, \alpha_m(r) \), the hypotheses are tested as follows.

**Definition 3.1.** Hierarchical Testing Procedure

1. Test \( \mathcal{F}_1 \) by using the generalized stepup procedure with critical functions \( \alpha_i(r), H_i \in \mathcal{F}_1 \). Let \( S_1 \) be the set of rejected hypotheses and \( R(\mathcal{F}_1) \) be the number of rejected hypotheses in \( \mathcal{F}_1 \).

2. Generally, sequentially test \( \mathcal{F}_d, d = 2, \ldots, D \), using the generalized stepup procedure with critical functions \( \alpha_i^r(r) = I\{H_{T(i)} \text{ is rejected}\} \alpha_i(r+\sum_{j=1}^{d-1} R(\mathcal{F}_j)), H_i \in \mathcal{F}_d \). Let \( S_d \) be the set of rejected hypotheses and \( R(\mathcal{F}_d) \) be the number of rejected hypotheses in \( \mathcal{F}_d \).

3. The set of rejected hypotheses is \( \bigcup_{d=1}^{D} S_d \) and the total number of rejections is \( R = \sum_{d=1}^{D} R(\mathcal{F}_d) \).
We describe the above procedure as a hierarchical testing procedure since the procedure will accept any hypothesis whose parent hypothesis has been accepted. This can be seen in the construction of the critical functions in step 2 where $\alpha^*_i (r) = 0$ if $H_i$’s parent has not been rejected so that $H_i$ cannot be rejected. It should be noted that the parents of the hypotheses in $\mathcal{F}_d$ are $\mathcal{F}_{d-1}$, which is tested before testing $\mathcal{F}_d$. Hence, for each $H_i \in \mathcal{F}_d$, the event \( \{ H_{T(i)} \text{ is rejected} \} \) is observed by the time $\mathcal{F}_d$ is tested.

Remark 3.1. In Definition 1, when all the hypotheses in $\mathcal{F}_d$ have the same critical functions and every $H_i \in \mathcal{F}_d$ can be tested (i.e., $H_{T(i)}$ is rejected), the generalized stepup procedure used for testing $\mathcal{F}_d$ reduces to the usual stepup procedure. However, our critical functions for testing hierarchically ordered hypotheses, which are presented in the next subsections, are not the same and depend on where the hypothesis is located in the hierarchy. Furthermore, since the hypotheses in $\mathcal{F}_d$ may not have the same parent, $H_{T(i)}$ could be rejected for some, but not all, of $H_i \in \mathcal{F}_d$. Hence, only in an uncommon case does the generalized stepup procedure reduce to the stepup procedure for testing $\mathcal{F}_d$.

Following (3.7), the hierarchical testing procedure has the following self-consistency property in each family

$$ R(\mathcal{F}_d) = \sum_{H_i \in \mathcal{F}_d} I\{ P_i \leq \alpha^*_i (R(\mathcal{F}_d)) \}, d = 1, \ldots, D, $$

where $\alpha^*_i (r) = I\{ H_{T(i)} \text{ is rejected} \} \alpha_i (r + \sum_{j=1}^{d-1} R(\mathcal{F}_j))$. Hence, \{ $H_i$ is rejected $\} \text{ is equivalent to the event } \{ H_{T(i)} \text{ is rejected}, P_i \leq \alpha_i \left( \sum_{j=1}^{d_i} R(\mathcal{F}_j) \right) \} \text{ where } \sum_{j=1}^{d_i} R(\mathcal{F}_j) \text{ is the number of rejections in the first } d_i \text{ families. This property will be useful to prove FDR control of our procedures.}$

We will often compare our proposed procedures with two existing hierarchical testing procedures: Yekutieli’s procedure (Yekutieli 2008b) and Meinshausen’s
procedure (Meinshausen 2008). Yekutieli’s hierarchical testing procedure controls the FDR at level $\alpha$ under independence. Yekutieli’s procedure groups the hypotheses into families, where a family contains all the hypotheses that share the same parent and the first family contains the hypotheses with no parent. Hence, the grouping is different than our depth-based grouping. Testing begins with the first family, which is tested by the BH procedure at level $\alpha/2$. The remaining families are tested by the BH procedure at level $\alpha/2$ only if the family’s parent hypothesis is rejected. Although both procedures test families of hypotheses using a stepup based procedure, the generalized stepup procedure provides the flexibility needed to control the FDR under dependence.

Meinshausen’s hierarchical testing procedure controls the FWER at level $\alpha$ under arbitrary dependence. It rejects $H_i$ if $P_i \leq \ell_i \alpha/\ell$ and $H_{T(i)}$ is rejected or $H_i$ does not have a parent hypothesis. Meinshausen’s procedure is equivalent to the hierarchical testing procedure with critical constants $\alpha_i(r) = \ell_i \alpha/\ell, i = 1, \ldots, m$.

Now that we have defined our general hierarchical testing approach, we will consider various dependence structures, such as positive dependence, arbitrary dependence, and block dependence, and develop hierarchical testing procedures which control the FDR under these dependence structures. The proofs of all the theorems in this section are in Appendix B.

3.4.1 Procedure under Positive Dependence
We first consider positive dependence. Positive dependence has received a fair amount of attention in multiple testing due to the fact that several multiple testing procedures can control the type I error rate under this type of dependence (see Sarkar (1998), Benjamini and Yekutieli (2001), Sarkar (2002), Yekutieli (2008a), Guo and Sarkar (2013)). Our procedure under positive dependence is as follows.
**Theorem 3.2. FDR Control under Positive Dependence**

Under Assumption 1.1, the hierarchical testing procedure with critical functions

\[ \alpha_i(r) = \frac{\ell_i \alpha m_i + r - 1}{m_i} \]

**strongly controls the FDR at level** \( \alpha \).

Consider the special case where there is no hierarchical ordering (i.e., \( \ell = m \) and \( \ell_i = m_i = 1 \)) so that the hypotheses do not have any pre-defined structure and the problem resembles a non-hierarchical multiple testing problem. We will refer to this configuration as the non-hierarchical configuration. Under this setting, all the hypotheses belong to the same family, \( \mathcal{F}_1 \), so that the hierarchical testing procedure reduces to the generalized stepup procedure with the same critical functions \( r \alpha / m \), which is the BH procedure. Thus, Theorem 3.2 can be viewed as a generalization of the BH procedure in the context of testing hierarchically ordered hypotheses.

Now, we consider another special case where each family has exactly one hypothesis so that \( \mathcal{F}_i = \{H_i\}, i = 1, \ldots, m \), and the hypotheses are all sequentially ordered where \( \ell = 1 \) and \( m_i = m - i + 1 \). We will refer to this configuration as the fixed sequence configuration. Under this configuration, the hierarchical testing procedure is equivalent to the fixed sequence method where hypothesis \( H_i \) is rejected if, and only if, hypotheses \( H_1, \ldots, H_{i-1} \) have all been rejected and \( P_i \leq m \alpha / (m - i + 1) \). This fixed sequence procedure matches the fixed sequence procedure from Theorem 2.1 in Chapter 2, which was shown to control the FDR at level \( \alpha \) under arbitrary dependence. Thus, our result also generalizes this fixed sequence procedure to the testing of hierarchically ordered hypotheses.

Remarkably, Theorem 3.2 has connected two opposing testing methods: the testing of p-value ordered hypotheses (through the BH procedure) and the testing of pre-ordered hypotheses (through the fixed sequence procedure).
Finally, we consider a third configuration which we call the binary tree configuration. This configuration is helpful for evaluating the critical functions of the proposed procedures in the hierarchical setting and it is defined as follows. There is one hypothesis in $F_1$ and each hypothesis has two child hypotheses except for the leaf hypotheses in $F_D$. Hence, $\ell = 2^{D-1}$ and $m = 2^D - 1$. For each $d = 1, \ldots, D$, there are $2^{d-1}$ hypotheses in $F_d$ and for each $H_i \in F_d$, $\ell_i = 2^{D-d}$ and $m_i = 2^{D-d+1} - 1$. Under this configuration, the critical functions of the procedure introduced in Theorem 3.2 are, after simplification, 

$$\alpha_i(r) = \frac{\alpha}{2^{d-1}} \left( 1 + \frac{r - 1}{2^{D-d+1} - 1} \right), \quad H_i \in F_d, d = 1, \ldots, D, r = d, \ldots, 2^d - 1. \quad (3.8)$$

Compared to Meinshausen’s FWER controlling hierarchical testing procedure, which is equivalent to the hierarchical testing procedure with critical functions $\ell_i/\alpha/\ell, i = 1, \ldots, m$, the critical functions of Theorem 3.2 are $(m_i + r - 1)/m_i$ times larger for $H_i$. Table 3.1 lists the critical functions of Theorem 3.2 and Meinshausen’s procedure for testing the hypotheses in Figure 3.1(b), which has the binary tree configuration. For family $d$, only the values of $r$ between $d$ and $\sum_{j=1}^{d} |F_j|$ are listed in Table 3.1 (where $|F_j|$ is the cardinality of $F_j$) due to the fact that if a hypothesis in family $d$ is rejected, then all $d$ of its ancestor hypotheses are rejected so that $d \leq \sum_{j=1}^{d} R(F_j) \leq \sum_{j=1}^{d} |F_j|$.

**Remark 3.2.** It should be noted that the hierarchical testing procedure relies on the generalized stepup procedure to test each family; however, our proof of FDR control for Theorem 3.2 (and our proof of FDR control for the remaining procedures in this section) still holds if the generalized stepup-down procedure of any arbitrary order is used to test each family. Nevertheless, in practice we are generally trying to maximize the number of rejections subject to FDR control. Since the generalized stepup procedure is more powerful than the generalized stepup-down and generalized
Table 3.1  A Comparison of Rejection Thresholds for the Procedure in Theorem 3.2 and Meinshausen’s Procedure when Testing the Hypotheses in Figure 3.1(b)

<table>
<thead>
<tr>
<th>Family</th>
<th>Theorem 3.2</th>
<th>Meinshausen</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r = 1$</td>
<td>$r = 2$</td>
</tr>
<tr>
<td>Family 1</td>
<td>$\alpha_i(r)$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>Family 2</td>
<td>$\alpha_i(r)$</td>
<td>-</td>
</tr>
<tr>
<td>Family 3</td>
<td>$\alpha_i(r)$</td>
<td>-</td>
</tr>
</tbody>
</table>

For stepdown procedures, we opted to use the generalized stepup procedure to test each family.

3.4.2 Procedure under Arbitrary Dependence

In this subsection we develop a FDR controlling hierarchical testing procedure under arbitrary dependence. Since arbitrary dependence is a more general type of joint dependence than positive dependence, it follows that the procedure under arbitrary dependence will not be quite as powerful as the procedure from Theorem 3.2.

**Theorem 3.3.** FDR Control under Arbitrary Dependence

The hierarchical testing procedure with critical functions

$$\alpha_i(r) = \frac{\ell_i \alpha}{\ell} m_i + r - 1 \frac{1}{c_i}$$

where

$$c_i = 1 + \sum_{j=d_i}^{\left|G_{d_i}\right|-1} 1/(m_i + j)$$

and $\left|G_{d_i}\right|$ is the cardinality of $\bigcup_{j=1}^{d_i} F_j$, strongly controls the FDR at level $\alpha$.

Just like Theorem 3.2, we consider the non-hierarchical configuration of hypotheses. In this special case, all of the critical functions of the procedure in
Theorem 3.3 are \( r\alpha/(mc) \), where \( c = \sum_{j=1}^{m} 1/j \), so that this procedure reduces to the stepup procedure with critical function \( r\alpha/(mc) \), which is the BY procedure. Thus, this result extends the BY procedure to the context of testing hierarchically ordered hypotheses.

We also consider the fixed sequence configuration. Here, the rejection threshold for \( H_i \) is \((m - i + 1)/ma\), which is the same as the procedure from Theorem 3.2 under this configuration. It should be noted that under the arbitrary dependence assumption, the procedure did not have smaller critical values than under the positive dependence assumption for this configuration. This is due to the fact that this fixed sequence procedure under arbitrary dependence cannot be improved with a positive dependence assumption (see Chapter 2, Theorem 2.1(b)).

It is easy to see that the critical functions of this procedure are scaled down compared with the procedure from Theorem 3.2, similar to the way the critical function of the BY procedure is scaled down compared with the BH procedure. Consider the example in Figure 3.1(b) which consists of 7 hypotheses. Here, \( c_1 = 1, c_2 = c_3 = 1.2 \), and \( c_4 = c_5 = c_6 = c_7 = 1.76 \), which means the critical functions of the procedure in Theorem 3.2 are as large, 1.2 times larger, and 1.76 times larger than the critical functions of the procedure in Theorem 3.3 for testing \( F_1, F_2 \), and \( F_3 \), respectively. The critical function of the BH procedure, on the other hand, is \( \sum_{i=1}^{7} 1/i = 2.59 \) times larger than the critical function of the BY procedure for testing 7 hypotheses in the non-hierarchical setting. This holds in general, that the adjusting factors for the critical functions of the procedure in Theorem 3.3 are smaller in the hierarchical setting than in the non-hierarchical setting (i.e., the BY procedure). Thus, the procedure from Theorem 3.3 tends to be less affected by not having a positive dependence assumption in the hierarchical setting than in the non-hierarchical setting.
3.4.3 Procedures under Block Dependence

In this subsection, we consider block dependence and develop more powerful versions of the procedures in Theorems 3.2 and 3.3 by taking this dependence into account. Since block dependence only describes the dependence of the p-values across families, we consider both positive dependence and arbitrary dependence to describe the dependence of the p-values within the families, which we will refer to as block positive dependence and block arbitrary dependence, respectively.

In the fixed sequence configuration, block dependence reduces to independence. Under this configuration of hypotheses, both of our procedures presented in this subsection reduce to the more powerful FDR controlling fixed sequence procedure under independence, which is the procedure in Theorem 2.2 of Chapter 2, whereas the procedures in the last two subsections reduce to the less powerful FDR controlling fixed sequence procedure under arbitrary dependence, which is the procedure in Theorem 2.1 of Chapter 2.

First, we consider block positive dependence.

**Theorem 3.4. FDR Control under Block Positive Dependence**

Under Assumptions 1.1 and 3.1, the hierarchical testing procedure with critical functions

\[ \alpha_i(r) = \begin{cases} \frac{\ell_i r \alpha}{\ell + \ell_i (r - 1) \alpha} & \text{if } H_i \text{ is not a leaf hypothesis} \\ \frac{r \alpha}{\ell} & \text{if } H_i \text{ is a leaf hypothesis} \end{cases} \]

strongly controls the FDR at level \( \alpha \).

In the non-hierarchical configuration, this procedure reduces to the BH procedure since all the critical functions are \( r \alpha / m \). It should be noted that under this configuration there is only one family so that block dependence is irrelevant and we are left with just the positive dependence assumption. Thus, both this procedure and
the procedure from Theorem 3.2, which both assume positive dependence, reduce to
the BH procedure in the non-hierarchical configuration.

In the hierarchical setting, this procedure offers a large improvement over the
critical functions of Theorem 3.2. To see this, consider the binary tree configuration.
In this case, the critical functions are
\[
\alpha_i(r) = \frac{r\alpha}{2^{d-1} + (r-1)\alpha}, \quad H_i \in \mathcal{F}_d, \quad d = 1, \ldots, D - 1 \quad \text{and}
\]
\[
\alpha_i(r) = \frac{r\alpha}{2^{D-1}}, \quad H_i \in \mathcal{F}_D.
\] (3.9)

Comparing (3.8) to (3.9), one can see that (3.9) is, in general, much larger than (3.8).
For example, when \(D = 5, d = 3,\) and \(r = 4\) the increase is by a factor of almost 3.
Also, compared to Meinshausen’s FWER controlling hierarchical testing procedure,
which uses critical function \(\ell_i\alpha/\ell, i = 1, \ldots, m,\) the critical functions of Theorem 3.4
are approximately \(r\) times larger for small \(\alpha.\) Hence, the procedure from Theorem
3.4, which requires the strongest dependence assumption to control the FDR, is our
most powerful hierarchical testing procedure.

Finally, we consider block arbitrary dependence.

**Theorem 3.5. FDR Control under Block Arbitrary Dependence**

Under Assumption 3.1, the hierarchical testing procedure with critical functions
\[
\alpha_i(r) = \begin{cases}
\frac{\ell_i r\alpha}{\ell + \ell_i (r-1)\alpha} \cdot \frac{1}{c_i} & \text{if } H_i \text{ is not a leaf hypothesis} \\
\frac{r\alpha}{\ell} \cdot \frac{1}{c_i} & \text{if } H_i \text{ is a leaf hypothesis}
\end{cases}
\]

where
\[
c_i = \begin{cases}
1 + \sum_{j=1}^{\left|\mathcal{F}_{d_{i}}\right|-1} \frac{\ell - \ell_i \alpha}{(j + d_i)(\ell + \ell_i (j + d_i - 2)\alpha)} & \text{if } H_i \text{ is not a leaf hypothesis} \\
1 + \sum_{j=1}^{\left|\mathcal{F}_{d_{i}}\right|-1} \frac{1}{j + d_i} & \text{if } H_i \text{ is a leaf hypothesis}
\end{cases}
\]

and \(\left|\mathcal{F}_{d_{i}}\right|\) is the cardinality of \(\mathcal{F}_{d_{i}},\) strongly controls the FDR at level \(\alpha.\)
This procedure reduces to the BY procedure in the non-hierarchical configuration. Similar to the procedures from Theorems 3.2 and 3.3, the critical functions of this procedure are those of Theorem 3.4 adjusted by a factor $c_i, i = 1, \ldots, m$. Again, we consider the hypotheses in Figure 3.1(b). Here, $c_1 = 1, c_2 = c_3 = 1.317$, and $c_4 = c_5 = c_6 = c_7 = 1.760$ at $\alpha = 0.05$. In this example, the $c_i$’s are significantly smaller than the adjusting factor for the BY procedure for testing 7 hypotheses, which is 2.59. However, $c_2$ and $c_3$ for Theorem 3.5 are larger than $c_2$ and $c_3$ for Theorem 3.3, which are both 1.2, but this is not true in general for the $c_i$’s. The portion of the critical function without the adjusting factor, is generally much larger for Theorem 3.5 than for Theorem 3.3 so that the procedure from Theorem 3.5 is typically more powerful than the procedure from Theorem 3.3.

Remark 3.3. Our proofs of the theorems in this section heavily rely on the approach of mathematical induction. The hierarchical structure of the hypotheses implies a recursive property where the hypotheses in the subtree under any hypothesis also form a hierarchical structure. Hence, mathematical induction is a natural choice for proving results for hierarchical structures.

Below, we present an example of our hierarchical testing procedure along with Yekutieli’s and Meinshausen’s hierarchical testing procedures.

Example 3.3. Let us demonstrate how the hierarchical testing procedure works through an example using the critical functions of Theorem 3.2 as well as Yekutieli’s and Meinshausen’s procedure. Consider the example presented in Figure 1(b). The total depth of the tree is 3 and the 3 families are $\{H_1\}, \{H_2, H_3\}$, and $\{H_4, H_5, H_6, H_7\}$. Suppose the p-values are $p_1 = 0.01, p_2 = 0.75, p_3 = 0.008, p_4 = 0.6, p_5 = 0.85, p_6 = 0.03$, and $p_7 = 0.05$ and the hypotheses are tested using the procedure from Theorem 3.2, Yekutieli’s procedure, and Meinshausen’s procedure at level $\alpha = 0.05$. 
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Table 3.2 shows the value of the variables step-by-step for the procedure from Theorem 3.2. The first family is tested using the generalized stepup procedure, and $H_1$, the only hypothesis in this family, is rejected. Now, $R(F_1) = 1$. The second family is tested using the generalized stepup procedure with critical functions $\alpha^*_2(r) = \alpha_2(r+1)$ and $\alpha^*_3(r) = \alpha_3(r+1)$. $H_3$ can be rejected but $H_2$ cannot. Thus, $R(F_2) = 1$. Finally, the third family is tested. Since $H_2$ was accepted and $H_3$ was rejected, we have $\alpha^*_4(r) = \alpha^*_5(r) = 0$, $\alpha^*_6(r) = \alpha_6(r+2)$, and $\alpha^*_7(r) = \alpha_7(r+2)$. Hypotheses $H_6$ and $H_7$ are rejected by the generalized stepup procedure.

Yekutieli’s hierarchical testing procedure groups the hypotheses into families that share the same parent hypothesis so that the 4 families are 

{ $H_1$ }, 

{ $H_2, H_3$ }, 

{ $H_4, H_5$ }, and 

{ $H_6, H_7$ }. This procedure rejects hypotheses $H_1$ and $H_3$ (Table 3.3). Meinshausen’s hierarchical testing procedure uses a fixed rejection threshold $\ell_i\alpha/\ell$ for testing $H_i$. This procedure rejects $H_1$ and $H_3$ (Table 3.4).

### 3.5 Simulation Study

We conducted a simulation study to evaluate the performance of the proposed procedures. Specifically, the simulation study compared the performance of our proposed procedures, which are labeled Procedures 3.2-3.5 corresponding to the procedures introduced in Theorems 3.2-3.5, against Yekutieli’s FDR controlling procedure in terms of both FDR and average power. Several dependence configurations were considered as well as different hierarchical structures.

We generated $m$ normal random variables with covariance matrix $\Sigma$ and mean vector $\vec{\mu} = (\mu_1, \ldots, \mu_m)$ to test the $m$ hypotheses $H_i : \mu_i \leq 0$ versus $H'_i : \mu_i > 0$, $i = 1, \ldots, m$. The p-value for testing the $i^{\text{th}}$ leaf hypothesis was calculated using a one sided, one-sample Z-test. When $H_i$ was true, we set $\mu_i = 0$. When $H_i$ was
Table 3.2  The Procedure from Theorem 3.2 at Level $\alpha = 0.05$ to Hierarchically Test the Hypotheses Presented in Figure 3.1(b) with P-Values $p_1 = 0.01, p_2 = 0.75, p_3 = 0.008, p_4 = 0.6, p_5 = 0.85, p_6 = 0.03$, and $p_7 = 0.05$

<table>
<thead>
<tr>
<th>Procedure 3.4</th>
<th>$i = 1$</th>
<th>$i = 2$</th>
<th>$i = 3$</th>
<th>$i = 4$</th>
<th>$i = 5$</th>
<th>$i = 6$</th>
<th>$i = 7$</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Family 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>generalized stepup $\alpha_i^*(R)$</td>
<td>0.05</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$R = 1$</td>
</tr>
<tr>
<td>Reject $H_1$ and set $R(\mathcal{F}_1) = 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>generalized stepup $\alpha_i^*(R)$</td>
<td>-</td>
<td>0.033</td>
<td>0.033</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$R = 1$</td>
</tr>
<tr>
<td>Accept $H_2$, reject $H_3$ and set $R(\mathcal{F}_2) = 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>generalized stepup $\alpha_i^*(R)$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
<td>0.05</td>
<td>$R = 2$</td>
</tr>
<tr>
<td>Accept $H_4$ and $H_5$ and reject $H_6$ and $H_7$. Set $R(\mathcal{F}_3) = 2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3  Yekutieli’s Procedure at Level $\alpha = 0.05$ to Hierarchically Test the Hypotheses Presented in Figure 3.1(b) with P-Values $p_1 = 0.01, p_2 = 0.75, p_3 = 0.008, p_4 = 0.6, p_5 = 0.85, p_6 = 0.03$, and $p_7 = 0.05$

<table>
<thead>
<tr>
<th>Yekutieli’s Procedure</th>
<th>$i = 1$</th>
<th>$i = 2$</th>
<th>$i = 3$</th>
<th>$i = 4$</th>
<th>$i = 5$</th>
<th>$i = 6$</th>
<th>$i = 7$</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Family 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BH procedure $\alpha_i(R)$</td>
<td>0.0174</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$R = 1$</td>
</tr>
<tr>
<td>Reject $H_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BH procedure $\alpha_i(R)$</td>
<td>-</td>
<td>0.009</td>
<td>0.009</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$R = 1$</td>
</tr>
<tr>
<td>Accept $H_2$ and reject $H_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not Tested</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Accept $H_4$ and $H_5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family 4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BH procedure $\alpha_i(R)$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>$R = 0$</td>
</tr>
<tr>
<td>Accept $H_6$ and $H_7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.4 Meinshausen’s Procedure at Level $\alpha = 0.05$ to Hierarchically Test the Hypotheses Presented in Figure 3.1(b) with P-Values $p_1 = 0.01, p_2 = 0.75, p_3 = 0.008, p_4 = 0.6, p_5 = 0.85, p_6 = 0.03$, and $p_7 = 0.05$

<table>
<thead>
<tr>
<th>Meinshausen’s Procedure</th>
<th>$i = 1$</th>
<th>$i = 2$</th>
<th>$i = 3$</th>
<th>$i = 4$</th>
<th>$i = 5$</th>
<th>$i = 6$</th>
<th>$i = 7$</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Family 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>single-step</td>
<td>$\alpha_i$</td>
<td>0.05</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$R = 1$</td>
</tr>
<tr>
<td>Reject $H_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>single-step</td>
<td>$\alpha_i$</td>
<td>-</td>
<td>0.025</td>
<td>0.025</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$R = 1$</td>
</tr>
<tr>
<td>Accept $H_2$ and reject $H_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>single-step</td>
<td>$\alpha_i$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0125 0.0125</td>
</tr>
<tr>
<td>Accept $H_4, H_5, H_6$, and $H_7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

false, we set $\mu_i$ to a positive value which was non-increasing in $d_i$. Our intention was to simulate the setting where hypotheses that are near the top of the hierarchy are easier to reject than hypotheses near the bottom. As for the joint dependence, we considered a common correlation structure where $\Sigma$ had off-diagonal components equal to $\rho$ and diagonal components equal to 1.

We constructed two types of hierarchies: a shallow hierarchy and a deep hierarchy. Both hierarchies had 1000 leaf hypotheses. A proportion $\pi_0$ of the leaf hypotheses were randomly chosen and set to be true with the remaining set to false. Each non-leaf hypothesis was set to true only if all of its child hypotheses were true; otherwise, it was set to false. For both hierarchies, the tree was balanced so that each parent hypothesis had the same number of child hypotheses. The two hierarchies are described in detail below.

**Shallow Hierarchy**: The total depth of this tree is 2 so that a hypothesis is either a leaf or a top-level hypothesis. There are 10 top-level hypotheses each of which have
100 child hypotheses giving a total of 1010 hypotheses. For each false hypothesis $H_i$, $\mu_i = 3$ if $d_i = 1$ and $\mu_i = 2$ if $d_i = 2$.

**Deep Hierarchy**: The total depth of this tree is 4 and there are 8 top-level parents. Each parent hypothesis has 5 child hypotheses giving a total of 1248 hypotheses. For each false hypothesis $H_i$, $\mu_i = 3.5$ if $d_i = 1$, $\mu_i = 3$ if $d_i = 2$ or 3, and $\mu_i = 2$ if $d_i = 4$.

We set $\alpha = 0.05$ and for each procedure we noted the false discovery proportion, which is the proportion of falsely rejected hypotheses among all rejected hypotheses, and the the proportion of rejected false null hypotheses among all false null hypotheses. Each tree was generated and tested 5000 times and the simulated values of the FDR and average power were obtained by averaging out the 5000 values of these two proportions, respectively.

Figure 3.2 displays the FDR and average power under independence as $\pi_0$ varies from 0.2 to 1. As seen from Figure 3.2, all the procedures control the FDR at level 0.05. In terms of power, Procedure 3.4 outperforms Yekutieli’s procedure quite substantially and in some cases even doubles the power of Yekutieli’s procedure. Procedure 3.2, which controls the FDR under positive dependence, outperforms Yekutieli’s procedure under the shallow hierarchy but is outperformed by Yekutieli’s procedure in the deep hierarchy. In the deep hierarchy, Procedure 3.5 and Yekutieli’s procedure are comparable in terms of power. Not surprisingly, Procedure 3.3, which controls the FDR under arbitrary dependence, performs the worst.

Figures 3.3 and 3.4 display the FDR and average power under common correlation with $\rho = 0.25$ and $\rho = 0.75$, respectively, as $\pi_0$ varies from 0.2 to 1. As seen from these figures, the FDRs of all the procedures are controlled at level 0.05 under both weak and strong correlation. It should be noted that Assumption 3.1 (block dependence) does not hold under this dependence configuration, but Procedures 3.4 and 3.5 still control the FDR suggesting that both procedures are fairly robust to
Figure 3.2  FDR (top row) and average power (bottom row) of Procedures 3.2 (solid line), 3.3 (dashed), 3.4 (dotted), 3.5 (dot dash), and Yekutieli’s procedure (long dash) under independence for the shallow hierarchy (left column) and the deep hierarchy (right column) where the proportion of true null leaf hypotheses varies from 0.2 to 1.

departures from this assumption. In terms of power, these figures show a similar pattern to Figure 3.2, where Procedure 3.4 is the most powerful and Procedure 3.3 is the least powerful. The remaining three procedures fall somewhere in the middle depending on the setting.
Positive dependence, $\rho = 0.25$

**Figure 3.3** FDR (top row) and average power (bottom row) of Procedures 3.2 (solid line), 3.3 (dashed), 3.4 (dotted), 3.5 (dot dash), and Yekutieli’s procedure (long dash) under common correlation with $\rho = 0.25$ for the shallow hierarchy (left column) and the deep hierarchy (right column) where the proportion of true null leaf hypotheses varies from 0.2 to 1.

### 3.6 Real Data Analysis

We applied our proposed procedures as well as Yekutieli’s procedure to a real data set. We used the data set of Caporaso et al. (2011), available in the phyloseq Bioconductor package at www.bioconductor.org, which provides the abundances of individual microbes in different ecological environments as well as their phylogenetic relationships. The data can be naturally organized into a hierarchy consisting of taxonomic units according to their phylogenetic relationships. The question of interest is whether there is an association between a taxonomic unit and ecological environment. Specifically, we tested the null hypothesis that the mean abundance for
positive dependence, $\rho = 0.75$

Figure 3.4  FDR (top row) and average power (bottom row) of Procedures 3.2 (solid line), 3.3 (dashed), 3.4 (dotted), 3.5 (dot dash), and Yekutieli’s procedure (long dash) under common correlation with $\rho = 0.75$ for the shallow hierarchy (left column) and the deep hierarchy (right column) where the proportion of true null leaf hypotheses varies from 0.2 to 1.

the taxonomic unit is the same across environments versus the alternative hypotheses that the mean abundance for the taxonomic unit is different across environments. The p-value for each hypothesis was determined by using an F-test (for more information see Sankaran and Holmes (2013)).

We restricted our analysis to the microbes in the Actinobacteria phylum which had 1631 individual microbes. The taxonomic hierarchy in the Actinobacteria phylum consisted of 3261 taxonomic units so that the total number of hypotheses is 3261 across 39 families. We tested the hypotheses at various significance levels and the number of rejections for each procedure are displayed in Table 3.5. All of
the procedures are seen to make a substantial number of discoveries, even when \( \alpha = 0.01 \). In terms of the number of rejections, one can easily see that Procedure 3.4 is by far the best, significantly outperforming the other procedures. Procedure 3.5 outperforms Yekutieli’s procedure when \( \alpha \) is moderate to large, but Yekutieli’s procedure outperforms Procedure 3.5 when \( \alpha \) is small. Procedure 3.3 is, not surprisingly, the worst since it is the only procedure that controls the FDR despite not requiring any assumption on the dependence structure.

**Table 3.5** The Number of Rejections out of 3261 Hypotheses by Procedures 3.2, 3.3, 3.4, 3.5, and Yekutieli’s Procedure at Various Significance Levels for the Microbe Abundance Data Set Restricted to the Actinobacteria Phylum

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Procedure 3.2</th>
<th>Procedure 3.3</th>
<th>Procedure 3.4</th>
<th>Procedure 3.5</th>
<th>Yekutieli’s Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>75</td>
<td>68</td>
<td>144</td>
<td>107</td>
<td>123</td>
</tr>
<tr>
<td>0.025</td>
<td>88</td>
<td>75</td>
<td>574</td>
<td>148</td>
<td>165</td>
</tr>
<tr>
<td>0.05</td>
<td>118</td>
<td>92</td>
<td>1156</td>
<td>353</td>
<td>230</td>
</tr>
<tr>
<td>0.1</td>
<td>138</td>
<td>108</td>
<td>1497</td>
<td>813</td>
<td>253</td>
</tr>
</tbody>
</table>

**3.7 Conclusion**

In this chapter, we have developed several FDR controlling procedures for testing hierarchically ordered hypotheses. We have, for the first time, presented hierarchical testing methods with proven FDR control under various dependencies. Specifically, we have developed a method which controls the FDR under block positive dependence, and in our simulation study, it was shown to be more powerful than Yekutieli’s FDR controlling procedure. A particularly interesting aspect of this work is that we have connected two contrasting testing methods: fixed sequence procedures, which assume
the hypotheses have a fixed pre-defined testing order, and stepwise procedures, in which the hypotheses are ordered based on the corresponding p-values.
CHAPTER 4

THE TESTING OF HYPOTHESES ALONG A DIRECTEDACYCLIC
GRAPH

4.1 Introduction

In this chapter, we propose a novel approach for developing procedures which control
type I error rates appropriate for large scale multiple testing, such as the FDR, which
we will refer to as large scale error rates. We then use this approach to develop a
procedure which controls the FDR for testing hypotheses with a directed acyclic graph
(DAG) structure. Testing on a complex structure such as a DAG has applications
to testing Gene Ontology terms for phenotype association (Goeman and Mansmann
2008) and clinical trials (Dmitrienko et al. 2007; Dmitrienko and Tamhane 2013).
Moreover, a DAG structure is a very generic structure and can take the form of a
hierarchy, as discussed in Chapter 3, or a fixed sequence, as discussed in Chapter 2.

With regard to procedures that test hypotheses along a DAG, there has been
some work in the framework of FWER control. Goeman and Mansmann (2008)
proposed a FWER controlling procedure for testing Gene Ontology terms called
the focus level method which preserves the graph structure of Gene Ontology. The
procedure is based on the closed testing procedure and requires the user to select
a pre-specified subset of the Gene Ontology terms the user is most interested in.
Dmitrienko et al. (2007) and Dmitrienko and Tamhane (2013) proposed a general
FWER controlling method for testing hypotheses with applications to clinical trials.
The hypotheses are organized into families and the families are tested sequentially.
A decision regarding whether a hypothesis can be tested is made based on which
hypotheses are rejected in the previously tested families. We are motivated to study
the DAG structure since it is a very general structure and to our knowledge, no procedures exist which control a large scale error rate, such as the FDR, which is more appropriate for large scale multiple testing.

To assist in the development of our new DAG testing procedure, we propose a new approach for developing multiple testing methods which control large scale error rates. This approach splits a large scale error rate of the form $E(WL)$ into two components: a weight, $W$, and another error rate, $L$. For example, the FDR = $E(V/(R \lor 1))$ can be split into a weight $W = 1/(R \lor 1)$ and an error rate $L = V$. Our main idea is to handle these two components separately. We do this by creating or using an existing procedure which controls $E(L)$, then determining the weight $W$, and finally by applying the procedure at level $\alpha/W$, thereby controlling $E(WL)$ at level $\alpha$. This approach greatly facilitates the development of new multiple testing procedures and we will show that by using this method we can obtain new procedures as well as several existing procedures, such as the BH and adaptive BH procedures.

By using our proposed approach, we create a new FDR controlling procedure for testing hypotheses which have a DAG structure. Specifically, our procedure only rejects a hypothesis if all of its parent hypotheses are rejected. The advantages of accounting for the underlying structure of the hypotheses are two-fold. First, there is a potential gain in power in the testing of these hypotheses. Indeed, our simulation study and real data analysis show that our proposed procedure compares favorably against the BH procedure in terms of power by accounting for the underlying DAG structure. Second, the rejected hypotheses maintain their hierarchical integrity which can enhance interpretation. That is, the rejected hypotheses form a DAG that is a subset of the tested DAG. With regard to testing hypotheses along a DAG, we also show that the BH procedure can be slightly modified so that the rejected hypotheses maintain their hierarchical integrity. This modification reduces the power of the
usual BH procedure but benefits from the fact that the rejection set preserves the DAG structure.

This rest of this chapter is organized as follows. Section 4.2 introduces notation and concepts that will be used in this chapter. Section 4.3 describes our new approach for developing multiple testing procedures. In Section 4.4, we propose a new DAG testing procedure controlling the FDR. Our simulation study and real data analysis are in Section 4.5 and 4.6, respectively. Finally, Section 4.7 offers concluding remarks.

4.2 Preliminaries

Recall that there are $m_0$ true null hypotheses among the $m$ tested hypotheses and for a testing procedure, $V$ and $R$ are the number of false and total rejections, respectively. For a testing procedure applied at level $\alpha$, let $L(\alpha)$ be some measure of the overall type I error after testing all the $m$ hypotheses, and we will assume throughout this chapter that $R$ is a non-decreasing function of $\alpha$. With regard to notation, we will often express $L(\alpha)$ simply as $L$ when the significance level has not been specified. Typically, we will set $L = V$ so that $L$ is the total number of false rejections; however, we will also consider, with less emphasis, other error measures such as $L = V I\{V \geq k\}$. We assume we have available to us some procedure which controls $E(L)$ at some fixed, pre-specified level. We will call this procedure the base procedure. For example, if $L = V$, then any PFER controlling procedure could be a base procedure.

Since we are primarily interested in the case when $L = V$, let us review some PFER controlling procedures. We assume each of the procedures are applied at the fixed, pre-specified level $\alpha$. 
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Example 4.1. The Bonferroni Procedure. For each $i = 1, \ldots, m$, the Bonferroni procedure rejects $H_i$ if $P_i \leq \alpha/m$. The Bonferroni procedure controls the PFER under arbitrary dependence. A variant of the Bonferroni procedure is the weighted Bonferroni procedure. Given weights $w_1, \ldots, w_m$ such that $\sum_{i=1}^{m} w_i = 1$, the weighted Bonferroni procedure rejects $H_i$ if $P_i \leq w_i \alpha$. Another variant is the oracle Bonferroni procedure, which rejects $H_i$ if $P_i \leq \alpha/m_0$. The oracle Bonferroni procedure controls the PFER at level $\alpha$ under arbitrary dependence but $m_0$ must be known.

Example 4.2. The Adaptive Bonferroni Procedure. For each $i = 1, \ldots, m$, the adaptive Bonferroni procedure rejects $H_i$ if $P_i \leq \alpha/\hat{m}_0$ where $\hat{m}_0$ is a conservative estimate of $m_0$ such that $E(\hat{m}_0) \leq m_0$. One estimate for $m_0$ is $\hat{m}_0 = (\sum_{i=1}^{m} I\{P_i > \lambda\} + 1)/(1 - \lambda)$ where $\lambda \in (0, 1)$ is a tuning parameter. The adaptive Bonferroni procedure controls the PFER under independence.

In this chapter, we will describe a general approach to control a two-factor error rate where one factor is a weight and the other is an error rate. Given an error rate $L$ and a non-increasing function of the number of rejections $W : \{0, \ldots, m\} \rightarrow [0, \infty)$, the overall error rate that we are interested in is

$$E(W(R)L).$$

(4.1)

Let us consider some examples. Let $L = V$. If $W(R) = 1/(R \lor 1)$, then (4.1) is the FDR. We will give particular attention to this case of $L = V$ throughout this chapter. If $W(R) = 1$, then (4.1) is simply the PFER across all the hypotheses.

We are interested in controlling (4.1) at a fixed, pre-specified level $\alpha$. We do this by determining some significance level that may be a function of the p-values, say $\beta$, such that when the base procedure is applied at level $\beta$, (4.1) is controlled at level $\alpha$. Before proceeding, let us make our terminology clear. When we say that a procedure controls $E(L)$ at level $\beta$, we mean that $E(L) \leq \beta$. When we say a
procedure is applied at level $\beta$, we mean that the procedure rejects hypotheses based on parameter $\beta$, where $\beta$ could be a function of the p-values. If, however, $\beta$ is a fixed, pre-specified value, then applying the base procedure at level $\beta$ also has the effect of controlling $E(L(\beta))$ at level $\beta$. In general, we will use the convention that $\alpha$ is a fixed, pre-specified significance level and $\beta$ is a significance level that may be random (i.e., it may depend on the p-values).

### 4.3 A General Method for Developing New Procedures

In this section, we present a testing procedure, which we call the self-consistent rejection (SCR) procedure, and develop the theoretical conditions under which it controls overall error rate (4.1). We motivate the development of this procedure by studying the relationship between the Bonferroni procedure and the BH procedure in the example below.

**Example 4.3.** Suppose $W = 1/(R \lor 1)$ and $L = V$ so that (4.1) becomes the FDR. We consider the Bonferroni procedure as our base procedure since this procedure controls $E(L)$. Recall that the BH procedure is the stepup procedure with critical constants $i\alpha/m, i = 1, \ldots, m$. The number of rejections by the BH procedure is $R = \max\{0 \leq r \leq m : P_r \leq r\alpha/m\}$ where $P_{(0)} \equiv 0$. Let $R_{\text{base}}(\beta) = \sum_{i=1}^m I\{P_i \leq \beta/m\}$ be the number of rejections by the Bonferroni procedure at level $\beta$. Since the event $\{P_r \leq r\alpha/m\}$ is equivalent to the event $\{r \leq R_{\text{base}}(r\alpha)\}$, we have that the number of rejections by the BH procedure can equivalently be expressed as

$$R = \max\{0 \leq r \leq m : r \leq R_{\text{base}}(r\alpha)\}. \quad (4.2)$$
Thus, the Bonferroni applied at level $R\alpha$ is equivalent to the BH procedure applied at level $\alpha$ since both procedures reject each $H_i$ where $P_i \leq R\alpha/m, i = 1, \ldots, m$. In this example, we have shown that the FDR controlling procedure, the BH procedure, can be characterized by the PFER controlling procedure, the Bonferroni procedure.

Notice that expression (4.2) does not determine the number of rejections based on the p-values directly, but instead determines the number of rejections through the base procedure, which is the Bonferroni procedure. Hence, we can readily generalize this expression to any other base procedure. Given a non-increasing function of the number of rejections $W : \{0, \ldots, m\} \rightarrow [0, \infty)$ and a base procedure, the SCR procedure is as follows.

**Definition 4.1.** The Self-Consistent Rejection Procedure

*Given a base procedure, let $R_{\text{base}}(\beta)$ be the number of rejections by the base procedure at level $\beta$.*

1. Let

   \[ R = \max \{ r \in \{0, \ldots, m\} : r \leq R_{\text{base}}(\alpha/W(r)) \}. \quad (4.3) \]

2. Test the hypotheses $H_1, \ldots, H_m$ by applying the base procedure at level $\alpha/W(R)$.

**Remark 4.1.** It should be noted that $R$ in (4.3) is equal to the number of rejections by the base procedure at level $\alpha/W(R)$. That is, $R = R_{\text{base}}(\alpha/W(R))$. In the literature, this property has been referred to as self-consistency, see Blanchard and Roquain (2008). To see why this property holds, we note that $R$ is the largest integer $r$ in $\{0, \ldots, m\}$ that is less than or equal to $R_{\text{base}}(\alpha/W(r))$. Hence, $R + 1 > R_{\text{base}}(\alpha/W(R + 1))$, which implies $R \geq R_{\text{base}}(\alpha/W(R + 1)) \geq R_{\text{base}}(\alpha/W(R))$. Where the latter inequality follows from the fact that $R_{\text{base}}(\alpha/W(r))$ is a non-decreasing function of $r$. Thus, $R \leq R_{\text{base}}(\alpha/W(R)) \leq R$ so that $R = R_{\text{base}}(\alpha/W(R))$.  
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Based on the discussion in example 4.3, it is easy to see that if the $W = 1/(R \lor 1)$ and the base procedure is the Bonferroni procedure, then (4.3) reduces to (4.2). In fact, the SCR procedure reduces to a stepup procedure when the base procedure is any single-step procedure, not just the Bonferroni procedure.

**Proposition 4.1.** If the base procedure is a single-step procedure whose critical constant is the non-decreasing function $t : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ where $H_i$ is rejected at level $\alpha$ if $P_i \leq t(\alpha)$ for each $i = 1, \ldots, m$, then the SCR procedure using this base procedure is equivalent to the stepup procedure with critical constants $t(\alpha/W(1)), \ldots, t(\alpha/W(m))$.

**Proof.** For $\alpha > 0$, the event $\{r \leq R_{\text{base}}(\alpha/W(r))\}$ is equivalent to the event $\{P(r) \leq t(\alpha)\}$. Hence, (4.3) reduces to $R = \max \left\{r \in \{0, \ldots, m\} : P(r) \leq t(\alpha/W(r)) \right\}$ so that the SCR procedure rejects each $H_i$ where $P_i \leq t(\alpha/W(R)), i = 1, \ldots, m$, which is the same as the stepup procedure with critical constants $t(\alpha/W(1)), \ldots, t(\alpha/W(m))$. ■

Before discussing how to control the overall error rate (4.1), we will discuss two cases for the error rate $L$: the binary case and the non-binary case. In the binary case, $L$ can only take on 0 and a positive value. In the non-binary case, $L$ can take on any number of values; however, we will focus on a specific case where $L$ is a finite sum of binary error rates. For example, if $L = I\{V > 0\}$, so that $E(L)$ is the FWER, then $L$ is binary, but if $L = V$, so that $E(L)$ is the PFER, then $L$ is non-binary.

Given a binary error rate $L$, positive dependence among the p-values is characterized by the following assumption.

**Assumption 4.1.** Positive Dependence Assumption

*Given a binary error rate $L$ and a base procedure, for any coordinatewise non-decreasing function of the p-values $\psi$,*

$$E(\psi(P_1, \ldots, P_m) \mid L(\alpha) > 0) \text{ is non-decreasing in } \alpha.$$  (4.4)
It should be noted that if \( L(\alpha) = I\{P_i \leq \alpha\} \) where \( H_i \) is true, then assumption 4.1 reduces to Assumption 1.1, which is a commonly used assumption in multiple testing problems (Benjamini and Yekutieli 2001). If the p-values are independent, then we have the following result.

**Lemma 4.1.** If the p-values are independent and the binary error rate \( L \) is of the form \( L(\alpha) = I\{\cap_{i=1}^{m} P_i \leq t_i(\alpha)\} \) for non-decreasing \( t_i : \mathbb{R}^+ \to \mathbb{R}^+, i = 1, \ldots, m \), then assumption 4.1 is satisfied.

**Proof.** The proof is in Appendix C. ■

For a non-binary error rate \( L \) and the associated base procedure, we will assume the following conditions are satisfied:

**Condition A1:** \( L \) is no larger than the finite sum of \( n > 0 \) binary error rates, \( L_1, \ldots, L_n \).

**Condition A2:** For each \( i = 1, \ldots, n \), \( E(L_i(\alpha)) \leq c_i \alpha \) for every fixed \( \alpha > 0 \), where \( c_1, \ldots, c_n \) are constants such that \( \sum_{i=1}^{n} c_i \leq 1 \).

**Condition A3:** Assumption 4.1 is satisfied for \( L_i, i = 1, \ldots, n \).

**Remark 4.2.** We can regard condition A1 as a property of the error rate, condition A2 as a property of the base procedure, and condition A3 as a property of the joint dependence of the p-values. Secondly, if conditions A1 and A2 are satisfied, then it must be the case that \( E(L(\alpha)) \leq \alpha \). Indeed, \( E(L(\alpha)) = \sum_{i=1}^{n} E(L_i(\alpha)) \leq \sum_{i=1}^{n} c_i \alpha \leq \alpha \).

For example, consider the non-binary error rate \( L = V \) with the Bonferroni procedure, which controls \( E(V) \), as the base procedure. It is easy to see that \( L(\alpha) \) can be broken into \( m \) binary error rates, \( L_i(\alpha) = I\{P_i \leq \alpha/m, H_i \text{ is true}\}, i = 1, \ldots, m \).
Here, \( c_i = 1/m \) and \( \sum_{i=1}^{m} c_i = 1 \). Hence, the error rate \( V \) and the Bonferroni procedure satisfy conditions A1 and A2. If the p-values have positive dependence as described by Assumption 1.1 in Chapter 1, then condition A3 also holds.

**Theorem 4.2.** Given \( L \) and a base procedure if conditions A1-A3 are satisfied, then the SCR procedure along with the base procedure controls the overall error rate, \( E(W(R)L) \), at level \( \alpha \).

**Proof of Theorem 4.2.** By condition A1, \( L_1, \ldots, L_n \) are the binary error rates whose sum dominates \( L \) and without loss of generality, we assume \( L_i \) only takes on 0 or 1 for each \( i = 1, \ldots, n \). Based on remark 4.1, we have that the base procedure is applied at level \( \alpha/W(r) \), where \( R \) is the number of rejections as determined by (4.3). Hence, for each \( i = 1, \ldots, n \),

\[
E(W(R)L_i(\alpha/W(r))) = \sum_{r=1}^{m} W(r) \Pr (R = r, L_i(\alpha/W(r)) > 0)
\leq \sum_{r=1}^{m} c_i \alpha \Pr (R = r \mid L_i(\alpha/W(r)) > 0)
= \sum_{r=1}^{m} c_i \alpha \Pr (R \geq r \mid L_i(\alpha/W(r)) > 0) - \sum_{r=1}^{m-1} c_i \alpha \Pr (R \geq r + 1 \mid L_i(\alpha/W(r)) > 0)
\leq c_i \alpha + \sum_{r=1}^{m-1} c_i \alpha \left[ \Pr (R \geq r + 1 \mid L_i(\alpha/W(r + 1)) > 0) - \Pr (R \geq r + 1 \mid L_i(\alpha/W(r)) > 0) \right]
\leq c_i \alpha.
\]

The first equality follows by the fact that \( L_i \) only takes on 0 or 1 so that \( E(L_i) = \Pr (L_i > 0) \). The first inequality follows by condition A2 where \( \Pr (L_i(\alpha/W(r)) > 0) = E(L_i(\alpha/W(r))) \leq c_i \alpha/W(r) \). The last inequality follows by condition A3 along with the fact that \( \alpha/W(r + 1) \geq \alpha/W(r) \).
Finally, we have
\[
E \left[ W(R) L(\alpha/W(R)) \right] \leq \sum_{i=1}^{n} E \left[ W(R) L_i(\alpha/W(R)) \right] \leq \sum_{i=1}^{n} c_i \alpha \leq \alpha. \]

Let us consider two examples to show why Theorem 4.2 is useful.

Example 4.4. As an example, let us show how Theorem 4.2 can be used to prove an adaptive BH procedure controls the FDR under independence. Let \( L = V \) and \( W = 1/(R \vee 1) \). For the base procedure, consider the procedure described in example 4.2, the adaptive Bonferroni procedure. Recall that this procedure rejects \( H_i \) if \( P_i \leq \alpha/\hat{m}_0 \) for \( \hat{m}_0 = (\sum_{i=1}^{m} I\{P_i > \lambda\} + 1)/(1 - \lambda) \). Let \( I_0 \) and \( m_0 \) be the index set and number of true null hypotheses, respectively. Clearly, \( V \) can be split into \( m_0 \) binary error rates \( L_i = I\{P_i \leq \alpha/\hat{m}_0\}, i \in I_0 \), so that A1 is satisfied. Secondly, it can be shown under independence that \( E(L_i(\alpha)) \leq \alpha/m_0 \). Setting \( c_i = 1/m_0 \), we see that condition A2 is satisfied. Finally, for each \( i \in I_0 \), fix \( P_j \) for \( j \neq i \) and define the function \( t_i : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) such that \( t_i(\alpha) = \sup\{P_i : P_i \leq \alpha/\hat{m}_0\} \). Since \( \hat{m}_0 P_i \) is increasing in \( P_i \), \( t_i \) is an increasing function of \( \alpha \). Now, the event \( \{L_i(\alpha) > 0\} = \{P_i \leq t_i(\alpha)\} \) so that conditional on every fixed \( P_j \) for \( j \neq i \), Assumption 4.1 holds. Hence, Assumption 4.1 holds unconditionally and condition A3 is satisfied. Thus, according to Theorem 4.2, the SCR procedure using the adaptive Bonferroni procedure controls the FDR at level \( \alpha \) under independence. By Proposition 4.1, with \( \hat{m}_0 \) as the estimate of \( m_0 \), the SCR procedure is actually an adaptive BH procedure (see Storey et al. (2004), Benjamini et al. (2006), Sarkar (2008)). If other base procedures, such as the Bonferroni procedure, the oracle Bonferroni procedure, and the weighted Bonferroni, are used, the corresponding SCR procedures reduce to the BH procedure, the oracle BH procedure, and the weighted BH procedure (Genovese et al. 2006), respectively.

Example 4.5. The SCR procedure along with Theorem 4.2 can also be used to help create new procedures for controlling complex error measures other than the
FDR. For example, consider the generalized false discovery rate, $k$-FDR, which is $E(VI\{V \geq k\}/(R \vee k))$ for some pre-specified $1 \leq k \leq m$ (see Sarkar (2007)).

Here, let $L = VI\{V \geq k\}$ and $W = 1/(R \vee k)$. First, we will describe a base procedure for controlling $E(L)$, then we will show that conditions A1-A3 are satisfied under independence. The base procedure is the single-step procedure with critical constant $t(\alpha) = [(k-1)!\alpha/(\binom{m}{k})]^{1/k}$. To show conditions A1-A3 are satisfied for such $L$ and base procedure, let $C_0 = \{\mathcal{J} : \mathcal{J} \subseteq \{1, \ldots, m\} \text{ such that } |\mathcal{J}| = i \text{ and } H_j \text{ is true for each } j \in \mathcal{J}\}$. Let $L_\mathcal{J}(\alpha) = I\{\max_{j \in \mathcal{J}} P_j \leq t(\alpha)\}/(k-1)!$ and define $c_\mathcal{J} = 1/\binom{m}{k}$, $\mathcal{J} \in C_k^0$. Then,

$$L = VI\{V \geq k\} = \sum_{H_i \text{ is true}} I\{P_i \leq t(\alpha), V \geq k\}$$

$$= \sum_{\mathcal{J} \in C_1^0} I\{\max_{j \in \mathcal{J}} P_j \leq t(\alpha), V^{(-\mathcal{J})} \geq k - 1\}$$

$$\leq \sum_{\mathcal{J} \in C_1^0} \frac{V^{(-\mathcal{J})}}{k-1} I\{\max_{j \in \mathcal{J}} P_j \leq t(\alpha), V^{(-\mathcal{J})} \geq k - 1\}$$

$$= \sum_{\mathcal{J} \in C_1^0} \sum_{H_i \text{ is true}} \frac{1}{k-1} I\{\max_{j \in \mathcal{J}} P_j \leq t(\alpha), P_i \leq t(\alpha), V^{(-\mathcal{J})} \geq k - 1\}$$

$$\leq \sum_{\mathcal{J} \in C_k^0} \frac{1}{(k-1)!} I\{\max_{j \in \mathcal{J}} P_j \leq t(\alpha)\} \leq \sum_{\mathcal{J} \in C_k^0} L_\mathcal{J}(\alpha)$$

where $V^{(-\mathcal{J})}$ is the number of false rejections excluding $H_j$ for $j \in \mathcal{J}$. The first inequality follows by the fact that the event $\{V^{(-\mathcal{J})} \geq k - 1\}$ implies $V^{(-\mathcal{J})}/(k-1) \geq 1$. The last equality follows from the fact that $C_2^0 = \{\{\mathcal{J} \cup H_i\} : \mathcal{J} \in C_1^0, H_i \text{ is true, and } i \notin \mathcal{J}\}$. Thus, $VI\{V \geq k\}$ is dominated by the sum of binary error rates $L_\mathcal{J}, \mathcal{J} \in C_k^0$ and condition A1 is satisfied. We have

$$E(L_\mathcal{J}(\alpha)) = \frac{1}{(k-1)!} \Pr \left( \max_{j \in \mathcal{J}} P_j \leq t(\alpha) \right) = \frac{1}{(k-1)!} \prod_{j \in \mathcal{J}} \Pr (P_j \leq t(\alpha))$$
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\[ \frac{1}{(k-1)!}^{k}(\alpha) = c, \]

and \(|C_k^0| = \binom{m}{k} \) so that \( \sum_{J \in C_k} c_J = \binom{m}{k} / \binom{m}{k} \leq 1 \). Condition A2 is satisfied. Finally, by Lemma 4.1, condition A3 is satisfied under independence.

Thus, this single-step procedure satisfies conditions A1-A3 under independence. By Theorem 4.2, the corresponding SCR procedure controls the \( k \)-FDR using this base procedure. Since the base procedure is a single-step procedure, by Proposition 4.1 the SCR procedure is equivalent to the stepup procedure with critical constants \([((k-1)! \max(k, i) \alpha / \binom{m}{k})]^{1/k}, i = 1, \ldots, m.\]

### 4.4 Testing on a Directed Acyclic Graph

![Directed Acyclic Graph](image)

Figure 4.1 An example of a directed acyclic graph structure with 9 hypotheses. \( H_4 \) is only tested if \( H_1 \) and \( H_2 \) are rejected, \( H_5 \) is only tested if \( H_2 \) and \( H_3 \) are rejected, \( H_6 \) and \( H_7 \) are only tested if \( H_4 \) is rejected, and \( H_8 \) and \( H_9 \) are only tested if \( H_5 \) is rejected.

In this section, we consider testing hypotheses organized in a directed acyclic graph (DAG) structure (see Figure 4.1). Such graphical modeling of multiple testing has broad applications, such as the testing of terms in a Gene Ontology. A graph is a set of vertices connected by links called edges, and a directed graph implies the
edges are directed, meaning they have an associated direction. A DAG is a special type of directed graph which does not contain any cycles. That is, starting from a vertex there is no way to follow a sequence of directed edges to get back to this vertex. In the context of multiple testing along a DAG, the vertices of the graph represent the hypotheses to be tested and the edges represent the relationships between these hypotheses. We will refer to the hypotheses associated with the incoming edges of \( H_i \) as the parents of \( H_i \), and similarly, we will refer to the hypotheses associated with the outgoing edges of \( H_i \) as the children of \( H_i \).

For our testing approach, we restrict the testing of hypotheses to those hypotheses whose parents have all been rejected. We will create a base procedure controlling the PFER to test hypotheses in this manner, and with the help of Theorem 4.2, we will prove the SCR procedure with this base procedure controls the FDR under independence.

Let \( T_i \) be the set of parent hypotheses of \( H_i \) so that \( H_i \) is tested if each \( H_j \in T_i \) is rejected. Now, define \( T_i^{(0)} = \{H_i\} \) and \( T_i^{(k)} = \bigcup_{H_j \in T_i^{(k-1)}} T_j^k \), \( k = 1, \ldots, m \). Then, the set of ancestor hypotheses of \( H_i \) is \( D_i = \bigcup_{k=0}^m T_i^{(k)} \). It follows that \( H_i \) is rejected if, and only if, every hypothesis in \( D_i \) is rejected. Conversely, define \( M_i = \{H_j : H_i \in D_j, j = 1, \ldots, m\} \) so that \( M_i \) is the set of descendants hypotheses of \( H_i \). We have the following relationship: \( H_j \in D_i \) if, and only if \( H_i \in M_j \). Consider the example, in Figure 4.1. Here, \( T_4 = \{H_1, H_2\} \), \( D_6 = \{H_1, H_2, H_4, H_6\} \), and \( M_3 = \{H_3, H_5, H_8, H_9\} \). We will refer to a leaf hypothesis as a hypothesis that is not a parent of any other hypothesis. Mathematically, \( H_i \) is a leaf hypothesis if \( H_i \notin T_j \) for every \( j = 1, \ldots, m \). Let \( \ell \) be the total number of leaf hypotheses.

The testing of hypotheses with a DAG structure can be done in several possible ways. Our approach, similar to Chapter 3, is to divide the hypotheses into disjoint families such that a hypothesis and its parent hypotheses are not in the same family.

\[
\mathcal{F}_1 = \{H_i : T_i = \emptyset\},
\]
Remark 4.3. $\mathcal{F}_1$ is the set of hypotheses at the top of the DAG and these hypotheses are always tested since they do not have parents. Also, there can never be more than $m$ families as there are only $m$ hypotheses, and in most cases the number of families will be much less than $m$. It should be noted that a given hypothesis $H_j$ belongs to $\mathcal{F}_i$ if the longest path starting from a hypothesis in $\mathcal{F}_1$ to $H_j$ has exactly $i$ elements. Hence, one algorithm to determine which family $H_i$ belongs to is to compute the longest path from a hypothesis in $\mathcal{F}_1$ to $H_i$. This can be done by the Bellman-Ford algorithm (Cormen et al. 2009).

We use the following procedure as our base procedure to test hypotheses along the DAG.

**Definition 4.2.** DAG Testing Procedure

*Given a sequence of critical constants at level $\beta$, $\alpha_i(\beta), 1, \ldots, m$.*

1. For each hypothesis $H_i \in \mathcal{F}_1$, if $P_i \leq \alpha_i(\beta)$, then reject $H_i$. If $P_i > \alpha_i(\beta)$, then accept each $H_j \in \mathcal{M}_i$, which includes $H_i$.

2. Generally, to test $\mathcal{F}_k$, $k = 2, \ldots, m$, for each hypothesis $H_i \in \mathcal{F}_k$ that has not been accepted, reject $H_i$ if $P_i \leq \alpha_i(\beta)$. If $P_i > \alpha_i(\beta)$, then accept each $H_j \in \mathcal{M}_i$, which includes $H_i$.

**Remark 4.4.** The DAG Testing Procedure ensures a hypothesis is tested only if all of its parents are rejected. To see this, consider $H_i \in \mathcal{F}_k$. By construction of $\mathcal{F}_k$, we
have that $\mathcal{T}_i \subseteq \bigcup_{j=1}^{k-1} \mathcal{F}_j$ so that each of $H_i$’s parents must be in $\mathcal{F}_1, \ldots, \mathcal{F}_{k-1}$ which are tested before testing $\mathcal{F}_k$. If any of $H_i$’s parents are accepted, then $H_i$ will be accepted before testing $\mathcal{F}_k$. Thus, $H_i$ has a chance to be tested only if all of its parents are rejected.

Before presenting our main result, we introduce one more notation. For each pair of hypotheses, $H_i$ and $H_j$, define $s_{i,j}$ as follows.

$$s_{i,j} = \begin{cases} 0 & \text{if } H_i \notin D_j, \\ 1 & \text{if } i = j, \\ \sum_{H_k \in \mathcal{T}_j} \frac{s_{i,k}}{|\mathcal{T}_j|} & \text{if } i \neq j, H_i \in D_j. \end{cases}$$ (4.5)

Now, define

$$\ell_i = \sum_{H_j \text{ is a leaf}} s_{i,j}.$$ 

In terms of interpretation, we can interpret $s_{i,j}$ by considering the following analogy. Suppose water flows from each vertex in the opposite direction of the edges. At vertex $H_j$, the amount of water flowing through $H_j$ is divided evenly among its parents so that a proportion of $1/|\mathcal{T}_j|$ of the water flowing through $H_j$ flows through each of $H_j$’s parents. In this analogy, $s_{i,j}$ represents the proportion of water starting from $H_j$ and flowing through $H_i$, and $\ell_i$ represents the amount of water starting from leaf hypotheses and flowing through $H_i$. If $H_i \notin D_j$, then no water starting from $H_j$ can reach $H_i$ and thus, $s_{i,j} = 0$. Also, all the water starting from $H_i$ flows through $H_i$ so that $s_{i,i} = 1$. By means of this analogy, it is easy to see that the following property holds: $\sum_{i \in \mathcal{F}_i} s_{i,j} = 1$ (i.e., all water starting from $H_j$ must eventually reach the top of the DAG). Similarly, we have that $s_{i,j} = \sum_{k: H_i \in \mathcal{T}_k} s_{k,j}/|\mathcal{T}_k|$. This follows from the fact that the proportion of water from $H_j$, flowing through one of $H_i$’s children,
say $H_k$, is $s_{k,j}$, and then through $H_i$ is $s_{k,j}/|T_k|$. We will verify these two properties mathematically in the appendix (see (C.1) and (C.3)).

Below, we introduce a base procedure controlling the PFER for testing hypotheses along a directed acyclic graph.

**Proposition 4.3.** Given a fixed $\lambda > 0$, the DAG testing procedure with critical constants

$$\alpha_i(\beta) = \min \left( \frac{\beta}{\ell}, \frac{\ell_i}{1 + \ell_i \lambda}, i = 1, \ldots, m \right)$$

satisfies conditions A1-A3 for $L = V$ under independence.

**Proof.** The proof is in Appendix C. ■

**Remark 4.5.** Based on the proof of Proposition 4.3, in Appendix C, it can be seen that the critical constants for leaf hypotheses can be made slightly larger (see (C.5) in the Appendix C). Specifically, if $H_i$ is a leaf hypothesis, then the DAG testing procedure still satisfies conditions A1-A3 if $\alpha_i(\beta) = \min \left( \frac{\beta(1 + \lambda)}{\ell}, \frac{\ell_i}{1 + \ell_i \lambda} \right)$. Note that for small $\lambda$, this offers little improvement. Hence, we opted for a simpler form for the critical constants which does not distinguish between a leaf and non-leaf hypothesis.

**Remark 4.6.** It should be noted that the FWER controlling procedure for testing hierarchically ordered hypotheses introduced in Meinshausen (2008) at level $\alpha$ is equivalent to the DAG testing procedure at level $\alpha$ with critical constants $\alpha_i(\alpha) = \ell_i \alpha / \ell$. By letting $\lambda = \alpha / \ell$, the procedure introduced in Proposition 4.3 at level $\alpha$ reduces to the DAG testing procedure with critical constants $\alpha_i(\alpha) = \alpha \ell_i / (\ell + \ell_i \alpha / \ell)$. Following remark 4.2, our proposed base procedure controls the PFER, which is more conservative than the FWER, and when $\lambda = \alpha / \ell$, it has similar but slightly smaller critical constants than Meinshausen’s FWER controlling procedure.
By using this procedure as the base procedure along with the SCR procedure, we create the new FDR controlling procedure below.

**Theorem 4.4.** Given a fixed \( \lambda > 0 \), the SCR procedure using the the base procedure from Proposition 4.3 and weight \( W(R) = 1/(R \vee 1) \) controls the FDR at level \( \alpha \) under independence.

**Proof.** The proof follows directly from Theorem 4.2 and the fact that the base procedure from Proposition 4.3 satisfies conditions A1-A3 under independence. ■

We will refer to the procedure in Theorem 4.4 as the SCR DAG procedure. The procedure first determines \( R \) based on (4.3) using the base procedure from Proposition 4.3. Then, the hypotheses are tested by applying the procedure from Proposition 4.3 at level \( R\alpha \), which is summarized as follows.

1. For each hypothesis \( H_i \in F_1 \), if \( P_i \leq \min \left( \lambda, \frac{R\alpha}{\ell} \right) \frac{\ell_i}{1 + \ell_i \lambda} \), then reject \( H_i \).
   Otherwise, accept each \( H_j \in M_i \).

2. Generally, to test \( F_k \), \( k = 2, \ldots, m \), for each hypothesis \( H_i \in F_k \) that has not been accepted, reject \( H_i \) if \( P_i \leq \min \left( \lambda, \frac{R\alpha}{\ell} \right) \frac{\ell_i}{1 + \ell_i \lambda} \). Otherwise, accept each \( H_j \in M_i \).

**Remark 4.7.** It should be noted from the above description of this procedure that the critical constants in Theorem 4.4 rely on the tuning parameter \( \lambda \) and that the procedure will not reject \( H_i \) if \( P_i \) is larger than \( \ell_i \lambda/(1 + \ell_i \lambda) \). This is true no matter how large \( R \) is. As \( \lambda \) increases, \( \ell_i \lambda/(1 + \ell_i \lambda) \) increases, but \( \ell_i R\alpha/(\ell(1 + \ell_i \lambda)) \) decreases, so \( \lambda \) must be chosen sensibly to allow the procedure to be powerful. We have found that when \( \lambda \) is chosen to be a value close to \( \alpha \), the SCR DAG procedure tends to give good results in terms of the number of rejections.
In the special configuration where each hypothesis has 0 or 1 parent hypotheses, the DAG structure reduces to the hierarchical structure presented in Chapter 3. In this case, \( s_{i,j} \) is 0 or 1 depending on whether \( H_i \in D_j \) and \( \ell_i \) is simply the total number of leaf hypotheses in \( M_i \). Under the hierarchical configuration, the SCR DAG procedure is as follows.

**Corollary 4.5.** Given \( \lambda > 0 \), if the hypotheses are arranged into a hierarchy, where each hypothesis has 0 or 1 parent hypothesis, then the SCR procedure using the DAG testing procedure with critical constants

\[
\alpha_i(\beta) = \min \left( \frac{\beta}{\ell}, \frac{\ell_i}{1+\ell_i\lambda} \right), \quad i = 1, \ldots, m
\]

as the base procedure, where \( \ell_i \) is the number of leaf hypotheses in \( M_i \), controls the FDR at level \( \alpha \).

The procedure described in Corollary 4.5 is different from the hierarchical testing procedures described in Chapter 3. Hence, we have developed a new FDR controlling procedure to test hierarchically ordered hypotheses.

Now consider the fixed sequence configuration, where each hypothesis has 1 parent hypothesis (except \( H_1 \) which has 0), 1 child hypothesis (except \( H_m \) which has 0), and \( H_i \) cannot be tested unless \( H_1, \ldots, H_{i-1} \) have been rejected. Under this configuration, \( \ell = 1 \) and \( \ell_i = 1 \).

**Corollary 4.6.** Given \( \lambda > 0 \), if the hypotheses are arranged into a fixed sequence, then the SCR procedure using the DAG testing procedure with critical constants

\[
\alpha_i(\beta) = \min (\lambda, \beta) \frac{1}{1+\lambda}, \quad i = 1, \ldots, m
\]

as the base procedure controls the FDR at level \( \alpha \).

Hence, we have also created a new FDR controlling fixed sequence procedure. In this case, the rejection thresholds are all \( \min(\lambda, R\alpha)/(1 + \lambda) \).
In addition to our proposed FDR controlling procedure for DAG testing, we can also develop a procedure similar to the BH procedure. If all the hypotheses are tested simultaneously by the BH procedure, the set of rejected hypotheses do not preserve the underlying structure; however, the BH procedure can easily be modified so the hypotheses are tested along a DAG so that DAG structure is preserved. As the base procedure, we consider the DAG testing procedure using Bonferroni critical constants. Then, we have the following result.

**Proposition 4.7.** The DAG testing procedure with critical constants

\[ \alpha_i(\beta) = \beta/m, i = 1, \ldots, m \]

satisfies conditions A1-A3 for \( L = V \) under Assumption 1.1 of Chapter 1.

**Proof.** Let \( L_i(\alpha) = I\{P_i \leq \alpha/m, H_i \text{ is true}\} \). Then,

\[ V = \sum_{i=1}^{m} I\{H_i \text{ is falsely rejected}\} \leq \sum_{i=1}^{m} I\{P_i \leq \alpha/m, H_i \text{ is true}\} = \sum_{i=1}^{m} L_i(\alpha). \]

The inequality follows from the fact that the event \{\( H_i \text{ is falsely rejected} \)\} implies \{\( P_i \leq \alpha/m \)\}. Condition A1 is satisfied. Let \( c_i = 1/m \) and note that \( E(L_i(\alpha)) \leq \alpha/m = c_i \alpha \). Condition A2 is satisfied. Finally, condition A3 follows directly from Assumption 1.1. ■

By using the SCR procedure with the base procedure in Proposition 4.7 and weight \( W(R) = 1/(R \lor 1) \), we can create a new FDR controlling procedure. We will refer to this new FDR controlling procedure as the DAG BH procedure. After determining \( R \) as in (4.3), the testing is done as follows

1. For each hypothesis \( H_i \in \mathcal{F}_1 \), if \( P_i \leq R \alpha/m \), then reject \( H_i \). Otherwise, accept each \( H_j \in \mathcal{M}_i \).
2. Generally, to test $\mathcal{F}_k$, $k = 2, \ldots, m$, for each hypothesis $H_i \in \mathcal{F}_k$ that has not been accepted, reject $H_i$ if $p_i \leq R\alpha/m$. Otherwise, accept each $H_j \in \mathcal{M}_i$.

The DAG BH procedure is very similar to the BH procedure since both procedures will reject $H_i$ if $p_i \leq R\alpha/m$ so long as $H_i$ can be tested. The DAG BH procedure is less powerful than the usual BH procedure since not every hypothesis will be tested by using the DAG BH procedure, but the rejections by the DAG BH procedure may be easier to interpret since the DAG structure is preserved.

4.5 Simulation Study

Through simulation studies, we evaluated the performance of the SCR DAG procedure and the DAG BH procedure in terms of FDR and average power by comparing it with the BH procedure. It should be noted that the BH procedure does not preserve the DAG structure, but we still included it in our simulation study because it is a very well-known and powerful FDR controlling procedure.

We constructed a graph with 3003 hypotheses with 3 families such that $\mathcal{F}_1 = \{H_1, \ldots, H_{1000}\}$, $\mathcal{F}_2 = \{H_{1001}, \ldots, H_{2001}\}$, and $\mathcal{F}_3 = \{H_{2002}, \ldots, H_{3003}\}$. Each $H_i \in \mathcal{F}_1$ had two child hypotheses in $\mathcal{F}_2$: $H_{i+1000}$ and $H_{i+1001}$. Similarly, each $H_i \in \mathcal{F}_2$ had two child hypotheses in $\mathcal{F}_3$: $H_{i+1001}$ and $H_{i+1002}$. A randomly selected proportion of the leaf hypotheses were set to be true with the remaining set to false. Each non-leaf hypothesis was set to true only if all of its child hypotheses were true; otherwise, it was set to false.

We generated $m$ normal random variables with covariance matrix $\Sigma$ and mean vector $\tilde{\mu} = (\mu_1, \ldots, \mu_m)$ to test the $m$ hypotheses $H_i : \mu_i \leq 0$ versus $H'_i : \mu_i > 0$, $i = 1, \ldots, m$. The p-value for testing $H_i$ was calculated using a one sided, one-sample Z-test. When $H_i$ was true, we set $\mu_i = 0$. When $H_i$ was false, we set $\mu_i$ to a value
that depended on its location in the graph. Specifically, \( \mu_i = 3 \) if \( H_i \in F_1 \), \( \mu_i = 2 \) if \( H_i \in F_2 \), and \( \mu_i = 1 \) if \( H_i \in F_3 \). As for the joint dependence, we considered a common correlation structure where \( \Sigma \) had off-diagonal components equal to \( \rho \) and diagonal components equal to 1.

We set \( \alpha = 0.05 \) and \( \lambda = 0.1 \). For each procedure we noted the false discovery proportion, which is the proportion of falsely rejected hypotheses among all rejected hypotheses, and the the proportion of rejected false null hypotheses among all false null hypotheses. The graph was generated and tested 5000 times and the simulated values of the FDR and average power were obtained by averaging out the 5000 values of these two proportions, respectively.

Figure 4.2 shows the FDR and average power of the SCR DAG procedure, the DAG BH procedure, and the BH procedure under independence, common correlation with \( \rho = 0.3 \), and common correlation with \( \rho = 0.7 \). It can be seen in Figure 4.2 that all three procedures control the FDR at level 0.05 under the three dependence settings considered. It should be noted that we were only able to show theoretically that the SCR DAG procedure controls the FDR under independence, yet Figure 4.2 shows that the SCR DAG procedure controls the FDR under both mild and strong correlation. In terms of power, the SCR DAG procedure outperforms the BH procedure and the DAG BH procedure fairly significantly. It is interesting to note that under independence and weak dependence, the SCR DAG procedure has a smaller FDR than the BH procedure but larger power.

4.6 Real Data Analysis

We applied our proposed SCR DAG procedure and the DAG BH procedure to the real microarray data set of Golub et al. (1999) involving 27 patients with acute
lymphoblastic leukemia and 11 patients with acute myeloid leukemia. The data set is available from the Bioconductor golubEsets package. The data consist of 7,192 expression levels across all 38 patients assayed using Affymetrix Hgu6800 chips. The probes were mapped to Gene Ontology (GO) biological process terms and of the 7,192 probes, 5,819 were mapped successfully resulting in a total of 10,362 GO terms.

Figure 4.2  FDR (left column) and average power (right column) of the SCR DAG procedure (solid line), the DAG BH procedure (dashed), and the BH procedure (dotted) under independence (top row), common correlation with $\rho = 0.3$ (middle row), and common correlation with $\rho = 0.7$ (bottom row).
The terms in the GO structure form a directed acyclic graph. If a probe is mapped to a GO term, then it is also mapped to each ancestor of this GO term. Hence, terms lower on the graph refer to more specific gene functions, but terms higher on the graph refer to more general gene functions.

Our aim is to determine which gene terms have different gene expression levels between ALL patients and AML patients. We created a null and alternative hypothesis for each GO term that had at least one probe mapped to it. The null hypothesis states that there is no difference in the expression levels between ALL and AML patients for any of the probes mapped to this term, and the alternative states that there is a difference in the expression level for at least one probe mapped to this term. Hence, if the hypothesis corresponding to a GO term is false, then all of the hypotheses corresponding to its ancestors are also false because the probe with an expression level difference is also mapped to the term’s ancestors.

We tested all the 10,362 hypotheses corresponding to the GO terms which were divided into 19 families. We calculated the p-values for each GO term using the approach by Goeman et al. (2004) and tested the hypotheses using the SCR DAG procedure with $\lambda = 2\alpha$, the DAG BH, and the BH procedure. Table 4.1 lists the number of rejections for the three procedures at various significance levels. For all the significance levels, the SCR DAG procedure has the most number of rejections. The DAG BH performs the worst. It is important to remember that the rejections by both the SCR DAG procedure and the DAG BH procedure preserve the underlying GO structure and perhaps have a more natural interpretation, but the rejections by the BH procedure lack such biological interpretation.
Table 4.1  The Number of Rejections Out of 10,362 Hypotheses by the SCR DAG Procedure, the DAG BH, and the BH procedure at Various Significance Levels for the Golub Leukemia Data Set

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>SCR DAG Procedure</th>
<th>DAG BH Procedure</th>
<th>BH Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>2226</td>
<td>1882</td>
<td>2170</td>
</tr>
<tr>
<td>0.001</td>
<td>3226</td>
<td>2746</td>
<td>3086</td>
</tr>
<tr>
<td>0.01</td>
<td>4368</td>
<td>3947</td>
<td>4245</td>
</tr>
<tr>
<td>0.025</td>
<td>5066</td>
<td>4594</td>
<td>4898</td>
</tr>
<tr>
<td>0.05</td>
<td>5705</td>
<td>5210</td>
<td>5542</td>
</tr>
<tr>
<td>0.1</td>
<td>6384</td>
<td>6017</td>
<td>6258</td>
</tr>
</tbody>
</table>

4.7 Conclusion

In this chapter, we have provided a novel approach for developing procedures controlling large scale error rates, such as the FDR. This new approach can be used to prove FDR control of existing procedures, such as the adaptive BH procedure, and can also be used to create new procedures for controlling recently introduced error rates, such as the generalized FDR controlling procedure introduced in example 4.5.

By using this novel approach, we have developed a new procedure controlling the FDR under independence for testing hypotheses along a DAG and also showed that the BH procedure can be modified for DAG testing. In our simulation study, the newly proposed procedure was shown to be more powerful than the BH procedure by accounting for the underlying DAG structure. Moreover, the set of rejected hypotheses by the SCR DAG procedure preserves the graph structure, which may enhance intuitive interpretation of our discoveries. Finally, because the DAG structure is a very general structure, the SCR DAG procedure also has applications towards the testing of hypotheses that have a hierarchical or fixed sequence structure, which can be viewed as a special DAG structure.
The literature on large scale multiple hypothesis testing has typically focused on the dependence of the test statistics and has largely ignored the structure of the tested hypotheses. In this dissertation, we considered testing hypotheses with several different types of structure and developed novel methods which exploit this inherent structure.

In Chapter 2, we presented several new FDR controlling procedures for testing hypotheses with a fixed, pre-specified testing order, and discussed a data driven ordering method to be used when the testing order is not known in advance. Hypotheses associated with stream data, such as network traffic data, can have an inherent fixed sequence structure since the hypotheses are often be ordered by time. So, a future direction of research related to the work in Chapter 2 is to explore methods for testing these stream data hypotheses. We have already suggested one possible FDR controlling procedure for this application in the conclusion of Chapter 2, which tests all the hypotheses, no matter how many are accepted.

In Chapter 3, we described a generalized stepwise procedure and a general approach to hierarchical testing. Using our hierarchical testing approach, we introduced several new and powerful hierarchical testing procedures controlling the FDR under different dependence structures. Recently, Dmitrienko et al. (2007, 2013) have discussed multiple testing in the FWER framework where the hypotheses are grouped into families and the decision to test a hypothesis depends on what was rejected in the previous tested families. A possible future work is to extend our hierarchical testing approach, which tests families sequentially and carries forward
the number of rejections, and develop a novel procedure in the FDR framework for sequentially testing multiple families of hypotheses.

Finally, in Chapter 4 we presented a novel approach that makes the task of developing procedures that control large scale error rates significantly easier. By using this approach, we developed a new FDR controlling procedure for testing hypotheses along a directed acyclic graph. We showed that the general stepup-based SCR procedure can reduce to many existing stepup procedures under different contexts, such as the BH procedure, the weighted BH procedure, the oracle BH procedure, and an adaptive BH procedure. However, there are also many existing stepdown procedures for large scale multiple testing, such as the procedures by Benjamini and Liu (1999), Guo and Rao (2008), Gavrilov et al. (2009). One possible future work is to develop a general stepdown-based SCR procedure and study the conditions under which it controls the overall error rate.

As a concluding remark, we would like to point out that in terms of the way the hypotheses are tested there is a distinct difference between the methods described in Chapters 2 and 3 and the methods described in Chapter 4. Our approach in Chapter 4 was to determine the total number of rejections out of all the $m$ tested hypotheses before actually testing any of the hypotheses. Hence, the p-values for all $m$ hypotheses are needed at the time of testing. This is different from Chapters 2 and 3, where testing is done in stages. Such stage-wise testing can proceed as p-values become available and is useful when testing hypotheses associated with stream data, where a decision regarding a hypothesis is to be made before all the data is available.
APPENDIX A

PROOFS OF THE THEOREMS IN CHAPTER 2

This appendix contains the proof of the lemmas and theorems stated but not proved in Chapter 2.

A.1 Proof of Theorem 2.1 (ii)

For any \( u_1, 1 \leq u_1 \leq m \), consider a joint distribution of the \( p \)-values such that the first \( u_1 - 1 \) hypotheses are false null hypotheses whose corresponding \( p \)-values are 0 with probability one. The remaining \( m - u_1 + 1 \) hypotheses are true null hypotheses such that \( \hat{P}_1 \sim U(0, 1) \) and \( \hat{P}_i = \hat{P}_1 \) for \( i = 2, \ldots, m_0 \). Under such joint distribution of the \( p \)-values, the FDR of the conventional fixed sequence procedure is exactly \( \alpha^{(1)}_{u_1}(m - u_1 + 1)/m \). If \( \alpha^{(1)}_{u_1} = 1 \) then the critical constant is already at its largest and cannot be improved. Otherwise, if \( \alpha^{(1)}_{u_1} < 1 \), then FDR = \( \alpha \) and thus \( \alpha^{(1)}_{u_1} \) cannot be made any larger.

In the above construction \( \vec{P} \) satisfies Assumption 1.1. We only need to note that for \( i = 1, \ldots, m_0 \), \( \hat{P}_i = p \) implies \( \vec{P} = (0, \ldots, 0, p, \ldots, p) \). Thus, for any increasing set \( D \),

\[
\Pr\left( \vec{P} \in D | \hat{P}_i = p \right) = \begin{cases} 
1 & \text{if } (0, \ldots, 0, p, \ldots, p) \in D \\
0 & \text{otherwise},
\end{cases}
\]

which is an increasing function in \( p \). \( \blacksquare \)
A.2 Proof of Lemma 2.1

Lemma 2.1 can be regarded as a special case of Lemma 2.2 with \( k = 1 \). Note that for \( i = 1, \ldots, m \), \( m_{1,i} = m_{1,i-1} \) and \( m_{0,i} = m_{0,i-1} + 1 \) when \( i \in I_0 \), \( m_{0,i} = m_{0,i-1} \) when \( i \notin I_0 \), and \( m_{0,i-1} + m_{1,i-1} = i - 1 \). Thus, when \( k = 1 \), the event \( \{ R \geq i \} \) implies \( V_i = m_{0,i} \) and hence

\[
\frac{V_i}{i} - \frac{V_{i-1}}{i-1} = \begin{cases} 
I\{1 \in I_0\} & \text{for } i = 1 \\
\frac{m_{1,i-1}I\{i \in I_0\} - m_{0,i-1}I\{i \notin I_0\}}{i(i-1)} & \text{for } i = 2, \ldots, m.
\end{cases}
\] (A.1)

By (A.1) and Lemma 2.2, the desired result follows. \( \blacksquare \)

A.3 Proof of Lemma 2.2

It is easy to see that

\[
\text{FDR} = E \left( \sum_{i=1}^{m} \frac{V_i}{i} I\{R = i\} \right) = E \left( \sum_{i=1}^{m} \left( \frac{V_i}{i} I\{R \geq i\} - \frac{V_i}{i} I\{R \geq i+1\} \right) \right)
\]

\[
= E \left( \sum_{i=1}^{m} \left( \frac{V_i}{i} - \frac{V_{i-1}}{i-1} \right) I\{R \geq i\} \right)
\]

\[
= E \left( \sum_{i=1}^{m} \left( \frac{V_i}{i} - \frac{V_{i-1}}{i-1} \right) I\{J_i < m+1\} \right),
\]

the desired result. \( \blacksquare \)

A.4 Proof of Lemma 2.3

We note that for \( i = 1, \ldots, m \), if there are at least \( i \) rejections, then \( i \leq J_i \leq \min(i+k-1,m) \). For ease of notation, let \( j^*_i = \min(i+k-1,m) \). For \( i, j = 1, \ldots, m \),
define \( f_i(j) = \frac{(k-j+i)\alpha}{k} \frac{S_i}{i} \) and \( W_i(j) = \mathbb{I}\{J_{i-1} \leq j, J_i > j\} \). Regarding the relationship between \( J_i \) and \( W_i(j) \), there are the following two equalities available:

\[
I\{J_i = j\} = W_i(j-1)I\{P_j \leq \alpha_j^{(4)}\} \tag{A.2}
\]

and

\[
W_i(j) - W_i(j-1) = I\{J_{i-1} = j\} - I\{J_i = j\}. \tag{A.3}
\]

The first equality follows from the fact that for \( i = 1, \ldots, m \) and \( j = i, \ldots, j_i^* \), when \( J_i = j \), there are \( i - 1 \) rejections among the first \( j - 1 \) tested hypotheses and the \( i^{th} \) rejection is exactly the \( j^{th} \) tested hypothesis, thus

\[
I\{J_i = j\} = I\{J_{i-1} \leq j - 1, J_i > j - 1, P_j \leq \alpha_j^{(4)}\} = W_i(j-1)I\{P_j \leq \alpha_j^{(4)}\}.
\]

The second equality follows from the fact that the event \( \{W_i(j) = 1\} \) implies that there are exactly \( i - 1 \) rejections among the first \( j \) tested hypotheses, thus for \( j = i - 1, \ldots, j_{i-1}^* \),

\[
W_i(j) - W_i(j-1) = I\{J_{i-1} \leq j, J_i > j\} - W_i(j-1)
= I\{J_{i-1} = j\} + I\{J_{i-1} \leq j - 1, J_i > j - 1, P_j > \alpha_j^{(4)}\} - W_i(j-1)
= I\{J_{i-1} = j\} - W_i(j-1)I\{P_j \leq \alpha_j^{(4)}\}
= I\{J_{i-1} = j\} - I\{J_i = j\},
\]

where, the third equality follows from the fact that \( I\{P_j > \alpha_j^{(4)}\} = 1 - I\{P_j \leq \alpha_j^{(4)}\} \) and the fourth follows from (A.2).

By using the above two equalities, we can prove two inequalities below, which are needed in the proof of this lemma. Firstly, we show by using (A.2) that the following inequality holds:

\[
E\left(\left(\frac{V_i}{i} - \frac{V_{i-1}}{i-1} + f_i(j) - f_{i-1}(j)\right)I\{J_i = j\}\right) \leq E\left(\frac{\alpha S_{i-1}}{k i - 1} W_i(j-1)\right). \tag{A.4}
\]
Proof of (A.4). To see this, we consider, separately, the case when \( j \in I_0 \) and when \( j \notin I_0 \).

Suppose \( j \in I_0 \), then \( S_i = S_{i-1} \) and \( V_i = V_{i-1} + 1 \) when \( J_i = j \). Using the fact that \( V_{i-1} + S_{i-1} = i - 1 \), the left hand side of (A.4), after some algebra, becomes

\[
E \left( \frac{k + (j-k)\alpha}{ki} \frac{S_{i-1}}{i-1} W_i(j-1) I\{P_j \leq \alpha_j^{(4)}\} \right)
= E \left( \frac{k + (j-k)\alpha}{ki} \frac{S_{i-1}}{i-1} W_i(j-1) \right) \Pr \left( P_j \leq \alpha_j^{(4)} \right)
\leq E \left( \frac{k + (j-k)\alpha}{ki} \frac{S_{i-1}}{i-1} W_i(j-1) \right) \frac{i\alpha}{k + (j-k)\alpha}
= E \left( \frac{\alpha}{k} \frac{S_{i-1}}{i-1} W_i(j-1) \right).
\]

The first equality follows from these two facts: (i) When \( J_i = j \) (i.e., the \( i^{th} \) rejection is \( H_j ) \) \( S_{i-1} \) is only dependent on the first \( j - 1 \) \( p \)-values, since \( S_{i-1} \) is the number of false null hypotheses among the first \( i - 1 \) rejections; (ii) \( W_i(j-1) \) is also only dependent on the first \( j - 1 \) \( p \)-values, since \( W_i(j-1) \) is 1 if and only if there are exactly \( i - 1 \) rejections among the first \( j - 1 \) hypotheses tested. The inequality follows from (1.1).

Now suppose \( j \notin I_0 \), then \( S_i = S_{i-1} + 1 \) and \( V_i = V_{i-1} \). Similarly, using the fact that \( V_{i-1} + S_{i-1} = i - 1 \), the left hand side of (A.4), after some algebra, becomes

\[
E \left( \left( \frac{-V_{i-1}}{ki(i-1)} + \frac{(j-k)S_{i-1} + (i-1)(k-j+i)\alpha}{ki(i-1)} \right) W_i(j-1) \right) \Pr \left( P_j \leq \alpha_j^{(4)} \right)
\leq E \left( \left( \frac{-V_{i-1}}{ki(i-1)} + \frac{(j-k)S_{i-1} + (i-1)(k-j+i)\alpha}{ki(i-1)} \right) W_i(j-1) \right)
= E \left( \frac{\alpha}{k} \frac{S_{i-1}}{i-1} W_i(j-1) \right).
\]

The inequality follows by the fact that \( j \geq i \) so that \( k - j + i \leq k \). In addition, in the last line we use the fact that \( V_{i-1} + S_{i-1} = i - 1 \).
Next, we show by using (A.3) that the following inequality holds:

\[
E(f_{i-1}(J_{i-1})I\{J_{i-1} < m + 1\} - f_{i-1}(J_i)I\{J_i < m + 1\}) \geq E \left( \sum_{j=i}^{j_i^*} \frac{\alpha}{k} S_{i-1} W_i(j - 1) \right). 
\]

(A.5)

**Proof of (A.5).** By using (A.3), we have

\[
E(f_{i-1}(J_{i-1})I\{J_{i-1} < m + 1\} - f_{i-1}(J_i)I\{J_i < m + 1\}) 
= E \left( \sum_{j=i}^{j_i^*} f_{i-1}(j)I\{J_{i-1} = j\} - \sum_{j=i}^{j_i^*} f_{i-1}(j)I\{J_i = j\} \right) 
= E \left( \sum_{j=i}^{j_i^*} f_{i-1}(j)I\{J_{i-1} = j\} - \sum_{j=i}^{j_i^*} f_{i-1}(j)I\{J_{i-1} = j\} \right) 
= E \left( \sum_{j=i}^{j_i^*} f_{i-1}(j)(I\{J_{i-1} = j\} - I\{J_i = j\}) + f_{i-1}(i-1)I\{J_{i-1} = i - 1\} \right) 
= E \left( \sum_{j=i}^{j_i^*} f_{i-1}(j)(W_i(j) - W_i(j - 1)) + f_{i-1}(i-1)W_i(i-1) \right) 
= E \left( \sum_{j=i}^{j_i^*} (f_{i-1}(j - 1) - f_{i-1}(j)) W_i(j - 1) + f_{i-1}(j^*_i)W_i(j^*_i) \right) 
\geq E \left( \sum_{j=i}^{j_i^*} \frac{\alpha}{k} S_{i-1} W_i(j - 1) \right),
\]

the desired result. Here, the second equality follows from the fact that if \(j^*_i = m\), then \(j^*_i = m\); otherwise, \(j^*_i = i + k - 2\) and \(j^*_i = i + k - 1\) so that \(f_{i-1}(j^*_i) = 0\). The fourth equality follows from (A.3) and the fact that \(W_i(i-1) = I\{J_{i-1} = i - 1\}\). The last inequality follows from the definition of \(f_{i-1}(j)\).

**Proof of Lemma 2.3.** Finally, by combining these two inequalities, we can get the desired result as follows.

\[
E \left( \left( \frac{V_i}{i} - \frac{V_{i-1}}{i - 1} \right) I\{J_i < m + 1\} \right)
\]
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\begin{align*}
&= E \left( \left( \frac{V_i}{i} - \frac{V_{i-1}}{i-1} + f_i(J_i) - f_{i-1}(J_i) \right) I\{J_i < m + 1\} \right) \\
&\quad - E (f_{i-1}(J_{i-1}) I\{J_{i-1} < m + 1\} - f_{i-1}(J_i) I\{J_i < m + 1\}) \\
&\quad + E (f_{i-1}(J_{i-1}) I\{J_{i-1} < m + 1\} - f_i(J_i) I\{J_i < m + 1\}) \\
&\leq E \left( \sum_{j=i}^{j_i} \left( \frac{V_i}{i} - \frac{V_{i-1}}{i-1} + f_i(j) - f_{i-1}(j) \right) I\{J_j = j\} \right) \\
&\quad - E (f_{i-1}(J_{i-1}) I\{J_{i-1} < m + 1\} - f_{i-1}(J_i) I\{J_i < m + 1\}) \\
&\quad + E (f_{i-1}(J_{i-1}) I\{J_{i-1} < m + 1\} - f_i(J_i) I\{J_i < m + 1\}) \\
&= E (f_{i-1}(J_{i-1}) I\{J_{i-1} < m + 1\} - f_i(J_i) I\{J_i < m + 1\}) ,
\end{align*}

The inequality follows from (A.4) and (A.5). \qed
APPENDIX B

PROOFS OF THE THEOREMS IN CHAPTER 3

This appendix contains the proof of the proposition and theorems stated but not proved in Chapter 3. Let us first state and prove the following lemmas which will be helpful in the proofs of Theorems 3.2, 3.3, 3.4, and 3.5.

**Lemma B.1.** Under Assumption 1.1, if $\Gamma(P_1, \ldots, P_m)$ is a discrete coordinatewise non-increasing function of the p-values taking on values $\gamma_1 < \cdots < \gamma_n$ and $t(\cdot)$ is a non-decreasing function, then for each true null $H_j$,

$$
\sum_{i=1}^{n} \Pr(\Gamma = \gamma_i \mid P_j \leq t(\gamma_i)) \leq \Pr(\Gamma \geq \gamma_1 \mid P_j \leq t(\gamma_1)).
$$

*Proof of Lemma B.1.*

$$
\begin{align*}
\sum_{i=1}^{n} & \Pr(\Gamma = \gamma_i \mid P_j \leq t(\gamma_i)) \\
= & \sum_{i=1}^{n} \Pr(\Gamma \geq \gamma_i \mid P_j \leq t(\gamma_i)) - \sum_{i=1}^{n-1} \Pr(\Gamma \geq \gamma_{i+1} \mid P_j \leq t(\gamma_{i})) \\
= & \Pr(\Gamma \geq \gamma_1 \mid P_j \leq t(\gamma_1)) - \sum_{i=2}^{n} [\Pr(\Gamma \geq \gamma_i \mid P_j \leq t(\gamma_{i-1})) - \Pr(\Gamma \geq \gamma_i \mid P_j \leq t(\gamma_{i})))] \\
\leq & \Pr(\Gamma \geq \gamma_1 \mid P_j \leq t(\gamma_1)).
\end{align*}
$$

The inequality follows by Assumption 1.1. ■

**Lemma B.2.** Under arbitrary dependence, if $\Gamma(P_1, \ldots, P_m)$ is a discrete function of the p-values taking on values $\gamma_0 < \cdots < \gamma_n$ and $t(\cdot)$ is a positive non-decreasing function with $t(\gamma_0) = 0$, then for each true null $H_j$,

$$
\sum_{i=1}^{n} \frac{1}{t(\gamma_i)} \Pr(\Gamma = \gamma_i, P_j \leq t(\gamma_i)) \leq \sum_{i=1}^{n} \frac{t(\gamma_i) - t(\gamma_{i-1})}{t(\gamma_i)}.
$$
Proof of Lemma B.2. Using the convention that 0/0 = 0, we have

\[
\sum_{i=1}^{n} \frac{1}{t(\gamma_i)} \Pr(\Gamma = \gamma_i, P_j \leq t(\gamma_i))
= \sum_{i=1}^{n} \left( \frac{1}{t(\gamma_i)} \Pr(\Gamma \geq \gamma_i, P_j \leq t(\gamma_i)) - \frac{1}{t(\gamma_i-1)} \Pr(\Gamma \geq \gamma_i, P_j \leq t(\gamma_i-1)) \right)
\leq \sum_{i=1}^{n} \frac{1}{t(\gamma_i)} \Pr(\Gamma \geq \gamma_i, t(\gamma_i-1) < P_j \leq t(\gamma_i))
\leq \sum_{i=1}^{n-1} \left( \frac{1}{t(\gamma_i)} - \frac{1}{t(\gamma_i+1)} \right) \Pr(P_j \leq t(\gamma_i)) + \frac{1}{t(\gamma_n)} \Pr(P_j \leq t(\gamma_n))
\leq \sum_{i=1}^{n} \frac{t(\gamma_i) - t(\gamma_i-1)}{t(\gamma_i)}. \quad \blacksquare
\]

B.1 Proof of Proposition 3.1

Assume \( k > \psi(k) \). Then, step 2(a) is repeated until for some \( \ell \geq 2 \), \( r_\ell \leq \psi(r_\ell) \). For \( t = 1, \ldots, \ell - 1 \), we have \( r_t > \psi(r_t) \) implying \( r_t > r_{t+1} \). Thus, \( k = r_1 > r_\ell \). For any integer \( r \) from 0 to \( k - 1 \) such that \( r \leq \psi(r) \), we will show that \( r_\ell \geq r \). To prove it, we show using induction that \( r_t \geq r, t = 1, \ldots, \ell \). Since \( r_1 > r \), by induction assume \( r_{t-1} \geq r \). Then, \( r_t = \psi(r_{t-1}) \geq \psi(r) \geq r \) and thus, \( r_\ell \geq r \) follows. Since \( r_\ell \leq \psi(r_\ell), r_\ell < k \), and \( r_t \geq r \) for any \( 0 \leq r \leq k - 1 \) such that \( r \leq \psi(r) \), we have \( R = r_\ell = \max\{0 \leq r \leq k - 1 : r \leq \psi(r)\} \).

Conversely, assume \( k \leq \psi(k) \). Then, step 2(b) is repeated until for some \( \ell \geq 2 \), \( r_\ell > \psi(r_\ell) \). For \( t = 1, \ldots, \ell - 1 \), we have \( r_t \leq \psi(r_t) \) implying \( r_t < \psi(r_t) + 1 = r_{t+1} \). Thus, \( k = r_1 < r_\ell \). For any integer \( r \) from \( k + 1 \) to \( m + 1 \) such that \( r > \psi(r) \), we will show that \( r_\ell \leq r \). To prove it, we show using induction that \( r_t \leq r, t = 1, \ldots, \ell \). Since \( r_1 < r \), by induction assume \( r_{t-1} \leq r \). Then, \( r_t = \psi(r_{t-1}) + 1 \leq \psi(r) + 1 \leq r \) and
thus, \( r_\ell \leq r \) follows. Since \( r_\ell > \psi(r_\ell) \), \( r_\ell > k \), and \( r_\ell \leq r \) for any \( k + 1 \leq r \leq m + 1 \) such that \( r > \psi(r) \), we have \( R = r_\ell - 1 = \min\{k + 1 \leq r \leq m + 1 : r > \psi(r)\} - 1 \). ■

### B.2 Proof of Theorem 3.2

In this proof and the remaining proofs, we will use the convention that \( 0/0 = 0 \). For convenience of notation, define \( G_d = \bigcup_{j=1}^d F_j \) and \( R(G_d) \) is the number of rejections in the first \( d \) families, \( F_j, j = 1, \ldots, d \). Let \( |G_d| \) be the cardinality of \( G_d \).

We will show that

\[
E \left( \frac{V(M_i)}{R} \right) \leq \frac{\ell_i \alpha}{\ell}, i = 1, \ldots, m. \tag{B.1}
\]

**Proof of (B.1).** The event \( \{H_i \text{ is rejected}\} \) implies all ancestors of \( H_i \) are rejected so there must be at least \( d_i \) rejections in the first \( d_i \) families. Therefore, the event \( \{H_i \text{ is rejected}\} \) implies the following two inequalities:

\[
d_i \leq R(G_{d_i}) \leq |G_{d_i}|, \tag{B.2}
\]

\[
R(G_{d_i}) - 1 \leq R - R(M_i). \tag{B.3}
\]

The second inequality follows from the fact that \( G_{d_i}/\{H_i\} \subseteq M/M_i \) so that \( R(G_{d_i}/\{H_i\}) \leq R(M/M_i) \).

If \( H_i \) is true,

\[
E \left( \frac{V(M_i)}{R} \right) \leq E \left( \frac{V(M_i)}{V(M_i) + R - R(M_i)} \right) \leq E \left( \frac{m_i}{m_i + R - R(M_i)} I\{H_i \text{ is rejected}\} \right) \leq E \left( \frac{m_i}{m_i + R(G_{d_i}) - 1} I\{H_i \text{ is rejected}\} \right)
\]

\[
= \sum_{r=d_i} |G_{d_i}| E \left( \frac{m_i}{m_i + r - 1} I\{R(G_{d_i}) = r, H_i \text{ is rejected}\} \right)
\]
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\[
\leq \sum_{r=d_i}^{\left| G_{d_i} \right|} \frac{m_i}{m_i + r - 1} \Pr \left( R(G_{d_i}) = r, P_i \leq \alpha_i(r) \right)
\]
\[
\leq \sum_{r=d_i}^{\left| G_{d_i} \right|} \frac{m_i \alpha_i(r)}{m_i + r - 1} \Pr \left( R(G_{d_i}) = r \mid P_i \leq \alpha_i(r) \right)
\]
\[
= \frac{\ell_i \alpha}{\ell} \sum_{r=d_i}^{\left| G_{d_i} \right|} \Pr \left( R(G_{d_i}) = r \mid P_i \leq \alpha_i(r) \right). \tag{B.4}
\]

The second inequality follows from the fact that \( V(M_i) \leq m_i \) and \( V(M_i)/(V(M_i) + R - R(M_i)) \) is an increasing function of \( V(M_i) \). The third inequality follows from (B.3) and the first equality follows from (B.2). The fourth inequality follows by the fact that the event \{\( H_i \) is rejected\} implies \( P_i \leq \alpha_i(R(G_{d_i})) \).

Since the number of rejections by the generalized stepup procedure is a coordinatewise non-increasing function of the p-values, it follows that \( R(G_{d_i}) \) is also a coordinatewise non-increasing function of the p-values. Therefore, by Lemma B.1,

\[
\sum_{r=d_i}^{\left| G_{d_i} \right|} \Pr \left( R(G_{d_i}) = r \mid P_i \leq \alpha_i(r) \right) \leq \Pr \left( R(G_{d_i}) \geq d_i \mid P_i \leq \alpha_i(d_i) \right) \leq 1. \tag{B.5}
\]

From (B.5), we have that (B.4) is less than \( \ell_i \alpha/\ell \). Thus, (B.1) holds when \( H_i \) is true.

We will use induction to show (B.1) also holds when \( H_i \) is false. When \( H_i \) is a false null leaf hypothesis, then (B.1) is true trivially. Otherwise, assume (B.1) is true for every false child hypothesis of \( H_i \). Thus, (B.1) is true for all children of \( H_i \). We note that when \( H_i \) is false, \( V(M_i) = \sum_{j: T(j) = i} V(M_j) \) and

\[
E \left( \frac{V(M_i)}{R} \right) = \sum_{j: T(j) = i} E \left( \frac{V(M_j)}{R} \right) \leq \sum_{j: T(j) = i} \frac{\ell_j \alpha}{\ell} = \frac{\ell_i \alpha}{\ell}.
\]

Thus, (B.1) holds for all hypotheses.

\textit{Proof of Theorem 3.2.} By (B.1), we have

\[
\text{FDR} = \sum_{i: T(i) = 0} E \left( \frac{V(M_i)}{R} \right) \leq \sum_{i: T(i) = 0} \frac{\ell_i \alpha}{\ell} = \alpha. \quad \blacksquare
\]
B.3 Proof of Theorem 3.3

We will show that (B.1) holds under arbitrary dependence for the procedure introduced in Theorem 3.3.

Proof of (B.1). When \( H_i \) is true, by the fourth inequality of (B.4), we have

\[
E \left( \frac{V(M_i)}{R} \right) \leq \sum_{r=d_i}^{m_i} \frac{m_i}{m_i + r - 1} \Pr \left( R(G_{d_i}) = r, P_i \leq \alpha_i(r) \right)
\]

\[
= \frac{\ell_i \alpha}{\ell} \frac{1}{c_i} \sum_{r=d_i}^{\left| G_{d_i} \right|} \frac{1}{\alpha_i(r)} \Pr \left( R(G_{d_i}) = r, P_i \leq \alpha_i(r) \right)
\]

\[
\leq \frac{\ell_i \alpha}{\ell} \frac{1}{c_i} \left( 1 + \sum_{r=d_i+1}^{\left| G_{d_i} \right|} \frac{\alpha_i(r) - \alpha_i(r - 1)}{\alpha_i(r)} \right)
\]

\[
= \frac{\ell_i \alpha}{\ell}.
\]

The second inequality follows by Lemma B.2. Thus, (B.1) holds when \( H_i \) is true. When \( H_i \) is false, (B.1) also holds by the same proof of induction used in the proof of Theorem 3.2. Hence, (B.1) holds for all hypotheses.

Proof of Theorem 3.3. Since (B.1) holds for each \( i = 1, \ldots, m \), FDR control follows by the same argument used in the proof of Theorem 3.2. ■

B.4 Proof of Theorem 3.4

Recursively define the random variables \( A_1, \ldots, A_m \) as follows:

\[
A_i = \begin{cases} 
1 & T(i) = 0, \\
A_{T(i)} & T(i) \neq 0 \text{ and } H_{T(i)} \text{ is false,} \\
A_{T(i)}(1 - (1/R(G_{d_i-1})))I\{H_{T(i)} \text{ is rejected}\} & T(i) \neq 0 \text{ and } H_{T(i)} \text{ is true.}
\end{cases}
\]
Notice that $A_i$ is a function of the p-values corresponding to the hypotheses in families $\mathcal{F}_1, \ldots, \mathcal{F}_{d_i-1}$ so that $P_i$ and $A_i$ are independent due to Assumption 3.1.

When $H_i$ is a true null hypothesis, we have the following useful inequality

$$E \left( A_i \frac{I\{H_i \text{ is rejected}\}}{\alpha_i(R(G_{d_i}))} \right) \leq E(A_i).$$  \hspace{1cm} \text{(B.6)}

Proof of (B.6). With $R(G_0) = 0$, we have

$$E \left( A_i \frac{I\{H_i \text{ is rejected}\}}{\alpha_i(R(G_{d_i}))} \right) = E \left( A_i \frac{I\{H_{T(i)} \text{ is rejected}, P_i \leq \alpha_i(R(G_{d_i}))\}}{\alpha_i(R(G_{d_i}))} \right)$$

$$= E \left( A_i \frac{I\{H_{T(i)} \text{ is rejected}, P_i \leq \alpha_i(R(G_{d_i-1}+R(F_{d_i}))\}}{\alpha_i(R(G_{d_i-1})+R(F_{d_i}))} \right)$$

$$\leq E \left( A_i \sum_{r=1}^{[F_{d_i}]} E \left( I\{P_i \leq \alpha_i(R(G_{d_i-1}+r)), R(F_{d_i}) = r\} \middle| R(G_{d_i-1}), A_i \right) \right)$$

$$\leq E \left( A_i \sum_{r=1}^{[F_{d_i}]} \Pr (R(F_{d_i}) = r | P_i \leq \alpha_i(R(G_{d_i-1}+r), R(G_{d_i-1}), A_i) \right)$$

$$\leq E \left( A_i \Pr (R(F_{d_i}) \geq 1 | P_i \leq \alpha_i(R(G_{d_i-1})+1), R(G_{d_i-1}), A_i) \right)$$

$$\leq E(A_i).$$

The first equality follows by the fact that the event $\{H_i \text{ is rejected}\}$ is the same as the event $\{H_{T(i)} \text{ is rejected}, P_i \leq \alpha_i(R(G_{d_i}))\}$. The second inequality follows by the fact that $P_i$ is independent of $R(G_{d_i-1})$ and $A_i$ due to Assumption 3.1 so that conditional on $R(G_{d_i-1})$ and $A_i$, $P_i$ is still stochastically greater than or equal to $U(0, 1)$. Finally, the third inequality is due to Lemma B.1.

Now, we will show that

$$E \left( A_i \frac{V(M_i)}{R} \right) \leq \frac{\ell_i \alpha}{\ell} E(A_i).$$  \hspace{1cm} \text{(B.7)}

Proof of (B.7). If $H_i$ is a false null leaf hypothesis, then the left hand side of (B.7) is 0. If $H_i$ is a true null leaf hypothesis, then

$$E \left( A_i \frac{V(M_i)}{R} \right) \leq E \left( A_i \frac{I\{H_i \text{ is rejected}\}}{R(G_{d_i})} \right)$$
\begin{align*}
&= \frac{\ell_i \alpha}{\ell} E \left( A_i \frac{I \{ H_i \text{ is rejected} \}}{\alpha(R(\mathcal{G}_{d_i}))} \right) \leq \frac{\ell_i \alpha}{\ell} E (A_i).
\end{align*}

The first inequality follows by the fact that $R(\mathcal{G}_{d_i}) \leq R$ and $V(\mathcal{M}_i) = I \{ H_i \text{ is rejected} \}$ when $H_i$ is a true null leaf hypothesis. The equality follows by $\alpha_i(r) = \ell_i r \alpha / \ell$. The second inequality follows by (B.6). Thus, (B.7) holds when $H_i$ is a leaf hypothesis.

Now, we will show that (B.7) holds when $H_i$ is a non-leaf hypothesis. By induction assume (B.7) holds for all children of $H_i$. If $H_i$ is false, then we note that $V(\mathcal{M}_i) = \sum_{j:T(j)=i} V(\mathcal{M}_j)$ and $A_i = A_j$ for each $j$ such that $T(j) = i$.

\begin{align*}
E \left( A_i \frac{V(\mathcal{M}_i)}{R} \right) &= E \left( \sum_{j:T(j)=i} A_j \frac{V(\mathcal{M}_j)}{R} \right) \leq \sum_{j:T(j)=i} \frac{\ell_j \alpha}{\ell} E (A_j) = \frac{\ell_i \alpha}{\ell} E (A_i).
\end{align*}

The inequality follows by induction.

Now, assume $H_i$ is true. We will use the following inequality.

\begin{align*}
\frac{1}{R} &= \frac{1}{R(\mathcal{G}_{d_i})} - \frac{R - R(\mathcal{G}_{d_i})}{RR(\mathcal{G}_{d_i})} \leq \frac{1}{R(\mathcal{G}_{d_i})} - \sum_{j:T(j)=i} \frac{R(\mathcal{M}_j)}{RR(\mathcal{G}_{d_i})} \\
&\leq \frac{1}{R(\mathcal{G}_{d_i})} - \sum_{j:T(j)=i} \frac{V(\mathcal{M}_j)}{RR(\mathcal{G}_{d_i})}.
\end{align*}

(B.8)

The equality follows by simple algebra and the first inequality follows by the fact that $\mathcal{M}_j \subseteq \mathcal{M}/\mathcal{G}_{d_i}$ for each $j$ with $T(j) = i$ so that $\sum_{j:T(j)=i} R(\mathcal{M}_j) \leq R - R(\mathcal{G}_{d_i})$. It should also be noted that $V(\mathcal{M}_i) = (1 + \sum_{j:T(j)=i} V(\mathcal{M}_j)) I \{ H_i \text{ is rejected} \}$.

\begin{align*}
E \left( A_i \frac{V(\mathcal{M}_i)}{R} \right) &= E \left( A_i \left( \frac{1}{R} + \sum_{j:T(j)=i} \frac{V(\mathcal{M}_j)}{R} \right) I \{ H_i \text{ is rejected} \} \right) \\
&\leq E \left( A_i \left( \frac{1}{R(\mathcal{G}_{d_i})} - \sum_{j:T(j)=i} \frac{V(\mathcal{M}_j)}{RR(\mathcal{G}_{d_i})} + \sum_{j:T(j)=i} \frac{V(\mathcal{M}_j)}{R} \right) I \{ H_i \text{ is rejected} \} \right) \\
&= E \left( A_i \left( \frac{1}{R(\mathcal{G}_{d_i})} + \left( 1 - \frac{1}{R(\mathcal{G}_{d_i})} \right) \sum_{j:T(j)=i} \frac{V(\mathcal{M}_j)}{R} \right) I \{ H_i \text{ is rejected} \} \right).
\end{align*}
The first inequality follows by (B.8). The third and forth equality follow by the fact that \( A_j = A_i (1 - (1/R(G_{d_i}))I\{H_i \text{ is rejected}\} \) for \( j \) such that \( T(j) = i \). The second inequality follows by induction. The last equality follows by \( \alpha_i(r) = \ell_i r \alpha/\ell + \ell_i (r - 1) \alpha \) and the last inequality follows by (B.6). 

**Proof of Theorem 3.4.** Finally, by (B.7),

\[
\text{FDR} = E\left( \frac{V}{R} \right) = \sum_{i:T(i) = 0} E\left( \frac{V(M_i)}{R} \right) = \sum_{i:T(i) = 0} E\left( A_i \frac{V(M_i)}{R} \right) \leq \sum_{i:T(i) = 0} \frac{\ell_i \alpha}{\ell} = \alpha. \]

**B.5 Proof of Theorem 3.5**

To prove Theorem 3.5, we show that the following inequality holds when \( H_i \) is true

\[
E \left( A_i \frac{I\{H_i \text{ is rejected}\}}{\alpha_i(R(G_{d_i})) c_i} \right) \leq E \left( A_i \right). \tag{B.9}
\]

**Proof of (B.9).** It can be shown through simple algebra that

\[
c_i = 1 + \sum_{r=2}^{|F_{d_i}|} \frac{\alpha_i(r + d_i - 1) - \alpha_i(r + d_i - 2)}{\alpha_i(r + d_i - 1)}.
\]
It should be noted that $c_i$ is canceled out on the right hand side of the equation.

Assume $H_i$ is true. Then,

\[
E \left( A_i \frac{I\{H_i \text{ is rejected}\}}{\alpha_i(R(G_{d_i}))c_i} \right) \\
= \frac{1}{c_i} E \left( A_i \frac{I\{P_i \leq \alpha_i(R(G_{d_i})), H_{T(i)} \text{ is rejected}\}}{\alpha_i(R(G_{d_i}))} \right) \\
= \frac{1}{c_i} E \left( A_i \frac{I\{P_i \leq \alpha_i(R(G_{d_i-1}) + R(F_{d_i})), H_{T(i)} \text{ is rejected}\}}{\alpha_i(R(G_{d_i-1}) + R(F_{d_i}))} \right) \\
= \frac{1}{c_i} E \left( A_i I\{H_{T(i)} \text{ is rejected}\} \times \right.
\left. \sum \frac{I\{P_i \leq \alpha_i(R(G_{d_i-1}) + r), R(F_{d_i}) = r\}}{\alpha_i(R(G_{d_i-1}) + r)} \right) \\
\leq \frac{1}{c_i} E \left( A_i I\{H_{T(i)} \text{ is rejected}\} \left( 1 + \sum \frac{\alpha_i(R(G_{d_i-1}) + r) - \alpha_i(R(G_{d_i-1}) + r - 1)}{\alpha_i(R(G_{d_i-1}) + r)} \right) \right) \\
\leq \frac{1}{c_i} E \left( A_i I\{R(G_{d_i-1}) \geq d_i - 1\} \left( 1 + \sum \frac{\alpha_i(R(G_{d_i-1}) + r) - \alpha_i(R(G_{d_i-1}) + r - 1)}{\alpha_i(R(G_{d_i-1}) + r)} \right) \right) \\
\leq \frac{1}{c_i} E \left( A_i \left( 1 + \sum \frac{\alpha_i(r + d_i - 1) - \alpha_i(r + d_i - 2)}{\alpha_i(r + d_i - 1)} \right) \right) \\
= E \left( A_i \right).
\]

The first equality follows by the fact that the event \{\text{\text{H}_i \text{ is rejected}}\} is the same as the event \{\text{\text{H}_{\text{T(i)}} \text{ is rejected}, P_i \leq \alpha_i(R(G_{d_i}))}\}. The first inequality follows by Lemma B.2 and the fact that $P_i$ and $R(F_{d_i})$ are independent of the p-values associated with the hypotheses in $F_1, \ldots, F_{d_i-1}$ due to Assumption 3.1. The second inequality follows by the fact that the event \{\text{\text{H}_{\text{T(i)}} \text{ is rejected}}\} implies all ancestors of $H_{T(i)}$ are rejected so there must be at least $d_i - 1$ rejections in the first $d_i - 1$ families. The third inequality follows by the fact that $[\alpha_i(R(G_{d_i-1}) + r) - \alpha_i(R(G_{d_i-1}) + r - 1)]/\alpha_i(R(G_{d_i-1}) + r - 1)$ is a decreasing function of $R(G_{d_i-1})$.  
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Proof of Theorem 3.5. By using the same argument for the proof of (B.7), we have that
\[ E(A_i V(M_i) / R) \leq \ell_i \alpha E(A_i) / \ell. \]
Thus, FDR control follows by the same argument used in the proof of Theorem 3.4. ■
APPENDIX C
PROOFS OF THE THEOREMS IN CHAPTER 4

This appendix contains the proof of the Lemma 4.1 and Proposition 4.3 stated in Chapter 4.

C.1 Proof of Lemma 4.1

Suppose $L$ takes the form $L(\alpha) = I\{\bigcap_{i=1}^{m} P_i \leq t_i(\alpha)\}$ for non-decreasing $t_i, i = 1, \ldots, m$. For $0 \leq \alpha \leq \alpha'$ and each $i = 1, \ldots, m$, define

$$P^{(1)}_i = P_i \mid P_i \leq t_i(\alpha) \quad \text{and} \quad P^{(2)}_i = P_i \mid P_i \leq t_i(\alpha').$$

Since $t_i$ is a non-decreasing function, $P^{(1)}_i$ is stochastically less than or equal to $P^{(2)}_i$. By independence, $P^{(1)}_i, i = 1, \ldots, m$ are mutually independent and can be equivalently expressed as $P^{(1)}_i = P_i \mid \bigcap_{j=1}^{m} P_j \leq t_j(\alpha)$. Similarly, $P^{(2)}_i, i = 1, \ldots, m$ are mutually independent and can be equivalently expressed as $P^{(2)}_i = P_i \mid \bigcap_{j=1}^{m} P_j \leq t_j(\alpha')$. Thus, for any coordinatewise non-decreasing function of the p-values $\psi$, we have

$$E\left(\psi(P_1, \ldots, P_m) \mid L(\alpha) > 0\right) = E\left(\psi(P^{(1)}_1, \ldots, P^{(1)}_m)\right) \leq E\left(\psi(P^{(2)}_1, \ldots, P^{(2)}_m)\right) = E\left(\psi(P_1, \ldots, P_m) \mid L(\alpha') > 0\right).$$

C.2 Proof of Proposition 4.3

$L(= V)$ can be split into a sum of $m$ binary error rates $L_i = I\{H_i \text{ is falsely rejected}\}, i = 1, \ldots, m$ so that condition A1 is satisfied. Since $H_i$ cannot be tested unless all of
its ancestors are rejected, we have

\[ L_i(\alpha) = I\left\{ \bigcap_{j \in D_i} P_j \leq \alpha_j(\alpha) \right\}, i = 1, \ldots, m. \]

By Lemma 4.1, we also have that condition A3 is satisfied under independence.

Finally, we will show that condition A2 is satisfied. For each \( i = 1, \ldots, m \), if \( H_i \) is false, then let \( c_i = 0 \) and if \( H_i \) is true, then let

\[ c_i = \frac{1}{\lambda} \prod_{j \in D_i} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I\{H_j \text{ is true}\}}. \]

To show that condition A2 holds, we show that the following two statements hold:

(a) \( E(L_i(\alpha)) \leq c_i \alpha \) for each \( i = 1, \ldots, m \),

(b) \( \sum_{i=1}^{m} c_i \leq 1 \).

**Proof of part (a).** If \( H_i \) is false, then \( L_i = 0 \) and clearly part (a) holds. Assume \( H_i \) is true. Then,

\[
E(L_i(\alpha)) = \Pr\left( \bigcap_{j \in D_i} \{P_j \leq \alpha_j(\alpha)\} \right) \leq \Pr\left( P_i \leq \frac{\ell_i \alpha}{\ell(1 + \ell_i \lambda)}, \bigcap_{j \in D_i, j \neq i} \{P_j \leq \frac{\ell_j \lambda}{1 + \ell_j \lambda}\} \right)
\]

\[
\leq \frac{\ell_i \alpha}{\ell(1 + \ell_i \lambda)} \prod_{j \in D_i, j \neq i} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I\{H_j \text{ is true}\}} = \frac{\alpha}{\ell \lambda} \prod_{j \in D_i} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I\{H_j \text{ is true}\}}
\]

\[
= c_i \alpha.
\]

The second inequality follows by independence.

**Proof of part (b).** Part (b) follows by the equality and inequality below:

\[
\sum_{H_i \in \mathcal{F}_i} s_{i,j} = 1, j = 1, \ldots, m, \quad (C.1)
\]
\[
\sum_{H_j \in M_i} s_{i,j} c_j \leq \frac{\ell_i}{\ell}, \ i \in \mathcal{F}_1.
\] 

(C.2)

Thus, we have
\[
\sum_{j=1}^{m} c_j = \sum_{j=1}^{m} \sum_{H_i \in \mathcal{F}_1} s_{i,j} c_j = \sum_{H_i \in \mathcal{F}_1} \sum_{H_j \in M_i} s_{i,j} c_j \leq \sum_{H_i \in \mathcal{F}_1} \frac{\ell_i}{\ell} = \sum_{H_i \in \mathcal{F}_1} \sum_{H_j \text{ is a leaf}} \frac{s_{i,j}}{\ell} = \sum_{H_j \text{ is a leaf}} \frac{1}{\ell} = 1.
\]

The second equality follows by the fact that \(s_{i,j} = 0\) if \(H_j \notin M_i\). The inequality follows by (C.2).

**Proof of (C.1).** Assume \(H_j \in \mathcal{F}_1\). Then, \(\sum_{i \in \mathcal{F}_1} s_{i,j} = \sum_{i \in \mathcal{F}_1} I \{i = j\} = 1\) and (C.1) holds. By induction, assume (C.1) holds for all \(k\) such that \(H_k \in \mathcal{T}_j\), then
\[
\sum_{H_i \in \mathcal{F}_1} s_{i,j} = \sum_{H_i \in \mathcal{F}_1} \sum_{H_k \in \mathcal{T}_j} \frac{s_{i,k}}{|\mathcal{T}_j|} = \sum_{H_k \in \mathcal{T}_j} \sum_{H_i \in \mathcal{F}_1} \frac{s_{i,k}}{|\mathcal{T}_j|} = \sum_{H_k \in \mathcal{T}_j} \frac{1}{|\mathcal{T}_j|} = 1.
\]

The first equality follow by the definition of \(s_{i,j}\), (4.5). The third equality follows by induction. Thus, (C.1) holds for all hypotheses.

**Proof of (C.2).** First, we will show that
\[
s_{i,j} = \sum_{k: H_i \in \mathcal{T}_k} \frac{s_{k,j}}{|\mathcal{T}_k|}, \ i \neq j.
\]

(C.3)

Suppose \(H_i \in \mathcal{F}_t\) and \(H_j \in \mathcal{F}_{t+1}\), then (C.3) holds since it can be seen from (4.5) that \(s_{i,j} = 1/|\mathcal{T}_j|\) and from the fact that the right hand side of (C.3) is \(1/|\mathcal{T}_j|\). Now, suppose \(H_j \in \mathcal{F}_u, u > t + 1\). By induction, assume (C.3) holds on \(s_{i,k}\) for each \(H_k \in \bigcup_{\ell=t+1}^{u-1} \mathcal{F}_\ell\). Hence,
\[
s_{i,j} = \sum_{H_k \in \mathcal{T}_j} \frac{s_{i,k}}{|\mathcal{T}_j|} = I \{H_i \in \mathcal{T}_j\} \frac{1}{|\mathcal{T}_j|} + \sum_{H_k \in \mathcal{T}_j} \sum_{\ell: H_i \in \mathcal{T}_\ell} \frac{s_{\ell,k}}{|\mathcal{T}_j| |\mathcal{T}_\ell|}
\]
\[
= I \{H_i \in \mathcal{T}_j\} \frac{1}{|\mathcal{T}_j|} + \sum_{\ell: H_i \in \mathcal{T}_\ell} \sum_{H_k \in \mathcal{T}_j} \frac{s_{\ell,k}}{|\mathcal{T}_j| |\mathcal{T}_\ell|} = I \{H_i \in \mathcal{T}_j\} \frac{1}{|\mathcal{T}_j|} + \sum_{\ell: H_i \in \mathcal{T}_\ell} \frac{s_{\ell,j}}{|\mathcal{T}_\ell|} = \sum_{\ell: H_i \in \mathcal{T}_\ell} \frac{s_{\ell,i}}{|\mathcal{T}_\ell|}.
\]
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The second equality follows by induction where it should be noted that $H_k \in T_j$ implies $H_k$ is in one of $\mathcal{F}_1, \ldots, \mathcal{F}_{u-1}$, but $k \neq i$ and $s_{i,k} \neq 0$ (i.e., $H_i \in D_k$) implies $H_k$ is in one of $\mathcal{F}_{t+1}, \ldots, \mathcal{F}_m$. Hence, $H_k$ belongs to one of $\mathcal{F}_{t+1}, \ldots, \mathcal{F}_{u-1}$ so that induction is valid. The third equality follows from the fact that $s_{\ell,k} = 0$ if $k = i$ since $H_i$ is a parent of $H_\ell$ and the fact that $s_{\ell,k} = 0$ if $\ell = j$ since $H_k$ is a parent of $H_j$. Thus, (C.3) holds.

To show that (C.2) holds, we will show the following inequality holds

$$\sum_{H_j \in \mathcal{M}_i} s_{i,j} c_j \leq \frac{\ell_i}{\ell} \prod_{j \in D_i, j \neq i} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I_{\{H_j \text{ is true}\}}}, i = 1, \ldots, m. \quad (C.4)$$

It should be noted that (C.4) reduces to (C.2) when $H_i \in \mathcal{F}_1$.

Suppose that $H_i$ is a leaf hypothesis so that $\mathcal{M}_i = \{H_i\}$ and $\ell_i = 1$. If $H_i$ is false, (C.4) holds trivially since $c_i = 0$. If $H_i$ is true, then

$$\sum_{H_j \in \mathcal{M}_i} s_{i,j} c_j = c_i = \frac{\ell_i}{\ell(1 + \ell_i \lambda)} \prod_{j \in D_i, j \neq i} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I_{\{H_j \text{ is true}\}}} < \frac{\ell_i}{\ell} \prod_{j \in D_i, j \neq i} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I_{\{H_j \text{ is true}\}}}. \quad (C.5)$$

Thus, (C.4) holds for all leaf hypotheses.

Suppose $H_i$ is not a leaf hypothesis and by induction assume (C.4) holds on the index of all child hypotheses of $H_i$. Then,

$$\sum_{H_j \in \mathcal{M}_i} s_{i,j} c_j = c_i + \sum_{H_j \in \mathcal{M}_i, i \neq j} s_{i,j} c_j = c_i + \sum_{H_j \in \mathcal{M}_i} \sum_{k: H_i \in T_k} \frac{s_{k,j}}{|T_k|} c_j \leq c_i + \sum_{k: H_i \in T_k} \frac{1}{|T_k|} \ell_k \prod_{j \in D_k, j \neq k} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I_{\{H_j \text{ is true}\}}} \leq c_i + \sum_{k: H_i \in T_k} \frac{1}{|T_k|} \ell_k \prod_{j \in D_k} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I_{\{H_j \text{ is true}\}}}. \quad (C.6)$$
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The second equality follows from (C.3). The third equality follows from the fact that \( s_{k,j} = 0 \) if \( H_j \not\in \mathcal{M}_k \). The first inequality follows by induction and the second by the fact that \( \mathcal{D}_i \subseteq \mathcal{D}_k/H_k \) for \( H_i \in \mathcal{T}_k \).

Using the following argument

\[
\sum_{k: H_i \in \mathcal{T}_k} \frac{\ell_k}{|\mathcal{T}_k|} = \sum_{k: H_i \in \mathcal{T}_k} \sum_{H_j \text{ is a leaf}} \frac{s_{k,j}}{|\mathcal{T}_k|} = \sum_{H_j \text{ is a leaf}} \sum_{k: H_i \in \mathcal{T}_k} s_{k,j} = \sum_{H_j \text{ is a leaf}} s_{i,j} = \ell_i,
\]

the right hand side of (C.6) can be simplified to

\[
c_i + \frac{\ell_i}{\ell} \prod_{j \in \mathcal{D}_i} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I\{H_j \text{ is true}\}}, \tag{C.7}
\]

If \( H_i \) is false, then \( c_i = 0 \) and by (C.7), it is easy to see that (C.2) holds. If \( H_i \) is true, then from (C.7), the right hand side of (C.6) can be simplified to

\[
\frac{1}{\lambda \ell} \prod_{j \in \mathcal{D}_i} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I\{H_j \text{ is true}\}} + \frac{\ell_i}{\ell} \prod_{j \in \mathcal{D}_i} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I\{H_j \text{ is true}\}}
\]

\[
= \left( \frac{1}{\lambda \ell} + \frac{\ell_i}{\ell} \right) \prod_{j \in \mathcal{D}_i} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I\{H_j \text{ is true}\}}
\]

\[
= \frac{\ell_i}{\ell} \prod_{j \in \mathcal{D}_i, j \neq i} \left( \frac{\ell_j \lambda}{1 + \ell_j \lambda} \right)^{I\{H_j \text{ is true}\}}.
\]

(C.4) holds when \( H_i \) is a non-leaf true or false hypothesis; hence, (C.4) holds for all \( i = 1, \ldots, m \). \( \blacksquare \)
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