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ABSTRACT

A DATA SCIENCE APPROACH TO PATTERN DISCOVERY IN COMPLEX STRUCTURES WITH APPLICATIONS IN BIOINFORMATICS

by

Lei Hua

Pattern discovery aims to find interesting, non-trivial, implicit, previously unknown and potentially useful patterns in data. This dissertation presents a data science approach for discovering patterns or motifs from complex structures, particularly complex RNA structures. RNA secondary and tertiary structure motifs are very important in biological molecules, which play multiple vital roles in cells. A lot of work has been done on RNA motif annotation. However, pattern discovery in RNA structure is less studied. In the first part of this dissertation, an ab initio algorithm, named DiscoverR, is introduced for pattern discovery in RNA secondary structures. This algorithm works by representing RNA secondary structures as ordered labeled trees and performs tree pattern discovery using a quadratic time dynamic programming algorithm. The algorithm is able to identify and extract the largest common substructures from two RNA molecules of different sizes, without prior knowledge of locations and topologies of these substructures.

One application of DiscoverR is to locate the RNA structural elements in genomes. Experimental results show that this tool complements the currently used approaches for mining conserved structural RNAs in the human genome. DiscoverR can also be extended to find repeated regions in an RNA secondary structure. Specifically, this extended method is used to detect structural repeats in the 3’-untranslated region of a protein kinase gene.
The biological significance of a repeated hairpin found by DiscoverR is discussed, demonstrating the usefulness of the tool.

RNA junctions are important structural elements of RNA molecules. They are formed by three or more helices coming together in three-dimensional space. Recent studies have focused on the annotation of coaxial helical stacking (CHS) motifs within junctions. In the second part of this dissertation, a new method, called CHSalign, is designed, which is capable of finding patterns in RNA secondary structures with CHS motifs through aligning the structures. CHSalign works by (1) employing a random forests algorithm to predict coaxial stacking in junctions, (2) modelling junction topologies as tree graphs, and (3) using a novel dynamic programming algorithm to perform constrained tree pattern matching. CHSalign is intended to be an efficient alignment tool for RNAs containing similar junctions. Experimental results based on thousands of alignments demonstrate that CHSalign can align two RNA secondary structures containing CHS motifs more accurately than other RNA secondary structure alignment tools. CHSalign yields a high score when aligning two RNA secondary structures with similar CHS motifs or helical arrangement patterns, and a low score otherwise. This new method is implemented in a web server accessible on the Internet.
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CHAPTER 1
INTRODUCTION

1.1 Background Information

Ribonucleic acid (RNA) is formed from DNA by transcription. Unlike double-stranded DNA, RNA is a single-stranded molecule, which consists of a chain of nucleotides linked together by covalent chemical bonds. Each nucleotide contains one of the four bases: Adenine (A), Cytosine (C), Guanine (G) and Uracil (U).

Tools that align biosequences (DNA, RNA, protein), such as FASTA and BLAST, are valuable in identifying homologous regions, which can lead to the discovery of functional units, such as protein domains, DNA cis elements, and so on [1,2]. However, their success is more evident in the study of DNA and protein than of RNA. This is mainly because the sequence similarity among DNAs and proteins can usually faithfully reflect their functional relationship, whereas additional structure information is needed to study the functional conservation among RNAs. Therefore, it is necessary to take into account both structural and sequence information in analyzing RNA data.

RNA structure determination via biochemical experiments is laborious and costly. Predictive approaches are valuable in providing guide information for wet lab experiments. RNA structure prediction is usually based on phylogenetic conservation of base-paired regions or thermodynamics of RNA folding. The former infers RNA structures based on covariation of base-paired nucleotides [3-6]. The latter uses thermodynamic properties of various RNA local structures, such as base pair stacking, hairpin loop, and bulge, to derive thermodynamically favorable secondary structures. A dynamic programming algorithm is used to find optimal or suboptimal structures. The most well-known tools belonging to this
category are MFOld [7,8] and RNAfold in the Vienna RNA package [9,10]. Similar tools have been developed in recent years to predict higher order structures, such as pseudoknots [11]. Figure 1.1 shows an example of RNA secondary structure folded by RNAfold of Vienna RNA package [9] and the view is generated by RnaViz 2 [12].

**Figure 1.1** Example of an RNA secondary structure.

RNA motifs or patterns refer to structural particularities or conserved substructures of RNA. RNA motifs have been extensively studied for noncoding RNAs (ncRNAs), such as transfer RNA (tRNA), ribosomal RNA (rRNA), small nuclear RNA (snRNA) and small nucleolar RNA (snoRNA), as well as small interfering RNA (siRNA) and microRNA (miRNA) [13,14]. More recently, the structures in the untranslated regions (UTRs) of
messenger RNAs (mRNAs) draw much attention from researchers [15,16]. Biochemical and genetic studies have demonstrated a myriad of functions associated with the UTRs in mRNA metabolism, including RNA translocation, translation, and RNA stability [17-19]. For example, the iron response elements (IREs) found in both 5’ and 3’ UTRs of genes are involved in iron homeostasis in higher eukaryotic species [16]. These motifs interact with iron regulatory proteins (IRPs) and play an important role in RNA stability and translation.

1.2 Motivation and Organization

The objective of this dissertation is to present algorithms for pattern discovery in RNA secondary structures. The first one is an *ab initio* algorithm, named DiscoverR, for finding common patterns from two RNA secondary structures. The algorithm works by representing RNA secondary structures as ordered labeled trees and performs tree pattern discovery using an efficient dynamic programming algorithm. The details of the algorithm are presented in Chapter 2. In Chapter 3, two applications of DiscoverR are demonstrated. One is to identify and extract the largest common substructures from two RNA molecules of different sizes, without prior knowledge of the locations and topologies of these substructures. The other is to find repeated regions in an RNA secondary structure, where DiscoverR can detect structural repeats in the 3’-untranslated region of a protein kinase gene.

In Chapter 4, a new method, called CHSalign, is designed, which is capable of finding patterns in RNA secondary structures with coaxial helical stacking (CHS) motifs through aligning the structures. CHSalign works by (1) employing a random forests algorithm to predict coaxial stacking in junctions, (2) modelling junction topologies as tree
graphs, and (3) using a novel dynamic programming algorithm to perform constrained tree pattern matching. CHSalign is intended to be an efficient alignment tool for RNAs containing similar junctions. Experimental results based on thousands of alignments demonstrate that CHSalign can align two RNA secondary structures containing CHS motifs more accurately than other RNA secondary structure alignment tools. CHSalign yields a high score when aligning two RNA secondary structures with similar CHS motifs or helical arrangement patterns, and a low score otherwise. This new method has been implemented in a web server, and the program is also made freely available, at http://bioinformatics.njit.edu/CHSalign/.

Finally, Chapter 5 concludes the dissertation and points out some directions for future research.
CHAPTER 2
AN ALGORITHM FOR DISCOVERING COMMON PATTERNS

2.1 Introduction
Many functional RNAs exhibit a highly conserved secondary structure although their nucleotide sequences share little similarity. Thus, in developing effective tools for comparing and detecting the functional RNAs as well as important evolutionary divergences, researchers often consider the secondary structures of the RNA molecules [20-22].

We present here a novel algorithm, named DiscoverR, for detecting common patterns from two RNA secondary structures. Built upon the previous accomplishment in tree pattern finding [23], DiscoverR works by representing RNA secondary structures as ordered labeled trees, then performs tree pattern discovery by allowing certain subtrees to be removed at no cost. This algorithm is capable of identifying and extracting the largest common substructures from two RNA molecules of different sizes, without prior knowledge of the locations and topologies of these substructures. It is faster comparing to the existing algorithm for general approximate tree pattern discovery [23].

2.2 Algorithm

2.2.1 Representing RNA Secondary Structures by Trees
Let $RS$ be an RNA sequence containing nucleotides or bases A, U, C, G. $RS[i]$ denotes the base at position $i$ of $RS$ and $RS[i, j]$ is the subsequence starting at position $i$ and ending at
position \( j \) in \( RS \). Let \( R \) be the secondary structure of \( RS \). A base pair connecting position \( i \) and position \( j \) in \( R \) is denoted by \( (i, j) \) and its enclosed sequence is \( RS[i, j] \). A loop in \( R \) refers to a hairpin, a bulge, an internal or a multi-branch loop [9,24]. Given a loop \( L \) in the secondary structure \( R \), the base pair \((i^*, j^*)\) in \( L \) is called the \textit{exterior pair} of \( L \) if position \( i^* \) (\( j^* \), respectively) is closest to the 5' (3', respectively) end of \( R \) among all positions in \( L \). All other non-exterior base pairs in \( L \) are called \textit{interior pairs} of \( L \)[25]. Figure 2.1 gives the example of the RNA secondary structure, which shows the hairpin, the bulge, the internal and the multi-branch loop.
Figure 2.1 The example of the RNA secondary structure with the hairpin, the bulge, the internal and the multi-branch loop.

Here the RNA secondary structure $R$ of the sequence $RS$ is modeled by an ordered labeled tree $RT$ in which each node has a label and the left to right order of siblings is significant (Figure 2.2). With this model, pseudoknots are not allowed. Each node in $RT$
corresponds to a base pair in $R$ and vice versa. Base pairs are numbered according to the order from the 5' end to the 3' end of $R$. Except for the exterior pairs of loops, the $k$th base pair of $R$ corresponds to the node labeled “$P_k$” in $RT$ and vice versa. For example, the node labeled “$P3$” in the tree $RT$ shown in Figure 2.2(B) corresponds to the 3rd base pair in the RNA secondary structure $R$ shown in Figure 2.2(A).

The exterior pair of a multi-branch loop containing $n$ interior pairs in $R$ corresponds to a node $v$ with $n$ children in $RT$ with each child corresponding to one of the $n$ interior pairs. Assuming the exterior pair is the $k$th base pair in $R$, the node label of $v$ in $RT$ is “$M_k$”.

The exterior pair of a bulge loop (internal loop, hairpin loop, respectively) in $R$ corresponds to the node labeled “$B_k$” (“$I_k$”, “$H_k$”, respectively) in $RT$ if the exterior pair is the $k$th base pair in $R$. For example, the node labeled “$M5$” (“$B18$”, “$I24$”, “$H31$”, respectively) in the tree $RT$ shown in Figure 2.2(B) corresponds to the exterior pair of the multi-branch loop (bulge loop, internal loop, hairpin loop, respectively) where the exterior pair is the 5th (18th, 24th, 31st, respectively) base pair in the RNA secondary structure $R$ shown in Figure 2.2(A). For each node $v$ in the tree $RT$, we use $NB(v)$ to represent the number of bases $v$ has. If the node label of $v$ is “$P_i$” for some $i$, i.e., $v$ corresponds to a base pair, $NB(v) = 2$. If $v$ corresponds to the exterior pair of a loop, $NB(v)$ equals the number of bases in that loop.
Figure 2.2  Transform an RNA secondary structure to an ordered labeled tree. (A) An RNA secondary structure is comprised of base pairs, which are numbered according to the order from the 5' end to the 3' end of the secondary structure. (B) The base pairs are organized into an ordered labeled tree. Each node in the tree corresponds to a base pair in the secondary structure and vice versa. The numeric value next to each node in the tree is the position of that node in the left-to-right post-order traversal of the tree.
The algorithm, DiscoverR, uses a post-order numbering of nodes in the tree $RT$ representing the RNA secondary structure $R$. Let $rt[i]$ be the node of $RT$ whose position in the left-to-right post-order traversal of $RT$ is $i$. Referring to the tree $RT$ shown in Figure 2.2(B), the numeric value next to each node is the position of that node in the left-to-right post-order traversal of $RT$. Let $RT[i]$ represent the subtree rooted at $rt[i]$. Here, a cut operation on nodes in a tree [26] is introduced. Cutting at node $rt[i]$ means removing $RT[i]$ from the tree $RT$, cf. Figure 2.3. A set $S$ of nodes of $RT[k]$ is said to be a set of consistent subtree cuts in $RT[k]$ if (i) $rt[i] \in S$ implies that $rt[i]$ is a node in $RT[k]$, and (ii) $rt[i], rt[j] \in S$ implies that neither is an ancestor of the other in $RT[k]$. Intuitively, $S$ is the set of all roots of the removed subtrees in $RT[k]$. For example, let’s consider the nodes labeled P9 and P23 in the tree shown in Figure 2.2(B). Neither node is an ancestor of the other. Thus, the set containing these two nodes is a set of consistent subtree cuts. $Cut(RT, S)$ is used to represent the substructure of $RT$ resulted from cutting at all nodes in $S$. Figure 2.3 shows the example of cutting at the node labeled I24. Notice that the substructure $Cut(RT, S)$ is connected at the structure level; that is, if two nodes in $RT$ are contained in the substructure such that one node is an ancestor of the other node, then all nodes in between the two nodes are also contained in the substructure. For example, cutting at the nodes labeled P9 and P23 in the secondary structure in Figure 2.2 (B) yields the substructure shown in Figure 2.4, which is connected at the structure level. $Subtrees(RT)$ is used to represent the set of all possible sets of consistent subtree cuts in $RT$ [27].
Figure 2.3 Cutting at the node labeled I24 (rt[19]) means removing the subtree rooted at the node labeled I24.
In general, there are stem-loops, with bulges, internal loops, multi-branch loops or pseudoknots. Since a pseudoknot is a secondary structure containing at least two stem-loop structures in which half of one stem is intercalated between the two halves of another stem [28], pseudoknots are not allowed in DiscoverR.

2.2.2 Common Patterns of Two Trees

Let's consider a scenario where $R_1$ and $R_2$ are two RNA secondary structures, $RT_1$ ($RT_2$, respectively) is the tree representing $R_1$ ($R_2$, respectively), $rt_1$ is a node in $RT_1$, $rt_2$ is a node

Figure 2.4 The substructure obtained by cutting at the nodes labeled P9 and P23 in the secondary structure in Figure 2.3.
The dissimilarity between the two nodes \( rt_1 \) and \( rt_2 \), denoted \( \delta(rt_1, rt_2) \), is calculated by Formula (2.1):

\[
\delta(rt_1, rt_2) = \frac{|NB(rt_1) - NB(rt_2)|}{NB(rt_1) + NB(rt_2)}
\]  

(2.1)

\( \delta(rt_1, rt_2) \) equals 0 if \( rt_1 \) and \( rt_2 \) have the same number of bases. Node \( rt_1 \) matches node \( rt_2 \), denoted \( rt_1 \approx rt_2 \), if \( \delta(rt_1, rt_2) \leq \varepsilon \) where \( \varepsilon \) is an adjustable non-negative threshold value. (In the study presented here, the default threshold value is used, which is set to 0.1.) When \( rt_1 \) (\( rt_2 \), respectively) corresponds to a base pair, \( rt_1 \) always matches \( rt_2 \), since \( \delta(rt_1, rt_2) \) equals 0. We say tree \( RT_1 \) matches tree \( RT_2 \), denoted \( RT_1 \approx RT_2 \), if the two trees are isomorphic and each node in \( RT_1 \) matches its corresponding node in \( RT_2 \).

The size of the largest common substructures or common patterns of \( RT_1[i] \) and \( RT_2[j] \), denoted \( \Psi(RT_1[i], RT_2[j]) \) (or simply \( \Psi(i, j) \) when the context is clear), is 

\[
\max \{|\text{Cut}(RT_1[i], S_i)|\} \text{ or } \max \{|\text{Cut}(RT_2[j], S_j)|\} \text{ subject to } \text{Cut}(RT_1[i], S_i) \approx \text{Cut}(RT_2[j], S_j),
\]

\( S_i \in \text{Subtrees}(RT_1[i]), S_j \in \text{Subtrees}(RT_2[j]) \), where \(|.|\) is the number of nodes in the indicated substructure. It should be pointed out that \( \text{Cut}(RT_1[i], S_i) \) is isomorphic to \( \text{Cut}(RT_2[j], S_j) \), therefore \(|\text{Cut}(RT_1[i], S_i)| = |\text{Cut}(RT_2[j], S_j)|\). The goal is to calculate 

\[
\max_{i \in [1 \ldots |RT_1|], j \in [1 \ldots |RT_2|]} \{\Psi(RT_1[i], RT_2[j])\}
\]

and locate the \( \text{Cut}(RT_1[i], S_i) \) and \( \text{Cut}(RT_2[j], S_j) \), where \( S_i \in \text{Subtrees}(RT_1[i]) \) and \( S_j \in \text{Subtrees}(RT_2[j]) \), achieve the maximum size. By memorizing the size information during the computation and applying backtracking technique, one can find the maximum size and a substructure pair yielding the size with the same time complexity.
2.2.3 Common Patterns of Two Forests

The degree of a node $v$ is defined as the number of children of $v$. Suppose the degree of the node $rt_1[i]$ ($rt_2[j]$, respectively) in the tree $RT_1$ ($RT_2$, respectively) is $m_i$ ($n_j$, respectively). Denote the children of $rt_1[i]$ as $rt_1[i_1], rt_1[i_2], \ldots, rt_1[i_{m_i}]$, and the children of $rt_2[j]$ as $rt_2[j_1], rt_2[j_2], \ldots, rt_2[j_{n_j}]$. For any $p, q, 1 \leq p \leq q \leq m_i$, let $RF_1[i_p, i_q]$ represent the forest containing the subtrees $RT_1[i_p], RT_1[i_{p+1}], \ldots, RT_1[i_q]$. $RF_1[i_p, i_q] = \emptyset$ if $p > q$, and $RF_1[i_p, i_q] = RT_1[i_p]$ if $p = q$. $RF_1[i] = RF_1[i_1, i_{m_i}]$. $RF_2[j_s, j_t], 1 \leq s \leq t \leq n_j$, and $RF_2[j]$ are defined similarly. We can say forest $RF_1$ matches forest $RF_2$, denoted $RF_1 \approx RF_2$, if the two forests are isomorphic and each node in $RF_1$ matches its corresponding node in $RF_2$.

A set $S$ of nodes of forest $RF$ is considered to be a set of consistent subtree cuts in $RF$ if (i) $rt[i] \in S$ implies that $rt[i]$ is a node in $RF$, and (ii) $rt[i], rt[j] \in S$ implies that neither is an ancestor of the other in $RF$. $Cut(RF, S)$ is used to represent the subforest of $RF$ resulted from cutting at all nodes in $S$. Let $Subtrees(RF)$ be the set of all possible sets of consistent subtree cuts in $RF$. Define the size of the largest common substructures or common patterns of forest $RF_1$ and forest $RF_2$, denoted $\Phi(RF_1, RF_2)$, to be $\max \{|Cut(RF_1, S_1)|\}$ or $\max \{|Cut(RF_2, S_2)|\}$ subject to $Cut(RF_1, S_1) \approx Cut(RF_2, S_2), S_1 \in Subtrees(RF_1), S_2 \in Subtrees(RF_2)$. When $RF_1 = RF_1[i_p, i_q]$ and $RF_2 = RF_2[j_s, j_t]$, $\Phi(RF_1, RF_2)$ is also represented by $\Phi(i_p, i_q, j_s, j_t)$ if there is no confusion.
2.2.4 Filling in the Maximum Size Table

It is clear that \( \Psi(\emptyset, \emptyset) = 0 \), \( \Phi(\emptyset, \emptyset) = 0 \), \( \Psi(RT_1[i], \emptyset) = 0 \), \( \Psi(\emptyset, RT_2[j]) = 0 \), \( \Phi(RF_1[i], \emptyset) = \Phi(RF_1[i_1, i_m], \emptyset) = 0 \), and \( \Phi(\emptyset, RF_2[j]) = \Phi(\emptyset, RF_2[j_1, j_n]) = 0 \), i.e. the size of the common patterns of two trees (forests, respectively) is 0 if one of the trees (forests, respectively) is empty [27]. In general, there are two cases to be considered. In case 1, \( \Phi(RF_1[i_1, i_q], RF_2[j_1, j_t]) \) is computed, where \( 1 \leq q \leq m_i \) and \( 1 \leq t \leq n_j \). There are three subcases (Figure 2.5):

1. The subtree \( RT_1[i_q] \) is removed, hence \( \Phi(i_1..i_q, j_1..j_t) = \Phi(i_1..i_{q-1}, j_1..j_t) \).

2. The subtree \( RT_2[j_t] \) is removed, hence \( \Phi(i_1..i_q, j_1..j_t) = \Phi(i_1..i_q, j_1..j_{t-1}) \).

3. Neither \( RT_1[i_q] \) nor \( RT_2[j_t] \) is removed. Hence, the size of the common patterns of \( RF_1[i_1, i_q] \) and \( RF_2[j_1, j_t] \) equals the size of the common patterns of \( RF_1[i_1, i_{q-1}] \) and \( RF_2[j_1, j_{t-1}] \) plus the size of the common patterns of \( RT_1[i_q] \) and \( RT_2[j_t] \).

The following recurrence formula is for the three subcases, and the maximum of them will be taken:

\[
\Phi(i_1..i_q, j_1..j_t) = \max \begin{cases} 
\Phi(i_1..i_q, j_1..j_t) \\ 
\Phi(i_1..i_q, j_1..j_{t-1}) \\ 
\Phi(i_1..i_{q-1}, j_1..j_{t-1}) + \Psi(i_q, j_t) 
\end{cases}
\] (2.2)
Figure 2.5 (A) The shaded subtree $RT_1[i_q]$ is removed. The size of the common patterns of forest $RF_1[i_1, i_{q-1}]$ and forest $RF_2[j_1, j_t]$ is the same as the size of the common patterns of forest $RF_1[i_1, i_{q-1}]$ and forest $RF_2[j_1, j_t]$. (B) The shaded subtree $RT_2[j_t]$ is removed. The size of the common patterns of forest $RF_1[i_1, i_q]$ and forest $RF_2[j_1, j_t]$ is the same as the size of the common patterns of forest $RF_1[i_1, i_q]$ and forest $RF_2[j_1, j_{t-1}]$. (C) Neither $RT_1[i_q]$ nor $RT_2[j_t]$ is removed. The size of the common patterns of forest $RF_1[i_1, i_{q-1}]$ and forest $RF_2[j_1, j_t]$ equals the size of the common patterns of forest $RF_1[i_1, i_{q-1}]$ and forest $RF_2[j_1, j_{t-1}]$ plus the size of the common patterns of tree $RT_1[i_q]$ and tree $RT_2[j_t]$.

In case 2, $\Psi(RT_1[i], RT_2[j]), 1 \leq i \leq |RT_1|, 1 \leq j \leq |RT_2|$, is computed. There are two subcases need consideration:
(1) The node \( rt_1[i] \) matches the node \( rt_2[j] \), hence \( \Psi(i, j) = \Phi(i_1 \ldots i_m, j_1 \ldots j_n) + 1 \) (Figure 2.6).

(2) The node \( rt_1[i] \) does not match the node \( rt_2[j] \), hence \( \Psi(i, j) = 0 \). Therefore,

\[
\Psi(i, j) = \begin{cases} 
\Phi(i_1 \ldots i_m, j_1 \ldots j_n) + 1 & \text{if } rt_1[i] \approx rt_2[j] \\
0 & \text{otherwise}
\end{cases}
\]  

(2.3)

Figure 2.6 The node \( rt_1[i] \) matches the node \( rt_2[j] \). Thus, the size of the common patterns of tree \( RT_1[i] \) and tree \( RT_2[j] \) equals the size of the common patterns of forest \( RF_1[i_1 \ldots i_m] \) and forest \( RF_2[j_1 \ldots j_n] \) plus 1.

2.2.5 Algorithm Complexity

DiscoverR employs a dynamic programming algorithm that maintains a two-dimensional table in which \( c(i, j) \) represents the cell located at the intersection of the \( i \)th row and the \( j \)th column of the table. The value stored in the cell \( c(i, j) \), \( 1 \leq i \leq |RT_1|, 1 \leq j \leq |RT_2| \), is \( \Psi(RT_1[i], RT_2[j]) \). This algorithm calculates the values in the table by traversing the trees \( RT_1 \) and \( RT_2 \) in a bottom-up manner. Figures 2.7 and 2.8 present the main procedures.
employed. For each input $RF_1[i, i_m]$ and $RF_2[j, j_n]$, the running time of Procedure 1 is $O(m \times n)$. Thus, the time complexity of the algorithm is

$$\sum_{i=1}^{m} \sum_{j=1}^{n} O(m \times n) = O(|RT_1| \times |RT_2|)$$

(2.4)

DiscoverR is much faster than the existing algorithm for general approximate tree pattern discovery [23]. $\max_{i \in \mathbb{N}, j \in \mathbb{N}} \mathcal{R}(RT[i], RT[\{j\}])$ can be calculated in the same time. Since the number of nodes in the tree $RT_1$ ($RT_2$, respectively) equals the number of base pairs in the RNA secondary structure $R_1$ ($R_2$, respectively), and 54% of the nucleotides on average in an RNA sequence are involved in the base pairs of its secondary structure [29], the time complexity of the DiscoverR algorithm is $O(|R_1| \times |R_2|)$ where $|.|$ is the number of nucleotides in the indicated RNA secondary structure. After calculating and locating the largest common substructures or common patterns of $RT_1$ and $RT_2$ that yield the maximum size, the common patterns are printed out, which constitute the output of DiscoverR.

**Procedure 1: Computing $\Phi(i_1..i_m, j_1..j_n)$**

**Input:** $RF_1[i, i_m]$ and $RF_2[j, j_n]$

**Output:** $\Phi(i_1..i_m, j_1..j_n)$

1. $\Phi(\phi, \phi) \leftarrow 0$

2. **for** $q := 1$ **to** $m_i$

3. $\Phi(i_q..\phi, \phi) \leftarrow 0$

4. **for** $t := 1$ **to** $n_j$

**Figure 2.7** Procedure for computing $\Phi(i_1..i_m, j_1..j_n)$. 

$m_i$ $n_j$
Procedure 2: Computing $\Psi(i, j)$ for all $1 \leq i \leq |RT_1|, 1 \leq j \leq |RT_2|$

Input: $RT_1$ and $RT_2$

Output: $\Psi(i, j)$ for all $1 \leq i \leq |RT_1|, 1 \leq j \leq |RT_2|$

1. $\Psi(\phi, \phi) \leftarrow 0$

2. for $i := 1$ to $|RT_1|$

3. $\Psi(RT[i], \phi) \leftarrow 0$

4. for $j := 1$ to $|RT_2|$

5. $\Psi(\phi, RT_2[j]) \leftarrow 0$

6. for $i := 1$ to $|RT_1|$

7. for $j := 1$ to $|RT_2|$

8. Compute $\Psi(i, j)$ as in Formula (3)

   by calling Procedure 1 on $RF_1[i_1, i_m]$ and $RF_2[j_1, j_n]$

Figure 2.8 Procedure for computing $\Psi(i, j)$ for all $1 \leq i \leq |RT_1|, 1 \leq j \leq |RT_2|$

2.3 Program of DiscoverR

The DiscoverR program is implemented in Java. The jar file including the source code of the program is available for download at http://bioinformatics.njit.edu/DiscoverR. Figure 2.9 shows the two RNA secondary structures as in input in the output of the DiscoverR program and Figure 2.10 shows the two patterns given by the DiscoverR program. The beginning and ending positions of contiguous bases on the common patterns in two input
structures are printed out. In Figure 2.11 and Figure 2.12, two RNA secondary structures are portrayed using RnaViz 2 [12], where the common patterns of the two input structures found by DiscoverR are highlighted in blue.

(A)

```
>gnl|11825421
1   GAAUUCGUUUCAGUGCUUCAUUGGAAUAAGCAGAGACGAGGACUGUA 50
     ........................((((....)...)))) ((((.(((((.(((((........(51
8 UUAAAUAUGCGUGGAUAACUCUCGCAGGCGCUAAAGUCGUAGCAGGU 100
    (((((........))))) ((((( ........))))))) ((((( ........)))))) ((101
101 GUGUGCGUGGUUGUAAGUAACCUAUCUUAAGUUUCUUUGGCUGCCACCAAU 150
  )))))))))))))))))))))))))) (((((........))))))))))))))))))))))))) 151
CAGCGCGAGCAACAAUAACUAACAGCCAGCGCGCGCUUGCCACCGCGG 200
   ........................((((....))))) (((((........))))))(((201
201 UUGUAUGCAGCAAUUGCGAACAGCGCGUGAGGAGUUUUUGAGGUAGG 250
     (((((........))))))) (((((........))))))) (((((........))))))) 251
UUGCGAGGGGGUGUGUAAGGGGCUUUCUUUYYUUUUUCUUUCUGGAGGA 300
     )))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))
```

(B)

```
>gi|118130856
1   GCUGCAGAGUGGCGGCGCAGACGAGGCGAGACGAGCGGCAGCGCAGC 50
     (((((........))))))) (((((........))))))) (((((........))) 51
51 GGCAGCGUCAAGGGAGCCUGCUGGGCAGCAUUGUAAAGAGGGCGGAG 100
    (((((........))))))) (((((........))))))) (((((........))) 101
101 AGGAGAGCGGGGUGAGGGCUAGGGGUACGCGACUCCCAACACGAGC 150
    (((((........))))))) (((((........))))))) (((((........))) 151
151 GGUCUUUUUUUGGAAAUUUAUAAUGAAAAAGAAAAAGACAGAGGGAA 200
    ))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))) 201
201 GUGGAGACAGAGAAAGCCACACAGAGACAGAGACAGAGACAGCA 250
    )((((((........))))))) (((((........))))))) (((((........))) 251
251 AGAUUCCCAACAGAGGAGGAAAGGAGCCCAGUGGAGGGGCGCAGCGC 300
    )))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))))
```

Figure 2.9 (A) A query RNA. (B) A subject RNA.
Figure 2.10  (A) The pattern found in the query RNA. (B) The pattern found in the subject RNA. In (A), (B), beginning and ending positions of the contiguous bases on the common patterns found in the query RNA and subject RNA are displayed.
Figure 2.11 Common pattern found by DiscoverR in the RNA molecule gnl|11825421 is highlighted in blue.
2.4 Comparison with Related Works

Backofen and Siebert[30] presented an algorithm for finding common sequence structure patterns between two RNAs. These common patterns share the same local sequential and structural properties. Like DiscoverR, the patterns found by Backofen and Siebert are connected at the structure level (whose definition is given in Section 2.2.1). In addition, the patterns found by Backofen and Siebert are also connected at the sequence level, meaning that for any two nodes in a common substructure, there is a matched path via backbone or structure bonds that connects the two nodes. Their algorithm is useful in detecting local
regions of large RNAs that do not share global similarities. The time complexity of their algorithm is $O(m \times n)$, where $m$ and $n$ are the lengths of the two input RNAs, respectively.

Höchsmann et al. [31] developed another approach for detecting local similarities in RNA secondary structures. They treated RNA secondary structures as forests and gave a dynamic programming algorithm to calculate local forest alignments. These alignments gave rise to local similar regions in RNA secondary structures. The time complexity of their algorithm is $O(|F_1| \times |F_2| \times \deg(F_1) \times \deg(F_2) \times (\deg(F_1) + \deg(F_2)))$, where $|F_i|$ is the number of nodes in forest $F_i$ and $\deg(F_i)$ is the degree of $F_i$. Höchsmann et al. showed that their algorithm can discover potential regulatory motifs solely by their structural preservation, independent of their sequence conservation and position.

Mauri and Pavesi [32] employed affix trees to locate patterns in an RNA sequence (secondary structure). The time complexity of their approach is asymptotically $O(n)$ where $n$ is the length of the sequence. Mauri and Pavesi described in detail how to locate hairpins in the input sequence. For more complex RNA motifs, these motifs are firstly decomposed into single hairpins. Their approach then locates all the single hairpins in the sequence. Through post-processing, the complex motifs comprising the hairpins are determined and identified. Due to the use of affix trees, the patterns found by their approach contain contiguous bases in the RNA sequence.

DiscoverR has two major differences and improvements over the above algorithms: (i) the discovered patterns and (ii) the algorithms used to find the patterns. Unlike the patterns found by Backofen and Siebert, which are connected both at the structure level and sequence level, DiscoverR can find the patterns connected at the structure level only. For example, consider the hypothetical RNA secondary structure in Figure 2.13(A).
substructure in Figure 2.13(B), obtained by cutting at the two C-G base pairs as shown in Figure 2.13(A), is a potential pattern that can be found by DiscoverR. However, since this pattern is not connected at the sequence level (e.g. there is no path via backbone or structure bonds connecting the two A-U base pairs circled by dashed lines), the pattern in Figure 2.13(B) cannot be found by Backofen and Siebert’s algorithm. Furthermore, since this pattern contains non-contiguous bases (bases between position 24 and position 35 are removed), the pattern in Figure 2.13(B) cannot be located by Mauri and Pavesi’s algorithm neither.

![Diagram](image)

(A) (B)

**Figure 2.13** Examples illustrating the differences between DiscoverR and related algorithms.

In contrast to the local alignment algorithm developed by Höchsmann *et al.*[31], which seeks small, local regions with high similarity where bases are close to each other, DiscoverR looks at the entire RNA molecules to extract their largest common substructures possibly with distant bases on the respective molecules. For example,
consider again the structure in Figure 2.11 (A) and the structure in Figure 2.11(B). When comparing these two structures, DiscoverR can find their common patterns containing the two hairpin loops circled by dashed lines by freely cutting at the two C-G base pairs as shown in Figure 2.11 (A). However, the local alignment algorithm would not identify these patterns due to the penalty incurred in aligning the bases on the stem-loop between position 24 and position 35 in Figure 2.11 (A) with gaps.

To locate the patterns with distant bases, DiscoverR employs cost-free cut operations, which do not exist in the above mentioned algorithms. The only algorithm that also uses cut operations for tree pattern discovery is the algorithm developed in the previous work [23]. That algorithm finds the largest approximately common substructures $U_1$ and $U_2$ of two given ordered labeled trees $T_1$ and $T_2$, where the substructure $U_1$ of $T_1$ is within edit distance $d$ of the substructure $U_2$ of $T_2$. The time complexity of that algorithm is $O(d^3|T_1||T_2|\min(H_1, L_1)\min(H_2, L_2))$, where $H_i$, $i = 1, 2$, is the height of $T_i$ and $L_i$ is the number of leaves in $T_i$. In contrast, DiscoverR is a faster algorithm with a time complexity of $O(|T_1||T_2|)$. 
CHAPTER 3
APPLICATIONS OF DISCOVERR

In this chapter, two major applications of DiscoverR are presented. The first application is to find repeated regions in an RNA secondary structure. The second application is to find conserved RNA secondary structures in the human.

3.1 Repeats

Repeat finding has been an important subject in bioinformatics and computational biology. Past work has mainly focused on detecting repeats in sequences [33,34]. In contrast, DiscoverR is capable of locating structural repeats or repeated regions in an RNA secondary structure. In this section, we demonstrate how DiscoverR can be used to find structural repeats in the 3'-untranslated region of a protein kinase gene.

Structural repeats involving trinucleotides such as CUG are present in many genomes and their expansion in specific genes causes neurological disorder or disease [35]. Repeated hairpin structures containing CAG play regulatory roles mediated by their interactions with RNA-binding proteins [36]. These structural repeats are also involved in RNA splicing.

DiscoverR can be easily extended to detect repeated regions in a given RNA secondary structure $R$ by using DiscoverR to compare $R$ with $R$ itself. Thus, both $RT_1$ and $RT_2$ as shown in Figure 2.8 correspond to the same structure $R$. As described before, the algorithm maintains a two-dimensional table in which $c(i, j)$ represents the cell located at the intersection of the $i$th row and the $j$th column of the table. The value stored in the cell
c(i, j), 1 ≤ i ≤ |RT_1|, 1 ≤ j ≤ |RT_2|, is Ψ(RT_1[i], RT_2[j]). DiscoverR calculates the values in the table by traversing the trees RT_1 and RT_2 in a bottom-up manner. If the value in the cell c(i, j), i ≠ j, is greater than or equal to a user-determined size threshold, the two substructures rooted at rt_1[i] and rt_2[j], respectively, which are common patterns of tree RT_1[i] and tree RT_2[j], giving rise to a repeated region or structural repeat in R. (In the study presented here, the size threshold is set to 2.) Figure 3.1 shows a structural repeat, highlighted in blue, that DiscoverR detects in an RNA secondary structure in the 3'-untranslated region (UTR) of the DM protein kinase (DMPK) gene[37]. The repeated hairpin structure in Figure 3.1 forms the genetic basis of myotonic dystrophy[38]. This example efficiently proves DiscoverR’s capability in detecting biologically significant structural repeats in RNA molecules.

Figure 3.1 Illustration of a structural repeat, circled with solid lines and highlighted in blue, detected in an RNA secondary structure in the 3'-UTR of the DMPK gene.

### 3.2 Finding Genomic Regions within Conserved Substructures

Using 8-way human-referenced vertebrate genome alignments, Washietl et al. [21] detected 91,676 conserved RNA structures (at P > 0.5) using the RNAz program, which
identified RNA structures with similar thermodynamic stabilities across multiple species. Pedersen et al. [39] developed a phylogenetics-based stochastic context-free grammar (phylo-SCFG), and identified 48,479 candidate RNA structures using the same genome alignments. Torarinsson et al.[40] focused on human and mouse genomic sequences that could not be aligned on the sequence level, and identified conserved structures by OLDALIGN surveyed in the Related Work section. Khaladkar et al.[22] developed a clustering-based approach, named GLEAN-UTR, to identify stem-loop RNA structure elements in untranslated regions (UTRs) that were conserved between human and mouse orthologs, and existed in multiple genes with common Gene Ontology terms. For the 10,448 human genes that were analyzed, Khaladkar et al. obtained 90 RNA structure groups, containing 748 distinct RNA structures in 5’ or 3’ UTRs from 698 genes.

We began with 130 conserved human RNA structures each having at least 14 bases identified by GLEAN-UTR that were found to be overlapping with the conserved structures detected by Washietl et al. and Pedersen et al. (Figure 4 and Additional file 4 in [22]). The structures predicted by Torarinsson et al. [40] did not overlap with these 130 RNA structures. The genomic regions of these 130 RNA structures [41] are located, and mapped to the 8-way human-referenced (hg17) vertebrate genome alignments available at the UCSC Genome Browser (http://genome.ucsc.edu/). The 8-way genome alignments are selected, that fully contained the genomic regions of the RNA structures (if a structure straddled two different genome alignments, that structure was excluded) [42]. Some of the selected genome alignments were long, with several thousand nucleotides. A sub-alignment or alignment block are extracted from each selected genome alignment where the length of an alignment block was \( L_n \) and each alignment block fully contained
the genomic region of at least one structure listed in Additional file 4 in [22]. (In the study presented here, $Ln$ was set to 300.) If the length of a selected genome alignment was less than $Ln$, that whole genome alignment was treated as an alignment block. This step resulted in 102 alignment blocks where each alignment block had 4 to 8 sequences (species).

We subsequently designed a systematic approach to detect conserved human structures using DiscoverR. For each alignment block $B$, after removing gaps in it, a set $S_B$ of 8 or fewer sequences for that alignment block are obtained. Using the Vienna RNA Package [9], each sequence in $S_B$ is folded to get its minimum-energy secondary structure, also placed in $S_B$. The human structure, $H$, is compared with each of the other structures, $R$, in $S_B$ using DiscoverR (with $\varepsilon = 0.1$). Specifically, for the tree $HT$ representing $H$ and the tree $RT$ representing $R$, the largest common substructures of $HT[i]$ and $RT[j]$, for all $1 \leq i \leq |HT|$ and $1 \leq j \leq |RT|$, are found. The discovered patterns or substructures of the human structure $H$ were stored in a list, denoted List. Each substructure in List has at least 14 bases as in [22]; substructures with less than 14 bases were excluded from List. What we identified is those human substructures in List occurred in at least $Occur$ secondary structures in $S_B$. (In the study presented here, $Occur$ was set to 6.) If the number of secondary structures in $S_B$ was less than $Occur$, no substructure in List qualified to be a solution. Here a solution was a conserved human substructure that occurred in at least $Occur$ species and had at least 14 bases. This step results in 577 qualified substructures. Among the 577 found substructures, some were substructures of others; these subpatterns were eliminated from further consideration. Within the remaining qualified substructures, there were 56 genomic regions each having at least 14 contiguous bases (short regions with
less than 14 bases were not considered as in [22]. This structure mining algorithm is illustrated in Figure 3.2. The genomic regions within the conserved human substructures found by our approach are listed in Table 3.1. It can be seen from Table 3.1 that some of the conserved human substructures found by our approach overlap with the known structures detected by the existing algorithms (K for GLEAN-UTR [22], P for Pedersen et al. [39] and W for Washietl et al. [21], while others are novel ones that are not identified previously.

![Flowchart](image)

**Figure 3.2** Illustration of the flowchart of our approach for mining conserved structural RNAs in the human genome.
**Table 3.1 Results of the Experiments Performed in this Study**

Genomic regions within conserved human substructures that occur in 8 species

<table>
<thead>
<tr>
<th>Chromosome</th>
<th>Start Position</th>
<th>Length</th>
<th>Strand</th>
<th>Overlap with</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chr6</td>
<td>26265302</td>
<td>14</td>
<td>+</td>
<td>P</td>
</tr>
<tr>
<td>ChrX</td>
<td>106763864</td>
<td>27</td>
<td>-</td>
<td>K, P</td>
</tr>
</tbody>
</table>

Genomic regions within conserved human substructures that occur in 7 species

<table>
<thead>
<tr>
<th>Chromosome</th>
<th>Start Position</th>
<th>Length</th>
<th>Strand</th>
<th>Overlap with</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chr1</td>
<td>96992213</td>
<td>19</td>
<td>+</td>
<td>W</td>
</tr>
<tr>
<td>Chr2</td>
<td>144979616</td>
<td>17</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chr2</td>
<td>144979712</td>
<td>17</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr3</td>
<td>197265646</td>
<td>23</td>
<td>-</td>
<td>P</td>
</tr>
<tr>
<td>Chr3</td>
<td>197265693</td>
<td>23</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chr3</td>
<td>197265758</td>
<td>23</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr3</td>
<td>197266161</td>
<td>25</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr3</td>
<td>197266211</td>
<td>25</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr6</td>
<td>19947838</td>
<td>20</td>
<td>+</td>
<td>K, W, P</td>
</tr>
<tr>
<td>Chr6</td>
<td>19947871</td>
<td>21</td>
<td>+</td>
<td>K, W</td>
</tr>
<tr>
<td>Chr6</td>
<td>168884945</td>
<td>15</td>
<td>+</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr14</td>
<td>28308288</td>
<td>16</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Chr17</td>
<td>59926225</td>
<td>18</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ChrX</td>
<td>106763863</td>
<td>29</td>
<td>-</td>
<td>K, P</td>
</tr>
</tbody>
</table>
Table 3.1 (Continued) Results of the Experiments Performed in this Study

Genomic regions within conserved human substructures that occur in 6 species

<table>
<thead>
<tr>
<th>Chromosome</th>
<th>Start Position</th>
<th>Length</th>
<th>Strand</th>
<th>Overlap with</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chr1</td>
<td>8006261</td>
<td>15</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chr1</td>
<td>96991635</td>
<td>15</td>
<td>+</td>
<td>W</td>
</tr>
<tr>
<td>Chr1</td>
<td>96991697</td>
<td>18</td>
<td>+</td>
<td>W</td>
</tr>
<tr>
<td>Chr1</td>
<td>96992209</td>
<td>27</td>
<td>+</td>
<td>K, W</td>
</tr>
<tr>
<td>Chr2</td>
<td>14726767</td>
<td>16</td>
<td>+</td>
<td>W</td>
</tr>
<tr>
<td>Chr2</td>
<td>144979653</td>
<td>18</td>
<td>-</td>
<td>P</td>
</tr>
<tr>
<td>Chr2</td>
<td>144979710</td>
<td>21</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr2</td>
<td>144979850</td>
<td>16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chr2</td>
<td>190270896</td>
<td>21</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr3</td>
<td>37835407</td>
<td>14</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Chr3</td>
<td>37835524</td>
<td>14</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Chr3</td>
<td>161701103</td>
<td>17</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr3</td>
<td>161701244</td>
<td>17</td>
<td>-</td>
<td>P</td>
</tr>
<tr>
<td>Chr3</td>
<td>197265645</td>
<td>25</td>
<td>-</td>
<td>P</td>
</tr>
<tr>
<td>Chr3</td>
<td>197265757</td>
<td>25</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr3</td>
<td>197266160</td>
<td>27</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr3</td>
<td>197266210</td>
<td>27</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr5</td>
<td>179136573</td>
<td>17</td>
<td>+</td>
<td>P, W</td>
</tr>
<tr>
<td>Chr5</td>
<td>179136607</td>
<td>17</td>
<td>+</td>
<td>W</td>
</tr>
</tbody>
</table>
Table 3.1 (Continued) Results of the Experiments Performed in this Study

<table>
<thead>
<tr>
<th>Chr</th>
<th>Start Position</th>
<th>Length</th>
<th>Direction</th>
<th>Mutants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chr5</td>
<td>179136709</td>
<td>16</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Chr6</td>
<td>134532540</td>
<td>16</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr7</td>
<td>38196970</td>
<td>16</td>
<td>-</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr7</td>
<td>77229459</td>
<td>15</td>
<td>+</td>
<td>W</td>
</tr>
<tr>
<td>Chr7</td>
<td>77229519</td>
<td>33</td>
<td>+</td>
<td>K, P, W</td>
</tr>
<tr>
<td>Chr7</td>
<td>101486144</td>
<td>16</td>
<td>+</td>
<td>K, P</td>
</tr>
<tr>
<td>Chr7</td>
<td>101486165</td>
<td>14</td>
<td>+</td>
<td>W</td>
</tr>
<tr>
<td>Chr8</td>
<td>117927555</td>
<td>16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chr8</td>
<td>117927581</td>
<td>22</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chr8</td>
<td>136728826</td>
<td>16</td>
<td>+</td>
<td>W</td>
</tr>
<tr>
<td>Chr9</td>
<td>89160953</td>
<td>15</td>
<td>+</td>
<td>K, P, W</td>
</tr>
<tr>
<td>Chr10</td>
<td>30790413</td>
<td>19</td>
<td>+</td>
<td>K, W, P</td>
</tr>
<tr>
<td>Chr10</td>
<td>119298963</td>
<td>14</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Chr10</td>
<td>119298984</td>
<td>17</td>
<td>+</td>
<td>P</td>
</tr>
<tr>
<td>Chr14</td>
<td>28308435</td>
<td>17</td>
<td>+</td>
<td>W, P</td>
</tr>
<tr>
<td>Chr14</td>
<td>53964017</td>
<td>14</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chr14</td>
<td>53964115</td>
<td>22</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chr17</td>
<td>59926370</td>
<td>23</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chr19</td>
<td>1386284</td>
<td>25</td>
<td>+</td>
<td>P</td>
</tr>
<tr>
<td>Chr19</td>
<td>39410717</td>
<td>38</td>
<td>+</td>
<td>K, P, W</td>
</tr>
<tr>
<td>Chr19</td>
<td>39410811</td>
<td>20</td>
<td>+</td>
<td>W</td>
</tr>
</tbody>
</table>
In practice, DiscoverR is computationally efficient. It is mainly based on a quadratic-time dynamic programming algorithm, which makes it a suitable tool for pattern mining in RNAs. Among many potential applications suitable for DiscoverR, we presented two in this chapter:

1) Repeated regions finding in an RNA secondary structure. Past work has mainly focused on detecting repeats in sequences (Sokol 2007), (Wexler 2005). In contrast, DiscoverR is capable of locating structural repeats or repeated regions in an RNA secondary structure.

2) Conserved RNA secondary structures discovery in the human genome. By examining how the discovered structures differ from the results obtained from other studies that were recently carried out to search conserved RNA secondary structures in the human genome (Washietl 2005), (Pedersen 2006), (Khaladkar 2008), one can conclude that DiscoverR is not only a powerful tool for RNA motif discovery, but also presents unique searching capability that other current algorithms cannot provide. What's more exciting here is that this finding indicates there may exist much more conserved RNA secondary structures in the human genome that remain to be explored. And DiscoverR can play a critical role.
CHAPTER 4
PAIRWISE ALIGNMENT OF RNA SECONDARY STRUCTURES WITH COAXIAL HELICAL STACKING

4.1 Introduction

RNA secondary structures are composed of double-stranded segments such as helices connected to single-stranded regions such as junctions and hairpin loops. These structural elements serve as building blocks in the design of diverse RNA molecules with various functions in the cell [43-45]. In particular, RNA junctions are important structural elements due to their ability to orient many parts of the RNA molecule [46].

An RNA junction, also known as a multi-branch loop, forms when more than two helical segments are brought together [47-52]. RNA junctions exist in numerous RNA molecules; they play important roles in a wide variety of biochemical activities such as self-cleavage of the hammerhead ribozyme [53], the recognition of the binding pocket domain by purine riboswitches [54] and the translation initiation of the hepatitis C virus at the internal ribosome entry site [55]. Recent studies have classified RNA junctions with three and four branches into three and nine families, respectively [56,57]. Experiments have verified that a three-way junction in Arabidopsis has an important functional role [58]. A junction database, called RNAJunction, has been established, which contains junctions of all known degrees of branching [47].
A common tertiary motif within junctions of an RNA molecule is the coaxial stacking of helices [59-61], which occurs when two separate helical segments are aligned on a common axis to form a pseudocontiguous helix [62]. Coaxial stacking configurations have been observed in all large RNAs for which crystal structures are available, including tRNA, group I and II introns, RNase P, riboswitches and large ribosomal subunits. Coaxial helical stacking (CHS) provides thermodynamic stability to the RNA molecule as a whole [63] and reduces the separation between loop regions within junctions [64]. Moreover, coaxial stacking configurations form cooperatively with long-range interactions in many RNAs [56,59,65], and are therefore crucial as for correct tertiary structure formation as well as the formation of different junction topologies [57,59,66]. Since junctions are major architectural components in RNA, it is important to understand their structural properties. For example, the function of RNA molecules may be inferred if their junction components are similar in structure to other well-studied junction domains.

Figure 4.1 shows the example of an RNA molecule (PDB code: 1Y26) obtained from Protein Data Bank (PDB) [67], with a three-way junction [68,69]. Figure 4.1 (A) shows the 3D crystal structure of this adenine riboswitch molecule and drawn by PyMOL (http://www.pymol.org/). Each helix of this three-way junction is highlighted in different colors. The first helix according to the 5’ to 3’ orientation is Helix 1, which is highlighted in blue. The second helix is Helix 2, which is highlighted in green. The third helix is Helix 3, which is highlighted in red. The junction and two hairpin loops are highlighted in light
grey. The junction is a multi-branch loop where three helices Helix1, Helix2 and Helix3 connect. Hairpin1 and Haprin2 are hairpin loops connected to Helix2 and Helix3, respectively. Figure 4.1 (B) shows the corresponding secondary structure of 1Y26, obtained from [70]. Notice that, there is a yellow bar across Helix1, Junction and Helix3, symbolizing a coaxial helical stacking H1H3 in the molecule 1Y26, as described in [59,68].

![Diagram of RNA molecule with three-way junction](image)

**Figure 4.1** The RNA molecule (PDB code: 1Y26) with three-way junction. (A) 3D crystal structure view. Helix 1 is showed in blue. Helix 2 is showed in green. And Helix 3 is showed in red. (B) The secondary structure view.

In general, the coaxial helical stacking status of a three-way junction such as the junction in Figure 4.1 is described as one of four possibilities: H1H2, H2H3, H1H3, or none,
where $H_x H_y$ indicates that $H_x$ and $H_y$ are coaxially stacked, i.e., helix $H_x$ shares a common axis with helix $H_y$. The locations of the junctions and the coaxial helical stacking status of each junction in a given 2D structure can be determined using the methods described in [68]. Figure 4.2 gives the examples of these four possibilities of three-way junctions. Each pink bar across helices, symbolized coaxial helical stacking in that junction. There are seven possibilities for each four-way junction, $H_1 H_2$, $H_2 H_3$, $H_3 H_4$, $H_1 H_4$, $H_1 H_2 - H_3 H_4$, $H_1 H_4 - H_2 H_3$, or none, which are showed in Figure 4.3.

![Figure 4.2](image)

**Figure 4.2** The four possibilities of three-way junctions, (A) for $H_1 H_2$, (B) for $H_2 H_3$, (C) for $H_1 H_3$ and (D) for none.
Figure 4.3 The seven possibilities of four-way junctions, (A) for H1H2, (B) for H2H3, (C) for H3H4, (D) for H1H4, (E) for H1H2-H3H4, (F) for H1H4-H2H3 and (G) for none.

Dr. Laing’s research group previously developed Junction Explorer tool [68,69] for predicting coaxial stacking and RNAJAG [46] for modelling junction topologies as tree graphs. By a data mining approach known as random forests [71], which relies on a set of decision trees trained using length, sequence and other variables specified for any given junction, Junction Explorer predicts coaxial stacking within junctions with high accuracy [68]. The flowchart in Figure 4.4 is the procedure of the Junction Explorer [68,69]. The dataset we used is the updated dataset from Dr. Laing’s previous works [57,66]. There are 216 RNA junctions collected in the dataset and only the Watson-Crick (AU, GC) and Wobble (GU) base pairs are considered. In Junction Explorer, a helix is defined as at least
two consecutive base pairs. The number of junctions for each junction order is showed in Figure 4.5 [68].

**Figure 4.4** The flowchart of Junction Explorer.

**Figure 4.5** The number of junctions for each junction order.
We re-implement the web server of Junction Explorer. Figure 4.6 shows the web server of Junction Explorer and Figure 4.7 shows the result of 1E8O from Junction Explorer, which is including Junction Location, Junction Loops, Coaxial Stacking Prediction, Topology Prediction and Prediction Visualization of the junction in 1E8O.

**Figure 4.6** The screenshot of the web server of Junction Explorer.
In this dissertation, we present a method, CHSalign, for aligning two RNA secondary (2D) structures that possess CHS motifs within the junctions of the two RNA structures. Coaxial stacking interactions in junctions are part of tertiary (3D) motifs [66]. Thus, CHSalign differs from both RNA 2D and 3D structure alignment tools. Existing secondary (2D) structure alignment tools focus on sequences and base pairs without considering tertiary motifs. Existing tertiary (3D) structure alignment tools accept as input two RNA 3D structures including all types of tertiary motifs in the Protein Data Bank.

Figure 4.7 The screenshot of the result of 1E8O.
(PDB) [67] and align the 3D structures by considering their geometric properties, torsion angles, and base pairs.

For 3D structure alignment, Ferre et al. [72] developed a dynamic programming algorithm based on nucleotide, dihedral angle, and base pairing similarities. Capriotti and Marti-Renom [73] developed a program to align two RNA 3D structures based on a unit-vector root-mean-square approach. Chang, Huang, Lu [74] and Wang, Chen, Lu [75] employed a structural alphabet of different nucleotide conformations to align RNA 3D structures. Hoksza and Svozil [76] developed a pairwise comparison method based on 3D similarity of generalized secondary structure units. Sarver et al. [77] designed the FR3D tool for finding local and composite recurrent structural motifs in RNA 3D structures. Dror, Nussinov and Wolfson [78] described the RNA 3D structure alignment program, ARTS, and its use in the analysis and classification of RNA 3D structures [79]. Rahrig et al. [80] presented the R3D Align tool for performing global pairwise alignment of RNA 3D structures using local superpositions. He et al. [81] developed the RASS web server for comparing RNA 3D structures using both sequence and 3D structure information.

On the other hand, a well-adopted strategy for RNA 2D structure alignment is to use a tree transformation technique and perform RNA alignment through tree matching [15,82,83]. For instance, RNAforester [83] aligns two RNA 2D structures by calculating the edit-distance between tree structures symbolizing RNAs. By utilizing tree models to
capture the structural particularities in RNA, RSmatch [15] aligns two RNA 2D structures effectively. Additional methods are described in [82,84].

In contrast to these methods for aligning two RNAs when their 2D structures are available, another group of closely related methods achieved RNA folding and alignment simultaneously. For instance, FOLDALIGN [85] uses a lightweight energy model and sequence similarity to simultaneously fold and align RNA sequences. Dynalign [86] finds a secondary structure common to two sequences without requiring any sequence identity. DAFS [87] simultaneously aligns and folds RNA sequences based on maximizing the expected accuracy of a predicted common secondary structure of the sequences. Similar techniques are implemented in CentroidAlign [88] and SimulFold [89]. SCARNA [90] employs a method of comparing RNA sequences based on the structural alignment of the fixed-length fragments of the stem candidates in the RNAs.

While many methods have been developed for RNA structure alignment, as surveyed above, few are tailored to junctions, especially junctions with coaxial stacking interactions. Junctions and coaxial stacking patterns are common in many RNA molecules and, as mentioned above, are involved in a wide range of functions. Furthermore, experimental probing techniques, such as RNA SHAPE chemistry, SAXS, NMR, and fluorescence resonance energy transfer (FRET), often provide sufficient information to determine coaxial stacking configurations [44,91-93]. Thus, a junction-tailored tool capable of comparing RNA structures on the basis of coaxial stacking patterns in their
junctions could be particularly valuable. To this end, we present CHSalign, which performs RNA alignment by applying a constrained tree matching algorithm and dynamic programming techniques to ordered labelled trees symbolizing RNA structures with coaxial stacking patterns. Experimental results on different data sets demonstrate the effectiveness of this newly developed tool. The CHSalign web server is freely available at

http://bioinformatics.njit.edu/CHSalign/, showed in Figure 4.8.

Figure 4.8 The screenshot of the Web Sever of CHSalign.
4.2 Materials and Methods

CHSalign accepts as input two RNA 2D structures which contain manually annotated coaxial stacking of helices, and produces as output an alignment between the two input structures. When manually annotated coaxial stacking patterns are not available, CHSalign invokes our previously developed Junction Explorer tool [68] to predict the coaxial stacking configurations of the input structures.

Our approach is to transform each input RNA 2D structure with coaxial stacking patterns into an ordered labeled tree. Tree graphs are popular models for representing RNA structures [46,65,83,94-96]. We extend modeling as tree graphs in RNAJAG [46] to obtain an ordered tree model, in which each tree node represents a secondary structure element such as a helix (stem), junction or hairpin loop. When comparing two tree nodes, we use a dynamic programming algorithm [15,82] to align the 2D structural elements in the tree nodes, obtaining a score between the two nodes. We then use a constrained tree matching algorithm to find an optimal alignment between the two input RNA 2D structures, taking into account their coaxial stacking configurations. Below, this dissertation details the tree model and the constrained tree matching algorithm.

4.2.1 Tree Model Formalization

Let $R_{seq}$ be an RNA sequence containing nucleotides or bases A, C, G, U. $R_{seq}[i]$ denotes the base at position $i$ of $R_{seq}$ ordered from the 5’ to 3’ ends. $R_{seq}[i, j], i < j$, is the subsequence
starting at position $i$ and ending at position $j$. Let $R$ be the 2D structure of $R_{\text{seq}}$ with at least one base pair. A helix in $R$ is a double-stranded segment composed of contiguous base pairs. A base pair connecting position $i$ and position $j$ is denoted by $(i, j)$ and its enclosed subsequence is $R_{\text{seq}}[i, j]$. If all nucleotides in $R_{\text{seq}}[i, j]$ except $R_{\text{seq}}[i]$ and $R_{\text{seq}}[j]$ are unpaired single bases, and $(i, j)$ is a base pair in $R$, we call $R_{\text{seq}}[i+1, j-1]$ a hairpin loop.

A junction, or a multi-branch loop, is an enclosed area connecting different helices [49]. An $n$-way junction in $R$ has $n$ branches. This junction connects $n$ helices where there are $n$ base pairs $(i_1, j_1), \ldots, (i_n, j_n)$ (one base pair for each helix), and $n$ subsequences participating in the junction. The $n$ subsequences are denoted by $R_{\text{seq}}[i_1+1, i_2-1], R_{\text{seq}}[j_2+1, i_3-1], R_{\text{seq}}[j_3+1, i_4-1], \ldots, R_{\text{seq}}[i_{n-1}+1, i_n-1], \text{ and } R_{\text{seq}}[j_{n-1}+1, j_1-1]$. All the unpaired bases on the $n$ subsequences comprise the $n$-way junction, and the subsequences are called the loop regions of the junction. Internal loops or bulges can be considered as special cases of “two-way” junctions [47]. However, for the purpose of this work, $n$ must be greater than 2. Thus, internal loops or bulges are not considered as junctions in our work; instead, they are considered as part of the helices in $R$.

CHSAlign transforms the 2D structure $R$ into an ordered labeled tree $T$ in which each node has a label and the left-to-right order among sibling nodes is important. Each node of $T$ represents a 2D structural element of $R$, belonging to one of three types: helix, junction, and hairpin loop. With this tree model, pseudoknots are excluded.
Figure 4.9 illustrates the transformation process. Figure 4.9 (A) shows the 3D crystal structure of the adenine riboswitch molecule (PDB code: 1Y26) obtained from the Protein Data Bank (PDB) [67] and drawn by PyMOL. Figure 4.9 (B) shows the corresponding 2D structure, obtained from RNAView [97]. Each 2D structural element in Figure 4.9 (B) is highlighted as in Figure 4.9 (A). The yellow bar across H₁, J₁ and H₃, symbolizing a coaxial helical stacking H₁H₃ in the molecule 1Y26. Figure 4.9 (C) shows the tree, T, used to represent the 2D structure R in Figure 4.9 (B). Each node of T corresponds to a 2D structural element of R where the octagon (squares, triangles, respectively) in T represents the junction (helices, hairpin loops, respectively) in R. Thus, like the 2D structural elements, each tree node belongs to one of three types, namely helix,
junction, and hairpin loop. Tree nodes of different types are prohibited to be aligned with each other, and hence the term “constrained tree matching” is used in our work (reminiscent of structural constraints in RNA described in [98]).

Use \( t[i] \) to represent the node of tree \( T \) whose position in the left-to-right post-order traversal of \( T \) is \( i \). The post-order procedure works by first traversing the left subtree, then traversing the right subtree, and finally visiting the root. In Figure 4.9 (C), the post-order position number of each node is shown next to the node. By construction, the tree node corresponding to an \( n \)-way junction consists of \( n - 1 \) children. The first helix according to the 5′ to 3′ orientation is the parent node of the junction node. The other \( n - 1 \) helices are the children of that junction node. The number of children of node \( t[i] \) is the degree of \( t[i] \). In Figure 4.9 (C), \( H_1 \) is the parent node of \( J_1 \), which has two children, \( H_2 \) and \( H_3 \). The degree of the junction node \( J_1 \) is 2. In general, the degree of an \( n \)-way junction node is \( n - 1 \).

Consider two RNA 2D structures \( R_1 \) and \( R_2 \) and their tree representations \( T_1 \) and \( T_2 \), respectively. Let \( t_1[i] \) (\( t_2[j] \), respectively) be the node of \( T_1 \) (\( T_2 \), respectively) whose position in the post-order traversal of \( T_1 \) (\( T_2 \), respectively) is \( i \) (\( j \), respectively). Let \( T_1[i] \) be the subtree rooted at \( t_1[i] \), and \( T_2[j] \) be the subtree rooted at \( t_2[j] \). \( F_1[i] \) represents the forest obtained by removing the root \( t_1[i] \) from subtree \( T_1[i] \). \( F_2[j] \) represents the forest obtained by removing the root \( t_2[j] \) from subtree \( T_2[j] \). Suppose the degree of \( t_1[i] \) is \( m_i \) (i.e., \( t_1[i] \) has \( m_i \) children \( t_1[i_1], \ldots, t_1[i_{m_i}] \)) and the degree of \( t_2[j] \) is \( n_j \) (i.e., \( t_2[j] \) has \( n_j \) children...
$t_2[j_1], \ldots, t_2[j_n]$). Use $S(T_1[i], T_2[j])$ to represent the alignment score of subtree $T_1[i]$ and subtree $T_2[j]$, and use $\gamma(t_1[i], t_2[j])$ to represent the alignment score of node $t_1[i]$ and node $t_2[j]$. We use $\emptyset$ to represent an empty node; matching a tree node with $\emptyset$ amounts to aligning all nucleotides in the tree node to gaps.

### 4.2.2 Alignment Scheme

CHSalign employs a dynamic programming algorithm to align two RNA 2D structures with coaxial stacking patterns. The approach is to transform each RNA 2D structure into an ordered labeled tree as explained in the previous subsection. CHSalign then apply the dynamic programming algorithm to the ordered labeled trees representing the two RNA 2D structures. Based on the alignment of the trees, CHSalign obtain the alignment of the corresponding RNA 2D structures. As noted above, each tree node belongs to one of three types: helix, junction, and hairpin loop. Different types of tree nodes are prohibited to be aligned with each other. Figure 4.10 gives two PDB molecules, A-riboswitch (PDB code: 1Y26) and the Alu domain of the mammalian signal recognition particle (SRP) (PDB code: 1E8O), are considered. Figure 4.10 (A) shows the 3D crystal structure of the adenine riboswitch molecule and its tree representation $T_1$. Figure 4.10 (B) shows the 3D crystal structure of the Alu domain of the mammalian SRP molecule and its tree representation $T_2$.

When aligning two subtrees $T_1[i]$ and $T_2[j]$ and calculating the score $S(T_1[i], T_2[j])$, there are nine cases to be considered.
Case 1. Both $t_1[i]$ and $t_2[j]$ are junctions.

One constraint we impose on pairwise alignment is that when aligning a $p$-way junction node $v_1$ with a $q$-way junction node $v_2$, $p$ must be equal to $q$. Furthermore, the coaxial helical stacking status of $v_1$ must be the same as the coaxial stacking status of $v_2$. Thus, a three-way junction must be aligned with a three-way junction, which is not allowed to align with a four-way junction. Furthermore, a three-way junction whose coaxial helical stacking status is $H_1H_2$ must be aligned with a three-way junction having the same $H_1H_2$ status, which is not allowed to align with a three-way junction whose coaxial helical stacking status is $H_2H_3$. In general, junctions with different branches and different coaxial stacking configurations have different biological properties. This constraint is established
to ensure a biologically meaningful alignment is obtained, and to avoid introducing too many gaps in the alignment.

According to our tree model, if a tree node is a junction, it must have at least two children and the children must be helix nodes. A junction contains loop regions with single bases whereas helices are double-stranded regions with base pairs. A junction node is thus prohibited to be aligned with a helix node. Hence, $t_1[i]$ must be aligned with $t_2[j]$ provided they have the same number of branches and the same coaxial helical stacking status, denoted by $\Psi(t_1[i]) = \Psi(t_2[j])$. Their children are trees, which together form forests $F_1[i]$ and $F_2[j]$, respectively. $F_1[i]$ must be aligned with $F_2[j]$ (Figure 4.11). Thus the alignment score of $T_1[i]$ and $T_2[j]$ can be calculated as:

$$S(T_1[i], T_2[j]) = \max \left\{ \gamma(t_1[i], t_2[j]) + S(F_1[i], F_2[j]) \right\}. \quad (4.1)$$

If $\Psi(t_1[i]) = \Psi(t_2[j])$, $t_1[i]$ and $t_2[j]$ must have the same number of children, and the order among the sibling nodes is important. If $\Psi(t_1[i]) \neq \Psi(t_2[j])$, i.e., $t_1[i]$ and $t_2[j]$ have different numbers of children (branches) or they have different coaxial helical stacking statuses, they are prohibited to be aligned together. Thus, the score of matching $F_1[i]$ with $F_2[j]$ can be calculated as:

$$S(F_1[i], F_2[j]) = \left\{ \begin{array}{ll} \sum_{m=1}^{\infty} S(T_1[i], T_2[j]) & \text{if } \Psi(t_1[i]) = \Psi(t_2[j]) \\ -\infty & \text{otherwise} \end{array} \right. \quad (4.2)$$

where $m$ is the number of children of $t_1[i]$ and $t_2[j]$ respectively.
We use $\Pi(t_1[i])$ to represent the coaxial helical stacking status of $t_1[i]$; $\Pi(t_1[i]) = 1$ ($2$, $3$, $0$, respectively) if the coaxial helical stacking status of $t_1[i]$ is $H_1H_2$ ($H_2H_3$, $H_1H_3$, none, respectively). The score of matching $t_1[i]$ with $t_2[j]$ is

$$\gamma(t_1[i], t_2[j]) = \begin{cases} 
  s + w & \text{if } \Psi(t_1[i]) = \Psi(t_2[j]), \; \Pi(t_1[i]) \neq 0, \; \Pi(t_2[j]) \neq 0 \\
  s + \frac{w}{2} & \text{if } \Psi(t_1[i]) = \Psi(t_2[j]), \; \Pi(t_1[i]) = \Pi(t_2[j]) = 0 \\
  -\infty & \text{otherwise}
\end{cases} \quad (4.3)$$

Here, $s$ is the score obtained by aligning the junction in $t_1[i]$ with the junction in $t_2[j]$. We use a dynamic programming algorithm [15,82] to calculate the alignment score $s$, and adopt the RIBOSUM85-60 matrix [99] to calculate the score of aligning two bases or base pairs in RNA 2D structures. (The default gap penalty is $-1$.) With this scoring matrix, CHSalign can handle non-canonical base pairs. The addition of a parameter $w$ to the alignment score is a computational device to enforce the right alignment of the RNAs when
the junction patterns match. Thus, if \( t_1[i] \) and \( t_2[j] \) have the same number of branches, their CHS patterns are alike, and \( \Pi(t_1[i]) \neq 0, \Pi(t_2[j]) \neq 0 \), we use \( s+w \) as the modified alignment score. When \( t_1[i] \) and \( t_2[j] \) have the same number of branches and \( \Pi(t_1[i]) = \Pi(t_2[j]) = 0 \), we use \( s+(w/2) \) as the modified score. The value of \( w \) required experimentation, as the discussion in the later chapter, but a value of 100 seems to work well in practice.

**Case 2.** Both \( t_1[i] \) and \( t_2[j] \) are helices.

Due to the nature of RNA 2D structures and based on our tree model, a helix has only one child, which is either a junction or a hairpin loop. The subtree rooted at the child of \( t_1[i] \) is denoted by \( T_1[i−1] \) and the subtree rooted at the child of \( t_2[j] \) is denoted by \( T_2[j−1] \) (Figure 4.12). CHSalign has to match helix nodes \( t_1[i] \) and \( t_2[j] \) first, and then add the alignment score of their subtrees \( T_1[i−1] \) and \( T_2[j−1] \) if the alignment score of the subtrees is greater than or equal to zero, or simply match \( t_1[i] \) with \( t_2[j] \) if the alignment score of their subtrees is negative (i.e., the subtrees are not aligned). Therefore, the alignment score of \( T_1[i] \) and \( T_2[j] \) can be calculated as:

\[
S(T_1[i], T_2[j]) = \max \left\{ \begin{array}{l}
\gamma(t_1[i], t_2[j]) + S(T_1[i−1], T_2[j−1]) \\
\gamma(t_1[i], t_2[j]) \\
0
\end{array} \right. \quad \text{(4.4)}
\]

The score \( \gamma(t_1[i], t_2[j]) \) is obtained by aligning the helix in \( t_1[i] \) with the helix in \( t_2[j] \) using a dynamic programming algorithm [15,82]. The value 0 is used if the other entries in Equation (4.4) yield negative scores.
Figure 4.12 Illustration of four possibilities when both $t_1[i]$ and $t_2[j]$ are helices.

**Case 3.** Both $t_1[i]$ and $t_2[j]$ are hairpin loops.

Due to the nature of RNA 2D structures and based on our tree model, a hairpin does not have any child. Therefore hairpin nodes are always leaves in the tree representation of an RNA 2D structure. When both $t_1[i]$ and $t_2[j]$ are hairpin loops, matching $T_1[i]$ with $T_2[j]$ amounts to matching $t_1[i]$ with $t_2[j]$ (Figure 4.13). Thus, the alignment score becomes:

$$S(T_1[i], T_2[j]) = \max \{ \gamma(t_1[i], t_2[j]), 0 \}.$$  (4.5)
The score $\gamma(t_1[i], t_2[j])$ is obtained by aligning the hairpin loop in $t_1[i]$ with the hairpin loop in $t_2[j]$ using a dynamic programming algorithm [15, 82].

![Figure 4.13](image.png) Illustration of the alignment when both $t_1[i]$ and $t_2[j]$ are hairpin loops.

**Case 4.** $t_1[i]$ is a junction and $t_2[j]$ is a helix.

Since $t_1[i]$ and $t_2[j]$ have different types, they cannot be aligned with each other. There are two subcases.

Subcase 1. $t_2[j]$ is aligned to gaps. Then $T_1[i]$ must be aligned with $T_2[j - 1]$, which is the subtree rooted at the child of $t_2[j]$.

Subcase 2. $t_1[i]$ is aligned to gaps. Suppose $t_1[i]$ has $m_t$ children $t_1[i_1], \ldots, t_1[i_{m_t}]$. The subtrees rooted at these children are denoted by $T_1[i_1], \ldots, T_1[i_{m_t}]$, respectively. Then, one of these subtrees must be aligned with $T_2[j]$; specifically the subtree yielding the maximum alignment score is aligned with $T_2[j]$. 
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We take the maximum of the above two subcases. Thus, the score of matching $T_1[i]$ with $T_2[j]$ can be calculated as:

$$S(T_1[i], T_2[j]) = \max \left\{ \gamma(\emptyset, t_2[j]) + S(T_1[i], T_2[j-1]), \gamma(t_1[i], \emptyset) + \max_{1 \leq k \leq m} \left\{ S(T_1[i], T_2[j]) \right\}, 0 \right\}.$$  

(4.6)

The value 0 is used if both of the two subcases yield negative scores.

When matching $T_1[i]$ with $T_2[j]$, since $t_1[i]$ and $t_2[j]$ have different types where $t_1[i]$ is a junction and $t_2[j]$ is a helix, there are two subcases to be considered, as detailed above.

Figure 4.14 (A) illustrates subcase 1, in which $t_2[j]$ is aligned to gaps and $T_1[i]$ is aligned with $T_2[j-1]$. Figure 4.14 (B) illustrates subcase 2, in which $t_1[i]$ is aligned to gaps, and the subtree rooted at one of the children of $t_1[i]$ is aligned with $T_2[j]$. In our example here, $t_1[i]$ has two children, $t_1[i_1]$ and $t_1[i_2]$. Thus, either the subtree rooted at $t_1[i_1]$, denoted by $T_1[i_1]$, is aligned with $T_2[j]$ as illustrated in Figure 4.14 (B1), or the subtree rooted at $t_1[i_2]$, denoted by $T_1[i_2]$, is aligned with $T_2[j]$ as illustrated in Figure 4.14 (B2). The maximum alignment score obtained from Figure 4.14 (B1) and Figure 4.14 (B2) is used. Then $S(T_1[i], T_2[j])$ is calculated by taking the maximum of the two subcases illustrated in Figure 4.14 (A) and Figure 4.14 (B), respectively.
**Case 5.** $t_1[i]$ is a junction and $t_2[j]$ is a hairpin loop.

Since $t_1[i]$ and $t_2[j]$ have different types, the two nodes cannot be aligned together. Furthermore, $t_2[j]$ is a hairpin loop, which does not have any child. Thus $t_1[i]$ must be aligned to gaps, and the subtree rooted at one of the children of $t_1[i]$ is aligned with $T_2[j]$ (Figure 4.15); specifically the subtree yielding the maximum alignment score is aligned with $T_2[j]$. Therefore, the alignment score of $T_1[i]$ and $T_2[j]$ can be calculated as:

$$S(T_1[i], T_2[j]) = \max \left\{ y(t_1[i], \emptyset) + \max_{1 \leq k \leq m} \{ S(T_1[i_k], T_2[j]) \} \right\}$$

(4.7)
**Case 6.** $t_1[i]$ is a helix and $t_2[j]$ is a junction.

Similar to Case 4, there are two subcases.

Subcase 1. $t_1[i]$ is aligned to gaps. Thus, the subtree rooted at the child of $t_1[i]$, denoted by $T_1[i - 1]$, must be aligned with $T_2[j]$.

Subcase 2. $t_2[j]$ is aligned to gaps. Suppose $t_2[j]$ has $n_j$ children $t_2[j_1],...,t_2[j_{n_j}]$. The subtrees rooted at these children are $T_2[j_1],...,T_2[j_{n_j}]$, respectively. Then $T_1[i]$ must be aligned with one of these subtrees.

Taking the maximum of these two subcases, we calculate the score of matching $T_1[i]$ with $T_2[j]$ as:

$$S(T_1[i],T_2[j]) = \max \begin{cases} \gamma(t_1[i],\emptyset) + S(T_1[i-1],T_2[j]) \\ \gamma(\emptyset,t_2[j]) + \max_{1 \leq k \leq n_j} \left\{ S(T_1[i],T_2[j_k]) \right\} \end{cases}. \quad (4.8)$$
**Case 7.** $t_1[i]$ is a helix and $t_2[j]$ is a hairpin loop.

Because $t_1[i]$ and $t_2[j]$ have different types, the two nodes cannot be aligned together. Furthermore, since $t_1[i]$ is a helix, it has only one child; $t_2[j]$ is a hairpin loop with no children. Therefore, $t_1[i]$ must be aligned to gaps and the subtree rooted at the child of $t_1[i]$, denoted by $T_1[i-1]$, must be aligned with $T_2[j]$ (Figure 16), or if the alignment yields a negative score, we use the value 0. Thus, the alignment score is

$$S(T_1[i], T_2[j]) = \max \left\{ \gamma(t_1[i], \emptyset) + S(T_1[i-1], T_2[j]), 0 \right\}.$$  \hspace{1cm} (4.9)

![Figure 4.16 Illustration for case 7.](image)

**Case 8.** $t_1[i]$ is a hairpin loop and $t_2[j]$ is a junction.

This is similar to Case 5. Thus, we can calculate the score of matching $T_1[i]$ with $T_2[j]$ as:

$$S(T_1[i], T_2[j]) = \max \left\{ \gamma(\emptyset, t_2[j]), \max_{1 \leq k \leq m_j} \left\{ S(T_1[i], T_2[j_k]) \right\} \right\}.$$  \hspace{1cm} (4.10)
Case 9. $t_1[i]$ is a hairpin loop and $t_2[j]$ is a helix.

This is similar to Case 7, with the alignment score:

$$S(T_1[i], T_2[j]) = \max \begin{cases} 
\gamma(\emptyset, t_2[j]) + S(T_1[i], T_2[j-1]), \\
0 \end{cases}$$

(4.11)

4.2.3 Time and Space Complexity

Let $|T_1|$ ($|T_2|$, respectively) denote the number of nodes in tree $T_1$ ($T_2$, respectively) that represents RNA structure $R_1$ ($R_2$, respectively). CHSalign maintains a two-dimensional table in which $c(i, j)$ represents the cell located at the intersection of the $i$th row and the $j$th column of the table. The value stored in the cell $c(i, j)$, $1 \leq i \leq |T_1|$, $1 \leq j \leq |T_2|$, is $S(T_1[i], T_2[j])$. The dynamic programming algorithm employed by CHSalign calculates the values in the table by traversing the trees $T_1$ and $T_2$ in a bottom-up manner. After all the values in the table are computed, the algorithm locates the cell $c$ with the maximum value. A backtrack procedure starting with the cell $c$ and terminating when encountering a zero identifies the alignment lines of an optimal alignment and calculates the alignment score between $T_1$ and $T_2$.

Let $|R_1|$ ($|R_2|$, respectively) denote the number of nucleotides, i.e., the length, of RNA structure $R_1$ ($R_2$, respectively). Let $|t_1[i]|$ ($|t_2[j]|$, respectively) be the number of nucleotides in node $t_1[i]$ ($t_2[j]$, respectively). Let $d_1$ ($d_2$, respectively) be the maximum degree of any node in tree $T_1$ ($T_2$, respectively). The time complexity of computing $\gamma(t_1[i])$,
$t_2(j)$ is $O\left(|t_1[i]| \times t_2[j]\right)$ [15]. Thus, the time complexity of computing $S(T_1[i], T_2[j])$ is $O\left(\max(d_1, d_2) + |t_1[i]| \times t_2[j]\right)$. Here $\max(d_1, d_2)$ is a constant because a junction has at most twelve branches in solved RNA crystal structures [46,68,96]. Furthermore, $
abla \sum_{i=1}^{P_1}[t_1(i)] = |R_1|$ and $
abla \sum_{j=1}^{P_2}|t_2(j)| = |R_2|$. Therefore, the time complexity of calculating all the values in the two-dimensional table is

$$O\left(\sum_{i=1}^{P_1}\sum_{j=1}^{P_2}[\max(d_1, d_2) + |t_1[i]| \times t_2[j]|]\right).$$

$$= O\left(\sum_{i=1}^{P_1}\sum_{j=1}^{P_2}[|t_1[i]| \times t_2[j]|]\right)$$

(4.12)

Locating the cell $c$ with the maximum value in the two-dimensional table and executing the backtrack procedure require $O\left(\sum_{i=1}^{P_1}\sum_{j=1}^{P_2}[|t_1[i]| \times t_2[j]|]\right) = O\left(|R_1| \times |R_2|\right)$ computational time. Therefore the time complexity of CHSAlign is $O\left(|R_1| \times |R_2|\right)$. Since only a two-dimensional table is used, the space complexity of CHSAlign is $O\left(|T_1| \times |T_2|\right) = O\left(|R_1| \times |R_2|\right)$.

4.2.4 Data Sets

Popular benchmark datasets such as BRALiBase [100] and Rfam [101] are not suitable for testing CHSAlign, since they do not contain coaxial helical stacking information. As a consequence, we manually created two datasets for testing CHSAlign and comparing it with related methods. The first dataset, Dataset1, contains 24 RNA 3D structures from the Protein Data Bank (PDB) [67] (see Table 4.1). This dataset was studied and published in [46,68,96], in which all annotations for junctions and coaxial helical stacking were taken
from crystallographic structures. Each 3D structure in Dataset1 contains at least one three-way junction, and the lengths of the 3D structures range from 40 nt to 2,958 nt. Some 3D structures contain higher-order junctions such as ten-way junctions with coaxial stacking patterns. The 2D structure of each 3D structure in Dataset1 is obtained with RNAView retrieved from RNA STRAND [102]. The pseudoknots in these structures are removed using the K2N tool [103].

**Table 4.1** The 24 RNA Full Structures in Dataset1 Selected from the Protein Data Bank (PDB) to Evaluate the Performance of the Alignment Methods Studied in this Dissertation

<table>
<thead>
<tr>
<th>PDB Code</th>
<th>Molecule Name</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1E8O Alu domain of the Signal recognition particle (7SL RNA)</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>1L9A Signal recognition particle RNA S domain</td>
<td>126</td>
</tr>
<tr>
<td>3</td>
<td>1LNG Signal recognition particle (7S.S RNA)</td>
<td>97</td>
</tr>
<tr>
<td>4</td>
<td>1NBS Ribonuclease P RNA</td>
<td>119</td>
</tr>
<tr>
<td>5</td>
<td>1NKW 23S ribosomal RNA</td>
<td>2884</td>
</tr>
<tr>
<td>6</td>
<td>1NYI Hammerhead ribozyme</td>
<td>40</td>
</tr>
<tr>
<td>7</td>
<td>1S72 23S ribosomal RNA</td>
<td>2876</td>
</tr>
<tr>
<td>8</td>
<td>1U6B Group I intron</td>
<td>222</td>
</tr>
<tr>
<td>9</td>
<td>1U8D xpt-pbuX guanine riboswitch aptamer domain</td>
<td>67</td>
</tr>
<tr>
<td>10</td>
<td>1UN6 5S ribosomal RNA</td>
<td>122</td>
</tr>
<tr>
<td>11</td>
<td>1X8W Tetrahymena ribozyme RNA (group I intron)</td>
<td>968</td>
</tr>
<tr>
<td>12</td>
<td>1Y26 Vibrio vulnificus A-riboswitch</td>
<td>71</td>
</tr>
<tr>
<td>13</td>
<td>2A64 Ribonuclease P RNA</td>
<td>298</td>
</tr>
<tr>
<td>14</td>
<td>2AVY 16S ribosomal RNA</td>
<td>1530</td>
</tr>
<tr>
<td>15</td>
<td>2AW4 23S ribosomal RNA</td>
<td>2958</td>
</tr>
<tr>
<td>16</td>
<td>2B57 Guanine riboswitch</td>
<td>65</td>
</tr>
<tr>
<td>17</td>
<td>2CKY Thiamine pyrophosphate riboswitch</td>
<td>154</td>
</tr>
<tr>
<td>18</td>
<td>2CZJ Transfer-messenger RNA (tmRNA)</td>
<td>248</td>
</tr>
<tr>
<td>19</td>
<td>2EES Guanine riboswitch</td>
<td>68</td>
</tr>
<tr>
<td>20</td>
<td>2GDI TPP riboswitch</td>
<td>80</td>
</tr>
<tr>
<td>21</td>
<td>2HOJ THI-box riboswitch</td>
<td>75</td>
</tr>
<tr>
<td>22</td>
<td>2J00 16S ribosomal RNA</td>
<td>1687</td>
</tr>
<tr>
<td>23</td>
<td>2J01 23S ribosomal RNA</td>
<td>2891</td>
</tr>
<tr>
<td>24</td>
<td>2QBZ M-Box RNA, ykoK riboswitch aptamer</td>
<td>153</td>
</tr>
</tbody>
</table>
The second dataset, Dataset2, contains 76 three-way junctions extracted from the 24 3D structures in Dataset1. (Some 3D structures in Dataset1 contain more than one three-way junction and all those three-way junctions in a 3D structure are extracted.) The lengths of the three-way junctions range from 28nt to 153nt. The coaxial helical stacking status of each three-way junction in Dataset2 is described as one of three possibilities: \( H_1H_2H_3, H_2H_3, H_1H_3 \). Thus, every three-way junction in Dataset2 contains a coaxial stacking pattern. In the RNA literature, most research efforts have been focused on three-way and four-way junctions \([48,57,104-106]\) partly due to the fact that higher-order junctions are rare. In particular, three-way junctions are the most abundant type of junctions, accounting for over 50% of the available crystal data. We also performed experiments on four-way junctions; results obtained from the four-way junctions were similar to those for the three-way junctions reported here, and hence omitted.

### 4.3 Results and Discussion

#### 4.3.1 Two CHSalign Web Server Versions

We have implemented two programs in Java, a standalone version denoted by CHSalign_u, and the other a pipeline denoted by CHSalign_p. CHSalign_u requires the user to manually annotate the coaxial stacking patterns within junctions of the pair of RNA 2D structures in the input, and produces an optimal alignment between the two input structures.
By contrast, CHSalign_p accepts as input two unannotated RNA secondary structures and produces as output an optimal alignment between the two input structures while taking into account their junctions and coaxial stacking configurations within the junctions. This pipeline invokes our previously developed Junction Explorer tool [68] to automatically predict and identify the junctions and coaxial stacking patterns within the junctions in the input structures, and then aligns the input structures containing the predicted coaxial stacking patterns. Both CHSalign_u and CHSalign_p are available on the web. Figure 4.17 shows an example of CHSalign_u and Figure 4.18 shows the result of the example in Figure 4.19. Figure 4.20 shows an example of CHSalign_p and Figure 4.9 shows the result of the example in Figure 4.8.
Figure 4.17 The screenshot of input for CHSalign_u.
Figure 4.18 The screenshot of the result for CHSalign_u in Figure 4.6.
Figure 4.19 The screenshot of CHSalign_p.
4.3.2 Performance Evaluation Using RMSD

We conducted a series of experiments to evaluate the performance of the algorithms. In the first experiment, we divided Dataset2 into three disjoint subsets Dataset2-1, Dataset2-2 and Dataset2-3, with 35, 18, and 23 junctions, respectively. These three subsets contain, respectively, three-way junctions whose coaxial helical stacking status is H1H2, H2H3, or H1H3. We performed pairwise alignment of junctions in each subset. There are $(35 \times 34/2 + 18 \times 17/2 + 23 \times 22/2) = 1,001$ pairwise alignments produced by CHSalign. Commonly used ways for evaluating the accuracy of these structural alignments include the...
calculation of distance matrices or RMSD (root-mean-square deviation) [46,74,77,107-111]. We adopt the RMSD measure [46,74] to evaluate the performance of our algorithms; specifically we use the method for computing RMSDs of tree graphs [46]. It has been shown that RMSDs of tree graphs and RMSDs of atomic models are positively correlated and indicate similar trends [46]. The average of the RMSD values of the 1,001 pairwise alignments was calculated and plotted.

One important parameter in our algorithms is the weight $w$ used in Equation (4.3) for calculating the alignment score of two junction nodes. This parameter is introduced to favor the alignment between two junctions with the same number of branches and the same coaxial helical stacking status. Experimental results show that when $w$ is sufficiently large (e.g., $w > 50$), our algorithms work well. In subsequent experiments, we fixed the weight $w$ in Equation (4.3) at 100.
Figure 4.21  Comparison of the RMSD values obtained by CHSalign_u, CHSalign_p, RSmatch, RNAforester and FOLDALIGN.

Figure 4.21 compares CHSalign_u and CHSalign_p with three other alignment programs: RNAforester [83], RSmatch [15] and FOLDALIGN [85]. Like CHSalign, both RNAforester and RSmatch produce an alignment between two input RNA 2D structures. FOLDALIGN differs from the other programs in Figure 4.21 in that it performs 2D structure prediction and alignment simultaneously. When running the FOLDALIGN tool, the structure information in the datasets was ignored and only the sequence data was used as the input of the tool. In addition, when experimenting with CHSalign_u, the coaxial
stacking patterns were provided along with the input RNA 2D structures. When running
the other programs including CHSalign_p, RNAforester, RSmatch and FOLDALIGN,
these coaxial stacking patterns were absent in the input. CHSalign_p automatically
predicts the coaxial stacking patterns and then aligns the predicted structures.

Figure 4.21 shows that CHSalign_u performs the best, achieving an RMSD of 1.78 Å. The
drawback of CHSalign_u, however, is that it requires the user to annotate the input
RNA structures with coaxial stacking patterns manually. Manually annotating coaxial
stacking patterns on RNA structures requires domain related expertise. On the other hand,
CHSalign_p does not require any manual processing and achieves a reasonably good
RMSD of 1.83 Å. Since the predicted coaxial stacking patterns may be imperfect, the
RMSD of CHSalign_p is larger than that of CHSalign_u. RSmatch and RNAforester have
even larger RMSDs of 4.41 Å and 6.13 Å, respectively. This happens because RSmatch
and RNAforester ignore coaxial stacking configurations when aligning RNA 2D
structures. FOLDALIGN has the largest RMSD of 8.26 Å, partly because it does not
consider coaxial helical stacking either, and partly because there are errors in its predicted
2D structures.

4.3.3 Performance Evaluation Using Precision

In the next experiment, we adopt precision as the performance measure, defined below, to
evaluate how junctions and coaxial stacking patterns are aligned by different programs
using the 24 structures in Dataset1. We say a junction \( J_1 \) in structure \( R_1 \) is aligned with a junction \( J_2 \) in structure \( R_2 \), or more precisely there is a junction alignment between \( J_1 \) and \( J_2 \), if there exist a nucleotide \( n_1 \) on a loop region of \( J_1 \) and a nucleotide \( n_2 \) on a loop region of \( J_2 \) such that \( n_1 \) is aligned with \( n_2 \). A junction alignment between \( J_1 \) and \( J_2 \) is a true positive if \( J_1 \) and \( J_2 \) have the same number of branches and the same coaxial helical stacking status. A junction alignment between \( J_1 \) and \( J_2 \) is a false positive if \( J_1 \) and \( J_2 \) have different numbers of branches or different coaxial helical stacking statuses. The precision (PR) of an alignment between \( R_1 \) and \( R_2 \) is defined as

\[
PR = \frac{TP}{TP + FP},
\]

where \( TP \) equals the number of true positives and \( FP \) equals the number of false positives in the alignment. The higher PR value a program has, the more precise alignment that program produces. In the experiment, we also included a closely related RNA 3D alignment tool (SETTER) [76].

We calculated the precision of each alignment produced by a program, took the average of the precision values of the pairwise alignments of the 24 structures in Dataset1, and plotted the average values. Figure 4.22 shows the result. We can see that CHSalign_u performs the best, achieving a PR value of 1. CHSalign_p achieves a PR value of 0.85, not 1, because some coaxial stacking patterns were not predicted correctly by Junction Explorer [68] used in CHSalign_p. The other programs in Figure 4.22 did not consider coaxial helical stacking while performing pairwise alignments, and hence achieved low PR
values. Specifically, the PR values of RNAforester, SETTER, RSmatch, and FOLDALIGN were 0.54, 0.42, 0.33, and 0.31, respectively. Unlike the CHSalign method, these programs occasionally align two junctions with different numbers of branches or different coaxial helical stacking statuses, hence yielding false positives. However, SETTER is a general-purpose structure alignment tool capable of comparing two RNA 3D molecules with diverse tertiary motifs, while CHSalign can only deal with the 2D structures of the 3D molecules that contain coaxial helical stacking motifs.

Figure 4.22 Comparison of the PR values obtained by CHSalign_u, CHSalign_p, RNAforester, SETTER, RSmatch and FOLDALIGN.
4.3.4 Potential Application of CHSalign

To demonstrate the utility of the CHSalign tool, we applied CHSalign to the analysis of riboswitches that regulate gene expression by selectively binding metabolites [112]. Table 4.2 lists six riboswitches that bind to different metabolites (purine, guanine, thiamine pyrophosphate [TPP], and S-Adenosyl methionine [SAM]) found in different organisms. Since such binding and gene regulation activities are correlated to junction structures, the results of junction alignments could help suggest structural similarity (and thus possibly function) of these riboswitches. For each riboswitch, Table 4.2 also lists the junction type and coaxial helical stacking status within the junction in that riboswitch. Figure 4.23 illustrates the coaxial stacking patterns in the six riboswitches. Figure 4.23 (A) is Artificial purine riboswitch (PDB code: 2G9C) with a three-way junction and a CHS motif of type H$_1$H$_3$ in the junction. Figure 4.23 (B) is Artificial guanine riboswitch (PDB code: 3RK) with a three-way junction and a CHS motif of type H$_1$H$_3$ in the junction. Figure 4.23 (C) is *A. thaliana* TPP riboswitch (PDB code: 3D2G) with a three-way junction and a CHS motif of type H$_1$H$_2$ in the junction. Figure 4.23 (D) is *E. coli* TPP riboswitch (PDB code: 2GDI) with a three-way junction and a CHS motif of type H$_1$H$_2$ in the junction. Figure 4.23 (E) is *T. tengcongensis* SAM-I riboswitch (PDB code: 2GIS) with a four-way junction and a CHS motif of type H$_1$H$_4$, H$_2$H$_3$ in the junction. Figure 4.23 (F) is *H. marismortui* SAM-I riboswitch (PDB code: 4B5R) with a four-way junction and a CHS motif of type H$_1$H$_4$, H$_2$H$_3$ in the junction. We tested several combinations of junctions in these six riboswitches.
to determine whether the CHSalign results confirm known structural and functional similarity in existing RNAs. Table 4.3 summarizes the test results.

**Table 4.2** The Six Riboswitches Selected from the Protein Data Bank (PDB) to Demonstrate the Utility of Our Web Server.

<table>
<thead>
<tr>
<th>PDB Code</th>
<th>Molecule Name</th>
<th>Length</th>
<th>Junction</th>
<th>CHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2G9C Artificial purine riboswitch</td>
<td>68</td>
<td>3-way</td>
<td>H1H3</td>
</tr>
<tr>
<td>2</td>
<td>3RKF Artificial guanine riboswitch</td>
<td>68</td>
<td>3-way</td>
<td>H1H3</td>
</tr>
<tr>
<td>3</td>
<td>3D2G A. thaliana TPP riboswitch</td>
<td>77</td>
<td>3-way</td>
<td>H1H2</td>
</tr>
<tr>
<td>4</td>
<td>2GDI E. coli TPP riboswitch</td>
<td>80</td>
<td>3-way</td>
<td>H1H2</td>
</tr>
<tr>
<td>5</td>
<td>2GIS T. tengcongensis SAM-I riboswitch</td>
<td>95</td>
<td>4-way</td>
<td>H1H4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>H2H3</td>
</tr>
<tr>
<td>6</td>
<td>4B5R H. marismortui SAM-I riboswitch</td>
<td>95</td>
<td>4-way</td>
<td>H1H4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>H2H3</td>
</tr>
</tbody>
</table>
Figure 4.23  Illustration of the coaxial stacking patterns in the six riboswitches used to demonstrate the utility of our web server.
### Table 4.3 Results Obtained by Aligning Seven Pairs of Riboswitches from Table 4.2.

<table>
<thead>
<tr>
<th>Program</th>
<th>Molecule 1</th>
<th>Molecule 2</th>
<th>Alignment Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHSalign_p</td>
<td>2GIS <em>T. tengcongensis</em> SAM-I riboswitch (H₁H₄H₂H₃)</td>
<td>4B5R <em>H. marismortui</em> SAM-I riboswitch (H₁H₄H₂H₃)</td>
<td>252.61</td>
</tr>
<tr>
<td>CHSalign_p</td>
<td>2G9C Artificial purine riboswitch (H₁H₃)</td>
<td>3RKF Artificial guanine riboswitch (H₁H₃)</td>
<td>179.68</td>
</tr>
<tr>
<td>CHSalign_p</td>
<td>2GDI <em>E. coli</em> TPP riboswitch (H₁H₂)</td>
<td>3D2G A. <em>thaliana</em> TPP riboswitch (H₁H₂)</td>
<td>191.06</td>
</tr>
<tr>
<td>CHSalign_p</td>
<td>2GIS <em>T. tengcongensis</em> SAM-I riboswitch (H₁H₄H₂H₃)</td>
<td>2G9C Artificial purine riboswitch (H₁H₃)</td>
<td>20.40</td>
</tr>
<tr>
<td>CHSalign_p</td>
<td>2G9C Artificial purine riboswitch (H₁H₃)</td>
<td>2GDI <em>E. coli</em> TPP riboswitch (H₁H₂)</td>
<td>13.65</td>
</tr>
<tr>
<td>CHSalign_u</td>
<td>2G9C Artificial purine riboswitch (H₁H₂)</td>
<td>2G9C Artificial purine riboswitch (H₁H₂)</td>
<td>36.69</td>
</tr>
<tr>
<td>CHSalign_u</td>
<td>2G9C Artificial purine riboswitch (H₁H₂)</td>
<td>3RKF Artificial guanine riboswitch (H₁H₂)</td>
<td>179.68</td>
</tr>
</tbody>
</table>

Without knowledge of junction helical arrangements, we first tested the following cases using CHSalign_p, where the two aligned junctions had the same coaxial stacking patterns. We used SAM riboswitches in different organisms (PDB codes 2GIS and 4B5R in Table 4.2) as input. CHSalign_p predicted that the two riboswitches had helical arrangements of four-way junctions both with coaxial stacking helices 1 and 4 and helices 2 and 3, and produced a very high alignment score of 252.61, as calculated by the equations in the subsection ‘Alignment scheme’ in the section ‘Materials and Methods’. This high score implies that the two riboswitches have highly similar helical arrangements. This corroborates our expectations, because the two tested riboswitches have similar structures and functionality, binding to SAM. Next, when we used purine and guanine riboswitches
(PDB codes 2G9C and 3RKF), we obtained a high alignment score of 179.68 for three-way junction alignment of the two witches with predicted coaxial stacking of helices 1 and 3 in both riboswitches, indicating high similarities of their three-way junction structures. We also tested two TPP riboswitches with three-way junctions in different organisms (PDB codes 2GDI and 3D2G), which produced a high alignment score of 191.06, again indicating that these two TPP riboswitches have similar three-way junction structures.

We next compared very different junction structures using CHSalign_p. When we aligned two different riboswitches – SAM riboswitch with a four-way junction and purine riboswitch with a three-way junction (PDB codes 2GIS and 2G9C, respectively), we obtained a low alignment score of 20.40. We also tested a pair of purine and TPP riboswitches (PDB codes 2G9C and 2GDI), which are in different riboswitch classes and have different coaxial stacking patterns in their three-way junctions. We obtained a low alignment score of 13.65. These experiments suggest that CHSalign_p, based only on secondary structural information, is useful for inferring tertiary structural features regarding helical arrangements.

Finally, we tested CHSalign_u, which requires prior information about junction arrangement and produces a structural similarity score for two given RNAs. Here, we tested two cases. First, we considered the same RNA structure (purine riboswitch with PDB code 2G9C) but annotated it with different helical arrangement patterns where one had coaxial stacking helices 1 and 3 (H1H3) and the other had coaxial stacking helices 1 and
2 (H₁ H₂). Second, we considered two RNAs with different structures (purine riboswitch with PDB code 2G9C and guanine riboswitch with PDB code 3RKF, respectively) but annotated them with the same helical arrangement pattern, namely coaxial stacking helices 1 and 2 (H₁ H₂). Note that this manually annotated H₁ H₂ pattern is different from the H₁ H₃ pattern that naturally occurs, and is also predicted by CHSalign_p, in the purine and guanine riboswitches.

In the first case, the score produced by CHSalign_u was very low (36.69), due to the different helical arrangements. This result shows the large conformational range of structural arrangements that the purine riboswitch can have, from naturally preferable arrangements (H₁ H₃, as predicted by CHSalign_p) to unnatural arrangements (H₁ H₂, as manually set by us). In the second case, CHSalign_u produced a high score of 179.68, which indicates the possibility that two different RNA structures can have very similar helical arrangements when we manually set these arrangements. Thus, CHSalign_u could help investigate the structural diversity of all possible helical arrangements, including natural or hypothetical conformations for two RNA 2D structures.

### 4.4 Conclusions

We have presented a novel method (CHSalign) capable of producing an optimal alignment between two input RNA secondary (2D) structures with coaxial helical stacking, based on the previously developed Junction Explorer [68] and RNAJAG [46]. The method is
junction-aware, CHS-favored in the sense that it assigns a weight to the alignment of two RNA junctions with the same number of branches and the same coaxial helical stacking status while prohibiting the alignment of two junctions that do not have the same number of branches or the same coaxial helical stacking status. The method transforms each input RNA 2D structure to an ordered labeled tree, and employs dynamic programming techniques and a constrained tree matching algorithm to align the two input RNA 2D structures. CHSalign has two versions; CHSalign_u requires the user to manually annotate the coaxial stacking patterns in the input structures while CHSalign_p automatically predicts the coaxial stacking patterns in the input structures. Experimental results demonstrate that both versions outperform the existing alignment programs that do not take into account coaxial stacking configurations in the input RNA structures.

It has been observed that several functional RNA families such as tRNA, RNase P, and large ribosomal subunits have conserved structural features while having very diverse sequence patterns. RNA structure alignment tools such as CHSalign can help measure the structural similarity between these RNAs, even without sequence relevance in the RNAs. Similar RNA structural motifs are encountered on a variety of RNAs. While these motifs exist in different contexts, their functions are related. For instance, sarcin-ricin motifs often bind to proteins, and GNRA tetraloops act as receptors for RNA-RNA long-range interactions. Furthermore, examples of larger structure-function similarity are observed in the tRNA-like structure found in the transfer-messenger RNA (tmRNA), whose structure
similarity with tRNA helps identify the functional role of tmRNAs to aid in translation via stalled ribosome rescue. Other tRNA-like structures found in viruses such as HIV and internal ribosome entry sites (IRES) mimic the 3D “L-shape” of tRNAs to take control of the host ribosome.

As our knowledge on RNA structure progresses, more sophisticated secondary structure alignment tools are required that allow for comparison of tertiary motifs such as coaxial stacking patterns. Indeed, experimental probing techniques such as RNA SHAPE chemistry, SAXS, NMR, and fluorescence resonance energy transfer (FRET), can often provide sufficient information to determine coaxial helical stacking [91,113,114]. Because the structure and function of RNA are highly interrelated, a tool that addresses coaxial stacking patterns can assist the comparison of structures with high functional relevance.

CHSalign is the first tool that can compute an RNA secondary structure alignment in the presence of coaxial helical stacking. When coaxial stacking configurations are available from experimental data such as FRET, NMR or SAXS data, the user can input such information to aid in the alignment. However, if no knowledge of coaxial stacking configurations is available, CHSalign can infer this information by employing Junction Explorer [68], which predicts coaxial helical stacking with 81% accuracy.

Existing RNA secondary structure alignment tools [15,83] do not distinguish between structural elements such as helices, junctions and hairpin loops. However, each element type has its special property and function. In contrast, CHSalign only matches
structural elements of the same type. Furthermore, the tool imposes a constraint that a
junction of RNA1 can be aligned with a junction of RNA2 only if they have the same
number of branches and the same coaxial helical stacking status. We also implemented an
extension of CHSalign, which relaxes this constraint. This extension is able to align two
junctions with different numbers of branches and simply requires that coaxially stacked
helices be aligned with coaxially stacked helices when matching a p-way junction with a
q-way junction for p different than q. The source code of both CHSalign and its extension
can be downloaded from the web server site. Figure 4.24 shows the download page.

Figure 4.24 The download page of CHSalign.
CHAPTER 5

CONCLUSIONS

5.1 Summary for DiscoverR

In the first part of this dissertation, we presented a new quadratic-time dynamic programming algorithm, called DiscoverR, for pattern mining in RNAs. There are many potential applications suitable for DiscoverR. We presented two applications in this dissertation:

The first application is finding repeated regions in an RNA secondary structure. Most previous work focused on detecting repeats in sequences (Sokol 2007), (Wexler 2005). In contrast, DiscoverR is able to locate structural repeats or repeated regions in an RNA secondary structure.

The other application is the discovery of conserved RNA secondary structures in the human genome. By examining how the discovered structures differ from the results obtained from other studies that were recently carried out to search conserved RNA secondary structures in the human genome (Washietl 2005), (Pedersen 2006), (Khaladkar 2008), one can conclude that DiscoverR not only is a powerful tool for RNA motif discovery, but also presents unique searching capability that other current algorithms cannot provide. What’s more exciting here is that this research finding indicates there may
exist much more conserved RNA secondary structures in the human genome that remain to be explored. And DiscoverR can play a critical role.

5.2 Summary for CHSalign

In the second part of this dissertation, we have presented a novel method, called CHSalign, which is capable of producing an optimal alignment between two input RNA secondary (2D) structures with coaxial helical stacking. This method transforms each input RNA 2D structure to an ordered labeled tree, and employs dynamic programming techniques and a constrained tree matching algorithm to align the two input RNA 2D structures. The algorithm also assigns a weight to the alignment of two RNA junctions with the same number of branches and the same coaxial helical stacking status while prohibiting the alignment of two junctions that do not have the same number of branches or the same coaxial helical stacking status. There are two versions of CHSalign: CHSalign_u, which requires the user to manually annotate the coaxial stacking patterns in the input structures, and CHSalign_p, which automatically predicts the coaxial stacking patterns in the input structures. Experimental results demonstrate that both versions outperform the existing alignment programs that do not take into account coaxial stacking configurations in the input RNA structures.

Scientists have found that several functional RNA families have conserved structural features while having very diverse sequence patterns. Similar RNA structural
motifs are encountered on a variety of RNAs. While these motifs exist in different contexts, their functions are related. RNA structure alignment tools such as CHSalign can help measure the structural similarity between these RNAs, even without sequence relevance in the RNAs.

As our knowledge on RNA structure progresses, more sophisticated secondary structure alignment tools are required that allow for comparison of tertiary motifs such as coaxial stacking patterns. Indeed, experimental probing techniques such as RNA SHAPE chemistry, SAXS, NMR, and fluorescence resonance energy transfer (FRET), can often provide sufficient information to determine coaxial helical stacking [91,113,114]. Because the structure and function of RNA are highly interrelated, a tool that addresses coaxial stacking patterns can assist the comparison of structures with high functional relevance.

CHSalign is the first tool that can compute an RNA secondary structure alignment in the presence of coaxial helical stacking. When coaxial stacking configurations are available from experimental data such as FRET, NMR or SAXS data, the user can input such information to aid in the alignment. However, if no knowledge of coaxial stacking configurations is available, CHSalign can infer this information by employing Junction Explorer [68], which predicts coaxial helical stacking with 81% accuracy.

Existing RNA secondary structure alignment tools [15,83] do not distinguish between structural elements such as helices, junctions and hairpin loops. However, each element type has its special property and function. In contrast, CHSalign only matches
structural elements of the same type. Furthermore, the tool imposes a constraint that a junction of RNA1 can be aligned with a junction of RNA2 only if they have the same number of branches and the same coaxial helical stacking status. We also implemented an extension of CHSalign, which relaxes this constraint. This extension is able to align two junctions with different numbers of branches and simply requires that coaxially stacked helices be aligned with coaxially stacked helices when matching a p-way junction with a q-way junction for p different than q. The source code of both CHSalign and its extension can be downloaded from the web server site.

5.3 Future Work

Junctions with coaxial helical stacking are very important motifs in RNA. In CHSalign, the RNA secondary structure is transformed to an ordered labeled tree. However, some features of the tree model become insufficient when aligning RNA tertiary structures. In the future, we plan to develop new graph models to tackle alignment problems of RNA structures with more complicated tertiary motifs. In addition, we plan to design and implement new graph mining algorithms capable of finding biologically significant patterns in the complex tertiary structures.


