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ABSTRACT

SINGLE-CARRIER FREQUENCY DOMAIN EQUALIZATION USING SUBBAND DECOMPOSITION FOR OPTICAL WIRELESS COMMUNICATIONS

by
Di Mu

Optical wireless communication is intended to be applied into indoor and visual distance high-rate data transmission, which is complementary to radio frequency communications. There are specific problems and requirements in optical wireless communications compared with radio frequency communications. Single-carrier frequency domain equalization (SCFDE) is a transmission scheme which has been considered as an alternative of orthogonal frequency-division multiplexing (OFDM), because it has most of the advantages of OFDM and avoids the problems of OFDM. Subband decomposition is a multi-resolution signal analysis and synthesis method, using quadrature mirror filter (QMF) bank to convert time-domain signal to frequency-domain subbands. As a time-to-frequency transform, subband decomposition technique can be employed to frequency domain equalization. Compared with the commonly used discrete Fourier transform (DFT), subband transform is more flexible and efficient to compensate the fading of frequency-selective channels.

This thesis includes the theories of SCFDE, subband decomposition, subband equalization, and optical wireless transmission scheme. Also, simulations are given to demonstrate the processing of signals and the implementation of equalizers. The results show that the transmitted signal can be effectively equalized to compensate the channel fading, and the transmission scheme is appropriate for optical wireless communications.
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道可道，非常道；名可名，非常名。
— 老子
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— Laozi (604 BC - ?)
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CHAPTER 1
INTRODUCTION

1.1 Optical Wireless Communication

With the growing number of information devices used in work and at home, the need of indoor high-rate wireless transmission has been increasing. Due to the limitation of radio frequency (RF) spectrum, RF systems can only provide limited bandwidth to the end users. However, optical wireless communication is complementary and alternative to RF communication because of its unlimited optical spectrum. The restrictions of RF systems don’t apply to optical wireless communication. Optical signal is more effective in a short distance than in a long distance, thus it’s a good option for indoor communication.

In optical wireless communications, light emitting diodes (LEDs) are mostly used as transmitters, and photo-diodes are used as optical signal receivers. The block diagram of an optical wireless communication system is shown as Figure 1.1. The optoelectronic components like LEDs and photo-diodes are much cheaper than RF devices like antennas and amplifiers.

![Block diagram of an optical wireless communication system](image)

**Figure 1.1** Block diagram of an optical wireless communication system [1].
Optical wireless communication has two special requirements as compared to RF wireless communication. **First,** the transmitted signal must be real and positive. Because the transmitted signal is represented by the voltage on the LEDs, the voltage must be real and positive to convert to optical signal. **Second,** the lower peak-to-average power ratio (PAPR) is preferred. LEDs only have a short linear range in I-V curve, so if the transmitted signal has high peaks in amplitude, the signal will be affected by the nonlinear behavior of LEDs.

**Similar to RF channels,** optical channels also might be multi-path, due to the reflections from walls and objects. Multi-path propagation often brings inter-symbol interference (ISI) at the receiver, resulting in bit errors. Equalization is a typical method to combat ISI and recover the symbols. Generally, the transmission method of an optical wireless communication system is intended to provide a low PAPR and an effective equalizer.

### 1.2 Transmission Methods

In the field of digital communications, a transmission method typically includes modulation/ demodulation, channel coding/ decoding, and equalization. The design of a transmission method is so important that it determines the service quality of a communication system.

Recently two sorts of transmission schemes have been researched to provide effective equalization processes, which are multi-carrier transmission and single-carrier transmission. Multi-carrier transmission schemes, such as discrete multi-tone (DMT) and orthogonal frequency division multiplexing (OFDM), equalize the signal by using a number of subcarriers into the whole bandwidth, and adjusting the amplitude of each
subcarrier. Single-carrier transmission, such as single-carrier frequency domain equalization (SCFDE), has only one carrier frequency, and equalizes the signal by a processing in frequency domain.

Orthogonal frequency division multiplexing (OFDM) has been considered as a transmission scheme for optical wireless communication. It offers the advantages to combat inter-symbol interference (ISI) caused by multi-path channels. The equalization of OFDM signals is in time domain, called time domain equalization (TDE). OFDM can also provide high data rate and high bandwidth efficiency. Due to these advantages, it has been applied to digital subscriber line (DSL) connections and mobile downlink transmissions. Despite to its contributions, OFDM signals have inherently high PAPR, which limits its application in optical wireless communication. A high PAPR may cause the distortion of the received signal and the decrement of signal resolution. In fact, high PAPR is a common property of most multi-carrier transmission schemes (including OFDM). Single-carrier signals, on the other hand, provide much lower PAPR than multi-carrier signals. Thus, naturally we have more interest in single-carrier transmission as an alternative of OFDM for optical wireless communication. Single-carrier frequency domain equalization (SCFDE) is a typical single-carrier transmission scheme and to be discussed in further chapters.

Generally, in this thesis, the transmission method to be discussed is designed for high-rate optical wireless communication with indoor or visual distance environments. It will be explained that SCFDE is a suitable method for this application. An important part of SCFDE we tackle in this thesis is the use of equalization which is implemented by the quadrature mirror filter (QMF) bank that based on Daubechies filters.
CHAPTER 2

SCFDE FOR OPTICAL WIRELESS COMMUNICATION

2.1 Transmission Scheme

Single-carrier frequency domain equalization (SCFDE) is a transmission method that supports effective equalization and provides low transmitted peak-to-average power ratio (PAPR). The block diagram of SCFDE is similar to OFDM in most of the parts, but the transmitted signal spectrum is entirely changed by adding two blocks of transform processes. Also, equalization is changed to frequency domain from OFDM scheme.

As the block diagram (Figure 2.1) shows, data symbols are modulated by QPSK (quadrature phase shift keying) or QAM (quadrature amplitude modulation). Then, the modulated sequence is transformed to frequency domain, by a specifically designated transform method. Traditionally, FFT (fast Fourier transform) is the transform method used in OFDM. As an alternative to OFDM, a new technique of QMF is discussed in the next chapter. The transformed signal in frequency domain is coded in order to compensate for the selective frequency fading of channels. Then inverse transform is used to convert frequency domain signal back to time domain. After adjusting the voltage of the transmitted signal, this signal is output to LED(s).

The transmitted optical signal goes through the optical channel which might be multi-path, and is received by photodiode(s). As an inverse process of the transmitter, the received signal is transformed to frequency domain, and gets equalized to compensate channel affects. Finally the equalized received signal is recovered back to time domain and demodulated by a symbol detector.
2.2 PAPR Analysis

In this section, the peak-to-average power ratio (PAPR) performances of multi-carrier and single-carrier signals are compared. To begin with, we will explain the features of multi-carrier and single-carrier signals, and find the most important difference. Figure 2.2 shows examples of the spectrums of these two kinds of signals.

As shown above, multi-carrier signals have multiple subcarriers. Each subcarrier has its center frequency and identical bandwidth. Subcarriers can be clearly separated by a same frequency difference. On the other hand, single-carrier signals have only one carrier with one center frequency. The entire bandwidth cannot be separated to more than one part.
The PAPR performance can be analyzed in these two schemes. PAPR of the transmitted signal is defined by

$$PAPR\{y(n)\} = \frac{\max[|y(n)|^2]}{E[|y(n)|^2]}$$

where $E\{ \cdot \}$ is the statistical average operator. As its name, PAPR is the ratio of the peak power to average power.

Define a multi-carrier signal $m(t)$ as the sum of cosine waves with variant frequencies in Equation (2.2),

$$m(t) = \cos(\omega_c - (M/2) \cdot \omega_d)t + \cos(\omega_c - (M/2 + 1) \cdot \omega_d)t + \cdots + \cos(\omega_c)t + \cdots$$

$$+ \cos(\omega_c + (M/2 - 1) \cdot \omega_d)t$$

$$= \sum_{i=-M/2}^{M/2-1} \cos(\omega_c + i \cdot \omega_d)t$$

where $\omega_c$ is the central frequency, $\omega_d$ is the frequency difference between each subcarrier, and $M$ is an even integer which is the number of subcarriers.

To find the maximum value of $|m(t)|^2$, just take square of the maximum value of $|m(t)|$. In other words, the peak power equals the square of the peak amplitude.

$$\max\{|m(t)|^2\} = \{\max(|m(t)|)\}^2$$

$m(t)$ gets the peak amplitude when all cosine components get the peak. Because cosine is periodic function, no matter what are the values of $M$ and $\omega_d$, there must exist a $t$ satisfying all of the following equations,

$$(\omega_c - (M/2) \cdot \omega_d)t = N_1 \cdot 2\pi$$

$$(\omega_c - (M/2 + 1) \cdot \omega_d)t = N_2 \cdot 2\pi$$

$$\cdots$$

$$(\omega_c + (M/2 - 1) \cdot \omega_d)t = N_M \cdot 2\pi$$

(2.4)
where $N_1, N_2, \ldots, N_M$ are integers. In this condition of $t$, all of the cosine components get their peak value $– 1$. And thus, $m(t)$ which is the sum the $M$ cosine components will get the peak amplitude $– M$. So the peak power concluded for a $M$-subcarrier cosine signal is
\[
\text{max}[|m(t)|^2] = \left\{\text{max}(|m(t)|)\right\}^2 = M^2.
\]
(2.5)

Now, the average power of $m(t)$ which equals $E\{|m(t)|^2\}$ is going to be discussed. Because each cosine component with different frequency is uncorrelated to other cosine components, namely
\[
R_{m,n} = E\{\cos(\omega_c + m \cdot \omega_d) t \cdot \cos(\omega_c + n \cdot \omega_d) t\} = 0,
\]
(2.6)
where $m$ and $n$ are any integers. Then, the average power equals the sum of the power of these cosine components, namely
\[
E\{|m(t)|^2\} = \sum_{i=-M/2}^{M/2-1} E\{\cos^2(\omega_c + i \cdot \omega_d) t\} = M/2.
\]
(2.7)
Therefore, the PAPR of the multi-carrier signal is proportional to the number of subcarriers $M$, because
\[
PAPR\{m(t)\} = \frac{\text{max}[|m(t)|^2]}{E\{|m(t)|^2\}} = \frac{M^2}{M/2} = 2M \sim M.
\]
(2.8)

Conclusively, PAPR will get larger with the increment of the number of subcarriers. If the number of subcarrier is one, or it is a single-carrier signal, the PAPR is lower than any multi-carrier signal. Therefore, single-carrier transmission is a better choice to be implemented in optical wireless communication system which requires lower PAPR.
2.3 Multipath Channel Analysis

Optical channels are very likely to be multipath, especially with indoor environment. Comparing to RF signals, optical signals are inherently having quite shorter wavelength (less than one micro-meter), and thus diffraction can hardly happen in optical transmissions. The most happening phenomenon of optical signals is reflection. The reflections of optical signals result in a multipath channel from transmitter to receiver. In an indoor environment, all of walls, ground, and objects can reflect optical signals. The photodiode may receive a number of echoes from these reflections, and the mixed echoes result in “time dispersion”, which means the duration of the received symbols is greater than the transmitted symbols. Inter-symbol interference (ISI) may occur when “time dispersion” presents. Furthermore, multipath channels, which are similar to filters, may cause different attenuation to different frequency signals or signal components, which is called “frequency selective fading”.

Due to these multi-path effects like “time dispersion” and “frequency selective fading”, the transmitted signal can be distorted through the transmission, and the maximum bandwidth of the transmitted signal is limited by multipath channels. There is an approximate calculation of maximum transmitted bandwidth through multipath channels, in the following description.

Define “maximum excess delay” \( (\tau_m) \) as the actual delay minus the delay of the first path [9],

\[
\tau_m = \tau_x - \tau_1
\]  

(2.9)
where $\tau_1$ is the delay of the first echo, $\tau_x$ is the actual delay which equals to the delay of the last significant echo. In the absence of equalization, the approximate maximum transmission bandwidth of the channel is given by

$$B_{max} = k \cdot \frac{1}{\tau_m} \quad (2.10)$$

where $k$ is a constant depending on the channel, but customarily is taken to be $1/4$ [9].

Assuming the transmission environment is a large room like a meeting hall, the distances travelled by multipath echoes can be very different due to reflections. Assume that the largest difference of the echo travelled distances is $d_m$ and equals 30 meters, so maximum excess delay $\tau_m$ is given by

$$\tau_m = \frac{d_m}{c} = \frac{30}{3\cdot10^8} = 10^{-7} \text{ sec} \quad (2.11)$$

where $c$ is the speed of light. Thus, in the absence of equalizers, the approximate maximum transmission bandwidth of the channel is

$$B_{max} = k \cdot \frac{1}{\tau_m} = \frac{0.25}{10^{-7}} = 2.5 \text{ MHz} \quad (2.12)$$

That means if the bandwidth of the transmitted signal is less than $2.5 \text{ MHz}$, there will be no significant distortion or frequency selective fading. But if the bandwidth is greater than $2.5 \text{ MHz}$, the transmitted signal will be heavily distorted by multipath effects. For many applications that require high-rate data transmission, this bandwidth limit is not acceptable.

For the need of larger bandwidth, equalizers are used to compensate frequency selective fading. Therefore, with the presence of equalization, the transmitted signal can be recovered while the transmitted bandwidth is greater than the bandwidth limit of the channel.
2.4 Frequency Domain Equalization

The equalizers are used as two ways in SCFDE transmission scheme – “pre-equalization” in the transmitter and “post-equalization” in the receiver (see Figure 2.1). Both of them employ frequency domain equalization (FDE) scheme and use the same algorithm to compensate channel distortion. The only difference of them is that “pre-equalization” happens before the signal transmitted, but “post-equalization” occurs after the signal is received. As the actual requirement of application, one of them could be removed, or both of them could work together. For example, the “post-equalizer” could be removed if the transmitter knows the channel frequency response. Then, only the “pre-equalizer” in the transmitter works to compensate the channel distortion, and the receiver can save the computational cost because of no equalizer in the receiver.

If the transmitter doesn’t know the channel exactly, the pre-equalizer can still roughly put a gain to the higher frequency components and enlarge them, because they are more likely to be attenuated. Furthermore, frequency selective channels might have a large attenuation in a certain range of frequency. The transmitted signal will be heavily distorted and can hardly get recovered in this frequency. Thus, if the pre-equalizer puts a gain to a frequency range which covers the large attenuation frequency, the post-equalizer can be more likely to recover the signal to the original one. Any change to spectrum by the channel and the pre-equalizer is supposed to be cancelled by the post-equalizer.

Basically, frequency domain equalization takes three steps as shown in Figure 2.2. **First**, the original signal passes through a forward transform and decomposed into frequency components. **Second**, the frequency domain signal is multiplied by a set of coefficients, which are designed to compensate the frequency selective fading of the
channel. **Third**, the equalized frequency domain signal passes through an inverse transform to convert back to time domain.

![Diagram](image)

**Figure 2.2** Basic frequency domain equalization scheme.

Define the forward transform operator $T\{\cdot\}$ and inverse transform operator $T^{-1}\{\cdot\}$, which give

$$X(k) = T\{x(n)\}, \text{ and } x(n) = T^{-1}\{X(k)\}. \quad (2.13)$$

$c_1, c_2, \ldots, c_N$ are a set of equalization coefficients in frequency domain, and are designed in different ways. The frequency-domain equalized signal $Y(k)$ is gotten by multiplying $X(k)$ and $c_k$. Therefore, the length of $c_k$ has to be the same as the transform size. By the inverse transform of $Y(k)$, finally the equalized signal $y(n)$ is reconstructed into time domain.

The coefficients $c_1, c_2, \ldots, c_N$ can be designed in different ways for different purposes. As one of the commonly used methods, the coefficients can satisfy the “zero-forcing” criterion of linear equalization [7], as the following equation

$$c_k = H(f)^{-1}|_{f=f_0} \cdot k. \quad (2.14)$$
where \( H(f) \) is the channel frequency response in continuous frequency, and \( f_0 \) is the minimum frequency resolution of the equalizer. Zero-forcing criterion is effective when ISI is more considerable than noise.

The flexibility of frequency analysis resolution is preferred in many applications. If the coefficients are used in the pre-equalizer in transmitters, sometimes they are just designed to roughly enlarge some frequency components which might be deeply attenuated through the channel. In this way, it is no need to have a very fine frequency resolution, but a rough resolution is acceptable. For example, assume the coherent bandwidth of a channel is \( B_c \), and the transmitted signal bandwidth is \( B_X \) which is greater than \( B_c \). The higher frequency components are enlarged by the pre-equalizer, and the lower frequency components remain as they are. So the coefficients \( c_1, c_2, \ldots, c_N \) are designed in the following equation,

\[
c_k = \begin{cases} 
  1 & f_0 k < B_c \\ 
  \frac{1}{A} & f_0 k > B_c 
\end{cases}
\]  

where \( A \) is the gain to the higher frequency components.

One can notice from Equation (2.15) that it is not necessary to have many transformed frequency points. In other words, it is better if the signal could be decomposed to just two subbands – one is for frequency less than \( B_c \), the other one is for frequency larger than \( B_c \) – and map these subbands with only two coefficients. But in other applications, more coefficients with finer frequency resolution might be required to finely compensate the channel fading. Therefore, a flexible method that supports variant frequency resolutions is preferred for signal analysis and equalization. This is a sort of idea of “multi-resolution signal decomposition”, which is discussed in the next chapter as an improvement of general transform methods. General transform methods, like Discrete
Fourier Transform (DFT), are the kind of “constant frequency resolution” transforms, which take fixed frequency steps. This fixed resolution model is employed in the previous discussions because it is a basic form of frequency domain equalization. In the next chapter, the multi-resolution transform method is applied to equalization.
CHAPTER 3
SUBBAND-BASED SCFDE

3.1 Daubechies Wavelet Filters

Daubechies Wavelets are a set of orthogonal wavelets that support multi-resolution analysis. They provide us powerful scaling functions (or father wavelet) and wavelet functions (or mother wavelet) to generate quadrature mirror filter (QMF) banks. These wavelets are originally designed for discrete wavelet transform (DWT) method. But in this chapter, the wavelet coefficients are employed to implement a QMF bank which is equivalent to the wavelet approach. These QMF filters are named “Binomial QMF”, which are proved to be identical to Daubechies wavelet filters in Reference [14]. QMF is a method of subband decomposition technique, which uses a set of filters to analyze signals. It has a clear scheme, high efficiency, and it is perfect-reconstructive. In this section, a couple of important properties of Daubechies wavelet filters / Binomial QMF filters are discussed [12].

Let the scaling function (or father wavelet) of Daubechies wavelet is

\[ \phi(n) = \{a_1, a_2, \ldots, a_N\} , \quad (3.1) \]

where \(N\) is the length of the filter and \(a_i\) is scaling function coefficient. And define the wavelet function (or mother wavelet) is

\[ \psi(n) = \{b_1, b_2, \ldots, b_N\} , \quad (3.2) \]

where \(b_i\) is wavelet function coefficient. The scaling function coefficients satisfy the orthogonal property shown as the following.

\[ \sum_{n \in \mathbb{Z}} a_n a_{n+2m} = k \delta_{m,0} , \quad (3.3) \]
where $m$ is any integer and $k$ is a constant. It shows that the inner product of the scaling function coefficients with any odd-valued time shifting is zero, which describes the orthogonal property.

The relation between the scaling function coefficients and the wavelet function coefficients is

$$b_n = (-1)^n \cdot a_{N-n-1},$$

where the order is reversed, and the signs are switched on odd indexes.

If Daubechies scaling and wavelet functions are used as filters, the scaling function is the low-pass filter and the wavelet function is the high-pass filter. The scaling and wavelet function coefficients are identical to the filter coefficients or impulse response. The filters are named as “DN” where $N$ is the length of the filter response. D2 to D20 (even number indexes only) are typically used. The larger filter length gives the better edge of the frequency response.

The frequency response of Daubechies filters has a couple of interesting properties. First, their 3dB bandwidth is at the half of the highest frequency. In another word, the amplitude response gives $A/\sqrt{2}$ at middle of the analyzed frequency range, so it is half power at the middle frequency. This is the property for any filter length and for both low-pass and high-pass.

$$\left|H_0\left(\frac{\pi}{2}\right)\right| = \left|H_1\left(\frac{\pi}{2}\right)\right| = \frac{A}{\sqrt{2}}, \text{ and } \left|H_0\left(\frac{\pi}{2}\right)\right|^2 = \left|H_1\left(\frac{\pi}{2}\right)\right|^2 = \frac{A^2}{2},$$

where $H_0$ and $H_1$ are respectively the frequency responses of the low-pass and high-pass filters, and $A$ is the maximum magnitude of the frequency response.
The second property of frequency response is “mirror” property. The frequency magnitude responses of the low-pass and high-pass filters are symmetric with frequency. That is why they are called “mirror filters”.

\[ |H_0(\omega)| = |H_1(\pi - \omega)| , \]

(3.6)

For instance of the two properties above, the figure below shows the magnitude responses of D6 (6-tap) filters.

![Figure 3.1](image-url)  
**Figure 3.1** Magnitude-frequency responses of D6 low-pass and high-pass filters.

The last property of Daubechies filter to discuss in this section is about phase response. Daubechies filters are not accurately linear phase, but are approximately linear phase [16]. A little phase distortion may occur when signals passing through, but this will not affect the quality of analyzing and reconstructing. The figure below shows the phase responses of D6 low-pass and high-pass filters.
Figure 3.2 Phase-frequency responses of D6 low-pass and high-pass filters.

3.2 M-Band Subband Decomposition with Tree Structure [13]

As described in the last section, the low-pass and high-pass Daubechies filters have symmetric frequency responses. Thus, they can divide the input spectrum to two equal subbands called Low (L) band and High (H) band. And the low-pass and high-pass filters are a set of two-band quadrature mirror filter (QMF) bank. The L and H bands can again be applied to a two-band filter bank decomposition, and generate quarter bands: LL, LH, HL, and HH. These quarter bands can also be split to 8 subbands in the 3rd level, so on so forth. As needed in actual applications, input signals can be split to any number of subbands. They could contain a large range of frequency, or finely decompose the frequency components. This is an efficient multi-resolution analysis method using binary tree structure. If the binary tree is a complete tree, the subbands are evenly divided, and this method is called “regular” binary subband tree structure.
Figure 3.3  4-Band subband analysis and synthesis tree structure [13].

The decomposition tree structure is separated to analysis part and synthesis part. The analysis part functions as a forward transform that decomposes the input time domain signal \(x(n)\) to frequency domain subbands \(X(1, n), \ldots, X(M, n)\). Unlike DFT, each subband component \(X(k, n)\) has a sequence instead of just one point value. In the expression \(X(k, n)\), \(k\) represents the index of subband, and \(n\) is a time index. The synthesis part, on the other hand, works as an inverse transform that recovers the subband sequences to time domain signal. If perfect-reconstruction quadrature mirror filter banks (PR-QMF) are employed, the reconstructed signal \(\hat{x}(n)\) is exactly the same as the input \(x(n)\) except some delay.

The subband decomposition scheme is constructed by PR-QMFs and binary tree structure. In a “regular” subband structure, \(M\) subbands are decomposed, for any positive integer \(N\), and \(M = 2^N\). The two-band PR-QMFs are set to each branch of the binary tree shown in Figure 3.3. The analysis filters \((H_0, H_1)\) and synthesis filters \((G_0, G_1)\) are used to decompose and reconstruct signals. All of them are PR-QMFs and they are generated from
the coefficients that satisfy the perfect-reconstruction conditions. Daubechies filters / binomial QMF filters are good examples of PR-QMFs and match these conditions.

It has been proved that the two-band PR-QMFs with length $N$ satisfy the following conditions:

$$\rho(2n) = \sum_k h_0(k) \cdot h_0(k + 2n) = \delta(n) , \quad (3.7a)$$

$$H_1(z) = z^{-(N-1)}H_0(-z^{-1}) , \quad (3.7b)$$

$$G_0(z) = z^{-(N-1)}H_0(z^{-1}) , \quad (3.7c)$$

$$G_1(z) = z^{-(N-1)}H_1(z^{-1}) . \quad (3.7d)$$

Equation (3.7a) is equivalent to Equation (3.3), which is the orthogonal condition of Daubechies scaling function. Therefore, Daubechies low-pass filter satisfies the PR-QMF condition of filter $h_0$. The other three filters can be easily got by (3.7b)-(3.7d). These equations can be converted to time domain by inverse Z-transform:

$$h_1(n) = (-1)^{n-1} h_0(N - n - 1) , \quad (3.8a)$$

$$g_0(n) = h_0(N - n - 1) , \quad (3.8b)$$

$$g_1(n) = (-1)^n h_0(n) . \quad (3.8c)$$

Equation (3.8a) is equivalent to Equation (3.4), which is the relation between Daubechies scaling function and wavelet function. The coefficients of $h_1$ and the wavelet function (high-pass filter) have opposite values, but their frequency responses are the same. Thus, Daubechies high-pass filter can be used as filter $h_1$ after taking opposite values. Filter $g_0$ and $g_1$ are also easy to get by relations (3.8b) and (3.8c).

Down-sampling and up-sampling are important to keep the appropriate sampling rate of each signal in analysis and synthesis processes. In analysis part, signals are down-sampled by 2 at each output of filters. On the contrary, in synthesis part, signals are
up-sampled by 2 at each input of filters. Each analysis or synthesis level has different sampling rate, but the changed rates are just appropriate for the filtering processes. These down-samplings and up-samplings can keep the analysis and synthesis processes making full use of the re-sampled spectrum. Furthermore, due to the down-samplings in the analysis part, the signals passed through high-pass filters have reversed spectrums in the analyzed subband. Because of this spectrum reversion, a mapping from subband index to frequency index is required when considering equalization. This is a point discussed in the next section.

In many applications, frequency intervals of the overall spectrum are not equally important or significant. For example, a channel might be approximately flat-fading in low frequency area, but frequency-selective in high frequency area. We prefer finer frequency resolution for frequency-selective area than flat-fading area. In order to decrease the computational complexities of analysis and synthesis operations, one can combine some subbands (like the flat-fading area) in the decomposition binary tree and yield larger bandwidth subbands. In Figure 3.4 as an example, subbands $k=3$ and $k=4$ in the “regular” scheme are combined to a larger bandwidth subband $k=3$. It is an important idea of multi-resolution analysis that subbands have unequal bandwidths according to different resolution requirements. This method is called “irregular” binary subband tree structure, contrasting “regular” structure with equal bandwidths. But as common, both of the regular and irregular structures split the spectrum as a power of 2, since they repeatedly employ a 2-band filter bank. The spectrum separation of subbands is shown in Figure 3.5, assuming the filters are ideal low-pass or high-pass. Each subband sequence $X(k, n)$ represents the signal component in the bandwidth that it occupies.
Figure 3.4 3-Band irregular analysis and synthesis tree structure.

Figure 3.5(a) Regular tree 4-band splitting.  Figure 3.5(b) Irregular tree 3-band splitting.

3.3 Subband-Based Frequency Domain Equalization

In this section, the subband decomposition technique is employed to frequency domain equalization (FDE) that discussed in section 2.4. This method is an expansion to the basic FDE scheme (Figure 2.2). Three changes are made in the basic FDE scheme to give the subband equalization scheme: “Forward Transform” block is replaced by subband analysis; “Inverse Transform” block is replaced by subband synthesis; and the frequency components $X(k), Y(k)$ are replaced by subband sequences $X(k, n), Y(k, n)$. 
The equalizer coefficients $c_1, ..., c_M$ are used to compensate the frequency response of the channel, multiplying with subband sequences $X(1, n), ..., X(M, n)$.

$$Y(k, n) = X(k, n) \cdot c_k,$$

where $k$ is the index of the subband to be equalized. The $k$th subband represents the signal component in its spectrum bandwidth, which is determined by the splitting way of the tree structure.

It is very important to notice that the subband sequences $X(1, n), ..., X(M, n)$ are not in the order of frequency, but have a mapping from subband index to frequency index. The equalizer coefficients $c_1, ..., c_M$ are not in the order of frequency either, but are mapped from the frequency domain coefficients. The reason for that is the spectrum reversion caused by the down-sampler in the analysis process. Each signal passed through a high-pass filter and down-sampled by two has a reversed spectrum. The low-pass filtering on this signal is equivalent to high-pass filtering on the actual spectrum. Similarly,
high-pass filtering on this signal is equivalent to low-pass filtering on the actual spectrum, due to its reversed spectrum. Therefore, the mapping from subband index to frequency index is shown in the figure below, in which the reversed bands are marked as bold.

Figure 3.7 Mapping from subband index to frequency domain bands.

Subband equalizers can be more flexible and efficient than a basic equalizer by choosing the use of regular structure or irregular structure. If the frequency response of a channel changes a lot in a certain bandwidth, a finer resolution of analysis is needed to make the analysis accurate enough. On the other hand, if the frequency response doesn’t change much in that bandwidth, lower resolution is good enough, and less filter banks are needed in this band. Thus, an irregular structure can make such kind of efficient subband splitting, which saves the computational time and system resources in an actual application. This method is called “multi-resolution equalization”.

To give an example of multi-resolution equalization, assume a linear time-invariant (LTI) channel with impulse response $h(n)$, with arbitrary coefficients.

$$h(n) = \{0.7, 0.4, 0.8, 0.2\}$$

(3.10)

The received signal passing through the channel is given by the convolution of the transmitted signal and the channel impulse response.
\[ r(n) = t(n) * h(n) \]  \hspace{1cm} (3.11)

And the received spectrum equals the transmitted spectrum multiplied by the channel frequency response.

\[ R(\omega) = T(\omega)H(\omega) \]  \hspace{1cm} (3.12)

where \( H(\omega) \) is the Fourier transform of \( h(n) \). The magnitude-frequency response \(|H(\omega)|\) of the channel is plotted with the subband splitting.

**Figure 3.8** Magnitude-frequency response with subband splitting.

As an example of the irregular subband splitting, the entire bandwidth is split into six subbands with two different resolutions. In the bands that the frequency response changes “faster”, the finer resolution is used (like LHL, LHH, HLL, and HLH subbands). Otherwise, the lower resolution is used (like LL and HH subbands). Using an irregular tree structure in Figure 3.4, this subband splitting can be completed with a 3-level structure. Then, employ this band splitting into the subband equalization scheme (Figure 3.6).
CHAPTER 4

OPTICAL WIRELESS TRANSMISSION SCHEME

4.1 IM/DD DOW Communication System

Diffuse optical wireless (DOW) communication system employs infrared or other optical signals to transmit data symbols. The word “diffuse” means the beans of optical signals are not concentrated like laser, but have multiple directions of reflections. As described in Figure 1.1, the electronic signal is converted to optical signal by LEDs, and then converted back to electronic signal by photodiodes.

“Intensity modulation and direct detection” (IM/DD) is a basic transmission scheme used in DOW, which indicates that the optical signal is modulated and detected by the transmitted power [2]. Therefore, the requirement of IM/DD is that the transmitted signal must be real and non-negative, because power is always real and non-negative. But the thing is mostly the modulated signal has positive and negative parts, like QPSK signals. Also, in Chapter 2 and Chapter 3, the transmitted signals are real but not non-negative. Something needs to be done before output them to the LED.

The first way that easy to imagine is adding a DC component to the transmitted signal to make it non-negative.

\[ t'(n) = t(n) + |\min\{t(n)\}| \quad (4.1) \]

This method could work but it’s not efficient, because it enlarges the dynamic range of the transmitted signal and put more signal parts to the non-linear range of LEDs. To avoid non-linear distortion, the only way could do is compress the amplitude of the signal and decrease the amplitude resolution. It’s not ideal.
4.2 Decomposed Non-Negative Transmission

The second way to make a non-negative signal is to decompose the transmitted signal to positive and negative parts, reverse the negative part, and transmit them separately with two time slots [1]. This is called “decomposed non-negative transmission”.

![Block diagram of a basic decomposed non-negative transmission.](image)

\[
\begin{align*}
t_+(n) &= \begin{cases} t(n), & \text{if } t(n) > 0 \\ 0, & \text{if } t(n) \leq 0 \end{cases} \\
t_-(n) &= \begin{cases} 0, & \text{if } t(n) > 0 \\ -t(n), & \text{if } t(n) \leq 0 \end{cases} \\
t'(n) &= \begin{cases} t_+(n), & \text{if } 0 \leq n < N \\ t_-(n), & \text{if } N \leq n < 2N \end{cases}
\end{align*}
\]

This transmission scheme uses separated positive and negative time slots to represent the transmitted signal (shown in Figure 4.1 and Equation 4.2). The dynamic range doesn’t change and the transmitted signal is recoverable. But in this scheme, the usage of time slots is not efficient. Only 50% of time is used to transmit signal, and the other half of time is “blank” (zero amplitude). The positive signal time slots cut off the negative signals to zero, and the negative slots cut off the positive signals. There is naturally “blank” (zero) in 50% of transmission time.
To make an improvement on time efficiency, just remove some useless “blanks” in the transmitted signal. The purpose of the “blanks” is to indicate the positions of negative signals or positive signals. They don’t need to happen twice. Just remove the “blanks” in the negative slots (or positive slots). After the removal, the positive and negative signals are still easy to get recovered, and only 1/3 of the transmission time is “blanks” (zeros) rather than 1/2. The efficiency has an improvement of 33.3% than the original scheme. In the simulation chapter, an example of the transmitted signal is shown.

![Block diagram of the decomposed non-negative transmission with zeros removal.](image)

**Figure 4.2** Block diagram of the decomposed non-negative transmission with zeros removal.

### 4.3 Overall Transmission Scheme

This overall transmission scheme combines all of the blocks discussed in the previous sections and chapters.

![Block diagram of the overall transmission scheme.](image)

**Figure 4.3** Block diagram of the overall transmission scheme.
5.1 Modulation and Detection

In this set of simulation, quadrature phase shift keying (QPSK) and quadrature amplitude modulation (QAM) are used to generate modulated sequences with arbitrary symbols. Matched filtering detector is employed to detect symbols from the received and equalized sequence.

Figure (5.1) shows the modulated QPSK and 64-QAM sequence with arbitrary input symbols. Figure (5.2) shows the detected constellation from long QPSK and 64-QAM sequences by a matched filtering detector.

**Figure 5.1** (a) QPSK modulated sequence. (b) 64-QAM modulated sequence.
For the figures in this chapter, if a time-domain signal is shown, X-axis represents discrete time index and Y-axis represents signal amplitude; if a frequency-domain spectrum is shown, X-axis represents normalized frequency and Y-axis represents magnitude or phase; if a constellation is shown, X-axis represents in-phase values and Y-axis represents quadrature values.

5.2 Subband Analysis and Synthesis

Subband decomposition technique employs binomial-QMF banks to decompose time-domain signals to frequency-domain subbands, and perfectly reconstruct the time-domain signals. Subband analysis and synthesis are essential processes of subband-based FDE.

In the following simulation, a QPSK signal is used as the input, and it is decomposed into four subband components by the analysis process. Then, from the subband components, the original signal is recovered by the synthesis process. The reconstructed signal is the same as the input, except some delay and different amplitude.
normalization. The perfect-reconstruction property is demonstrated from that. The time delay of the reconstructed signal is given by

\[ N_D = (M - 1) \cdot (L - 1) , \]  

(5.1)

where \( M \) is the number of analyzed subbands, and \( L \) is the length of the QMF filter.

**Figure 5.3** Input QPSK signal.

**Figure 5.4** (a) Subband sequence \( X(1, n) \).  
(b) Subband sequence \( X(2, n) \).
Figure 5.5 Reconstructed (synthesized) signal – the same as the input with some delay.

5.3 Decomposed Non-Negative Conversion and Recovery

In this section, the simulation on “decomposed non-negative transmission” scheme is demonstrated. This simulation compares the converted non-negative signals with the recovered signal. Both regular and zero-removal schemes are used to generate non-negative signals.
Figure 5.6 Regular decomposed non-negative transmitted signal.

Figure 5.7 Zero-removal decomposed non-negative transmitted signal.

Figure 5.8 Recovered transmitted signal.
5.4 SCFDE Simulation

In this section, the simulation on subband-based SCFDE is given. Assume the transmitted signal passes through a designated channel. The performances of five equalization methods and a non-equalization method are compared in this set of simulations.

1. Channel Description

The channel model used for this simulation is a frequency selective channel with additive white Gaussian noise (AWGN). The signal-to-power ratio (SNR) is designated as 15dB or variant values.

The impulse response of the channel is

$$h(n) = \{0.8, 0.4, 0.2, 0.1\}.$$ (5.2)

The magnitude and phase frequency response of this channel is shown in Figure 5.9. It is obvious that the channel is frequency-selective, because the attenuation is much greater in higher frequency than in lower frequency. This channel is also multipath, with four echoes (4-tap response). Therefore, ISI may occur to the transmitted signal.
2. The Detection without any Equalization

In this simulation, the demodulator directly detects the received signal passed through the channel without any equalization. In the following figures, the transmitted and received signals, as well as the spectra, are compared and shown. The received signal is distorted on edges and turns in the waveform, and the higher frequency spectrum is more attenuated than the lower frequency spectrum. The detected constellation is shown at last, where the points are dispersed. Thus, the detected symbols are very likely to be error.
Figure 5.10 Transmitted signal and received signal without equalization (15dB SNR).

The transmitted spectrum and the received spectrum are compared in Figure 5.11.

Figure 5.11 Transmitted and received spectra without equalization (15dB SNR).

The received constellation is shown in Figure 5.12.
3. The Fine Post-equalization

In this simulation, the transmitter doesn’t contain a pre-equalizer, but the receiver contains a post-equalizer with a fine frequency resolution (64-subband). The post-equalizer is able to compensate the frequency selective distortion in the received signal.

The equalized signal has recovered and enhanced edges and corners, which are likely to be distorted in the channel. In the equalized spectrum, the higher frequency components are enhanced to compensate the frequency selective attenuation. The equalized constellation is shown to be more concentrated than the constellation without any equalization. Thus, fewer errors may occur.
Figure 5.13 Transmitted signal and recovered signal with post-equalization (15dB SNR).

Figure 5.14 Spectra comparison (15dB SNR).
4. The Rough Post-equalization

This simulation has the same scheme as a fine post-equalization, except using a rough post-equalizer with only two subbands. This can save some computational cost than using a fine post-equalizer, but the performance may be not as good as a fine equalizer.

Figure 5.16 shows the comparison of the transmitted signal and the recovered equalized signal.
Figure 5.16 Transmitted signal and equalized signal with rough post-equalization.

The transmitted spectrum, the received spectrum, and the equalized spectrum are compared in Figure 5.17.

Figure 5.17 Spectra comparison.
The equalized constellation is shown in Figure 5.18. It is more concentrated than the constellation without any equalization but not as good as the performance of a fine equalizer.

![Figure 5.18 Constellation of the equalized signal.](image)

5. Fine Pre-equalization

In this simulation, the transmitter contains a pre-equalizer, and the receiver detects the symbols directly without equalization. Pre-equalizer modifies the transmitted signal in its spectrum to compensate the frequency selective fading of the channel. The pre-equalized signal has enhanced higher frequency components to compensate the attenuation in the channel. Pre-equalization may have better performance than post-equalization, because the transmitted signal is equalized before the white noise added to the received signal. In other words, pre-equalization performs on a noise-free signal.
while post-equalization works on a signal with AWGN. But a disadvantage of pre-equalization is a little higher PAPR due to the enhanced high frequency components.

The transmitted signal and the received signal are compared in Figure 5.19.

![Transmitted and Received Signals with Pre-equalization](image)

**Figure 5.19** Transmitted signal and received signal with fine pre-equalization.

The transmitted spectrum, pre-equalized spectrum, and the received spectrum are shown in Figure 5.20.
Figure 5.20 Spectra comparison.

The received constellation with pre-equalization is shown in Figure 5.21.
Figure 5.21 Received constellation with fine pre-equalization.

6. The Rough Pre-equalization

This simulation has the same scheme as the fine pre-equalization, except using only two-band decomposition.

The transmitted signal and the received signal are plotted and in Figure 5.22.
The transmitted spectrum, the roughly pre-equalized spectrum, and the received spectrum are compared in Figure 5.23.

The received constellation with the rough pre-equalization method is shown in Figure 5.24.
7. The Fine Post-equalization with Rough Pre-equalization

This simulation employs both fine post-equalization and rough pre-equalization. They work together at the transmitter and the receiver.

The transmitted signal and the equalized signal are plotted in Figure 5.25.
Figure 5.25 Transmitted and equalized signals.

The transmitted spectrum, pre-equalized spectrum, and post-equalized spectrum are compared in Figure 5.26.
The constellation of the equalized signal is plotted in the Figure 5.27.

Figure 5.26 Spectrum comparison.

Figure 5.27 Constellation of the equalized signal.
8. Symbol Error Rate (SER) Comparison

In Figure 5.28, symbol error rate (SER) performances are compared among different equalization methods and non-equalized detection. It shows that when using equalization, much lower error rates occur for the same SNR.

![Figure 5.28 Symbol Error Rate (SER) Comparison](image)

5.5 PAPR Comparison

In Figure 5.29, the peak-to-average power ratios (PAPR) of three different schemes are compared. X-axis represents a given PAPR value (PAPR0) in dB, and Y-axis represents the probability that the actual PAPR is less than or equal to the given PAPR0. The result shows OFDM has the highest PAPR, which is about 8dB greater than a single-carrier QPSK. Pre-equalized QPSK signal has a little higher PAPR than regular QPSK (about 3dB).
Figure 5.29  PAPR comparison among Post-equalization SCFDE, Pre-equalized SCFDE, and OFDM (all using QPSK).
CHAPTER 6
CONCLUSIONS

From the discussions and simulations in the previous chapters, the following ideas are shown and proved.

SCFDE is an effective method to combat ISI and frequency selective fading. Symbol error rate is effectively reduced by employing frequency domain equalizers.

Subband decomposition is a flexible technique to be employed to SCFDE, providing adjustable frequency resolution of equalization.

As a single-carrier transmission scheme, SCFDE provides much lower PAPR than multi-carrier transmissions, which is an advantage in optical wireless communications.

Combining with the non-negative transmission method, the SCFDE scheme with subband equalization is a good choice for high-rate optical wireless communications.
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